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Abstract

Out-of-Distribution (OOD) generalization is a problem of seeking the predictor function whose performance in the worst environment is optimal. This paper makes both theoretical and algorithmic contributions to OOD problem. We consider a set of all invariant features conditioned to which the target variable and the environment variable becomes independent, and theoretically prove that one can seek an OOD optimal predictor by looking for the mutual-information maximizing feature amongst the invariant features. We establish this result as Maximal Invariant Predictor condition. Our theoretical work is closely related to approaches like Invariant Risk Minimization and Invariant Rationalization. We also derive from our theory the Inter Gradient Alignment (IGA) algorithm that uses a parametrization trick to conduct feature searching and predictor training at once. We develop an extension of the Colored-MNIST that can more accurately represent the pathological OOD situation than the original version, and demonstrate the superiority of IGA over previous methods on both the original and the extended version of Colored-MNIST.

1 Introduction

In general, most machine learning algorithms today make an inherent assumption that all members of all datasets in concern are independently and identically sampled from the same distribution (IID). Unfortunately, this assumption is not always valid (Bengio et al., 2020). In reality, train-dataset and test-dataset can be coming from different distributions, on which the input-output relations are different because of the presence of environmental factors such as those related to the way the data were collected and where the data were obtained (Shen et al., 2018; Storkey, 2009). This is why most machine learning algorithms often fail when challenged to make a prediction on the dataset sampled from “yet-unseen” distribution (“out of distribution (OOD)” dataset) (Arjovsky et al., 2019).

To address this problem, we need to consider the set of distributions that can be produced by all possible environmental factors, and look for the model whose performance on the worst-case environment is optimal; that is, we want to find a solution of

\[
\arg \min_f \max_{\epsilon \in \mathcal{A}} \text{Cost}(f|\epsilon)
\]

where \(\mathcal{A}\) is the set of all possible values for the environmental factor, and \(\text{Cost}(f|\epsilon)\) is the cost of the model \(f\) in the presence of the environmental factor \(\epsilon\). The problem (1) is often referred to as OOD generalization problem (Bühlmann, 2018; Arjovsky et al., 2019). We would say that \(f\) is OOD-optimal if it solves (1). Unfortunately, as mentioned in Arjovsky et al. (2019), the problem (1) often cannot be directly solved because we cannot observe datasets in all environments of \(\mathcal{A}\). This problem is both interesting and difficult because not all distributions can be produced by the members of \(\mathcal{A}\); indeed, if any distribution can be produced by some \(\epsilon \in \mathcal{A}\), then \(\max_{\epsilon \in \mathcal{A}} \text{Cost}(f|\epsilon)\) can be equally maximal for any choice of \(f\) because the distribution that is most adversarial to \(f\) would also be realizable by some \(\epsilon \in \mathcal{A}\).

Several studies in the past tackled this OOD problem from both theoretical and algorithmic direction, with the aforementioned work of Arjovsky et al. (2019) being one of them. While different in approach, studies like Arjovsky et al. (2019) and Peters et al. (2016); Bühlmann (2018); Subbaswamy et al. (2019) all generally advocate that, in order to solve (1), one shall exploit some invariance that is shared across the observed set of environments, such as causal relations or a feature that is equally
important in all environments. These approaches are different from distributional robustness-type methods (Ben-Tal et al., 2013; Hu et al., 2018; Najafi et al., 2019) that aim to optimize the worst-performance of the model over a compact set of environments embedded in some metric space. While distributional robustness is a powerful family of methods, it may not necessarily be the best option when we can’t foresee how far the new environment $\tilde{e}$ would be from the training environments.

The invariance-based OOD studies mentioned in the previous paragraph are, however, case-specific results in the sense that they prove the OOD optimality of their methods on situations in which the relationships amongst the observable variables can be described by some particular graphical model or a certain form of linear models. Therefore, the successes of these studies make us wonder the following two fundamental questions in a more general setting: “When does the invariant feature help us in solving OOD problem?” “What type of invariant feature is useful in OOD problem?” To the best of our knowledge, there has not been a study that has succeeded in answering the first question in the scope beyond a ‘case study’. There is still much room left for further investigation. As for the second question, Ferenc (2019) recently investigated an information theoretic generalization of Arjovsky et al. (2019), and suggested an objective

$$\arg\max \quad I(Y, \Phi(X))$$

where $Y$ is the target variable, $X$ is the input variable, $\epsilon$ is the environment factor and $\Phi$ is searched over a general space of nonlinear measurable functions. This objective claims that one needs not only some invariant feature, but an invariant feature that maximizes the mutual information with the target variable. Chang et al. (2020) uses a similar approach in their particular graphical model setting.

In this study, we will discuss when we can use an invariant feature to solve OOD problem as well as when we can solve (1) using (2). More particularly, we use the theory of basic probability and the classic decomposition result used in Darmois (1953); Peters et al. (2012); Achille & Soatto (2017) to investigate when we can use the invariance of form $P(Y|\Phi, \epsilon) = P(Y|\Phi)$ to solve OOD problem. We also name the solution of (2) as Maximal Invariant Predictor (MIP), and fill the gap between the OOD objective (1) and the objective (2). To find a MIP, we derive Inter-Gradient-Alignment (IGA) algorithm directly from (2), which uses a parametrization trick to conduct invariant-feature searching and predictor training simultaneously. We demonstrate the efficacy of our algorithm on Colored MNIST (C-MNIST, Arjovsky et al. (2019)) and Extended Colored-MNIST (EC-MNIST), a slight generalization of the original that can be used to more accurately construct the pathological OOD situation described in Arjovsky et al. (2019). We summarize our contributions below.

1. We prove a sufficient condition required for an invariant $\Phi$ whose corresponding $E[Y|\Phi(X)]$ is OOD optimal, and justify the use of Maximal Invariant Predictor (MIP) for to solve OOD problem.
2. From MIP we derive Inter-Gradient-Alignment (IGA), a novel OOD algorithm.
3. We present Extended Colored MNIST, a generalization of the original Colored MNIST that can be used to represent an important pathological case that cannot be realized by the original.
4. We demonstrate the efficacy of IGA on Colored MNIST and Extended Colored MNIST.

The paper is structured as follows. We first describe the notations + problem setting in section 2. We present our theoretical results in section 3, and describe IGA in section 4. Finally, we demonstrate the efficacy of our algorithm on C-MNIST and EC-MNIST in section 5.

## 2 Notations and Problem Setting

In this section, we introduce the set of notations we use throughout the paper, and describe our theoretical claims in more formal language. We use r.v to abbreviate random variable.

**Notation** We follow the rules of notations used in a standard probability text like Durrett (2019). For any set of r.v.s $M = \{M_1, M_2, \ldots\}$ on the probability triple $(\Omega, \mathcal{F}, \mathbb{P})$, we say $Z \in \sigma(M)$ or $Z$ is measurable with respect to $\sigma(M)$ whenever $Z$ can be written as a measurable function of $M$s. We may use $Z$ and $Z(M)$ interchangeably in this case. We say $A \perp B$ when $A$ and $B$ are

---

1For those not familiar with this notation, please identify $\sigma(M)$ as $\{Z; Z = s(M) \text{ for some function } s\}$ in the main part of this manuscript.
independent. Let us also use a lower case letter to denote a realization of the corresponding r.v (e.g., \(m\) is a realization of \(M\), and \(\epsilon\) is a realization of \(\mathcal{E}\)). We always use \(E\) to represent the expectation with respect to the probability distribution \(P\). Inside \(E\), variables in upper case are the only variables that are integrated with respect to \(P\). Also, for any probability distribution \(Q\) on \(\mathcal{F}\), we use its lower case letter \(q\) to denote its density.

**Formal Problem Statement** Let \(X, Y, \mathcal{E}\) respectively represent the input r.v, the target r.v, and the environmental r.v. At the time of the training, only \(X, Y\) are observable, and the observations are grouped by the realizations of corresponding \(\mathcal{E}\). We will measure the performance of the predictor \(f(X)\) by some Bregman divergence loss \(D\), which generalizes popular losses like KL divergence and Mean Square Error (Banerjee et al., 2003). That is, for all \(\epsilon \in \text{supp}(\mathcal{E})\), we compute the loss on the environment \(\epsilon\) by \(L_\epsilon(f) := E[D(f(X), Y)|\epsilon]\). OOD problem is to seek the minimizer of the Out-of-Distribution (OOD) loss, given by

\[
\arg \min_f \max_{\epsilon \in \text{supp}(\mathcal{E})} L_\epsilon(f),
\]

We say that \(f\) is OOD optimal if it is a solution of (3). That being said, we also assume the following for the underlying distributions.

**Invariance assumption** We assume that

\[
\mathcal{I} := \{\Phi \in \sigma(X); Y \perp \mathcal{E}|\Phi\} = \{\Phi \in \sigma(X); I(Y; \mathcal{E}|\Phi) = 0\}
\]

is non-empty. We refer to \(\mathcal{I}\) as the set of invar\(tant\) features from now on. In the graphical model represented in Figure 1, for example, \(\mathcal{I}\) is the set of all random variables that can be generated by some subset of \(\{X_1, X_3, X_4\}\) that contains \(X_1\). This fact can be verified with d-separation theorem (Bishop, 2007). However, in our study, we do not develop our theory from an explicit graphical models like the one we just explained. Unlike in Peters et al. (2016); Subbaswamy et al. (2019); Chang et al. (2020), we also do not necessarily assume that some subset of \(X\)’s coordinates can represent something meaningful in the system (e.g., node representation in DAG). Instead, we study in the setting in which the data is generated from some abstract distribution \(P(X, Y, \mathcal{E})\). Our invariance assumption is not too far-fetched in this general setting as well. For example, consider the problem of animal-image recognition. If \(Y, X, \mathcal{E}\) are respectively the animal label, the image, and the person who takes the picture, an animal’s biological feature captured in the image can be a member of \(\mathcal{I}\). Indeed, such \(\Phi\) is not unique all the time as well; for instance, *face of animal* and *posture of animal* can both be in \(\mathcal{I}\).

![Figure 1: A graphical model with nonempty \(\mathcal{I}\) (4). The target variable is \(Y\) and the covariate is \(X := [X_1, X_2, X_3, X_4]\).*

3 Theory

3.1 Related Theoretical Works

In order to highlight the contributions of our work, we would like to mention several theoretical studies of OOD optimal predictors that are related to our work. Arjovsky et al. (2019) is one of the pioneers that proposed a construction of an OOD optimal solution from an invariant feature. In their work, they theoretically investigated a specific case in which \(\Phi\) is linear in \(X\) and \(g(\Phi(X)) = E[Y|\Phi(X), \epsilon]\) for an invariant \(\Phi\) is also linear in \(\Phi\) for all \(\epsilon\), and proved the condition under which their algorithm can obtain an OOD optimal solution in their situation. Chang et al. (2020) also showed that, when the underlining graphical model is of a specific form, they can find an OOD optimal solution by seeking \(\arg \max_{Y, \mathcal{E}|M\circ X} I(Y; M \circ X)\) amongst all binary mask \(M\) for which \(Y \perp \mathcal{E}|M \circ X\). Rojas-Carulla et al. (2018) claims that one can find an OOD optimal solution in the form \(E[Y|M \circ X]\) for a binary mask \(M\). Rojas-Carulla et al. (2018), however, makes an unstated assumption that for any \(\epsilon\), there exists another environment \(\epsilon'\) such that \(P(Y, X|\epsilon') = P(M \circ X, Y|\epsilon)P(M' \circ X|\epsilon)\) with \(M'\) being the complementary mask of \(M\). While the cases studied in these works are all important.
on their own, many of their assumptions do not hold in general. The proofs of the OOD optimality in many of these works above also assume that the observed coordinate decomposition of $X$ is aligned in a such a special way that the invariant feature can be expressed using a subset of $X$’s coordinates or a linear function of $X$.

In this paper, we aim to make a more general statement than these predecessors. First, we will describe when we can use the invariant feature in $\mathcal{I}$ (4) to find a solution to (3). Second, we will describe when we can use MIP (2) to solve (3), thereby giving support to the idea in Ferenc (2019). In the rest of this section, we provide supports to these two claims using the theories of basic probability and the result of Darmois (1953) which claims that, for any pair of random variables $X, Y$, we can find a noise function $N_Y \perp X$ such that $Y = f(X, N_Y)$ when the cumulative distribution is sufficiently regular.

### 3.2 Maximal Invariant Predictor

In this section we provide brief definitions and theoretical results. For their details, please see Appendix B. Let us assume that the invariant set $\mathcal{I}$ in (4) is non-empty, and suppose $\Phi \in \mathcal{I}$. Then applying the aforementioned result of Darmois (1953) to the r.v pair $(\Phi, \epsilon)$, we can say that there exists $\mathcal{E}_\psi \perp \Phi$ such that $\sigma(\Phi, \epsilon) = \sigma(\Phi, \mathcal{E}_\psi)$. Applying the same argument again to $(\mathcal{E}_\psi, \epsilon)$, we can say that there is $\mathcal{E}_\phi \perp \mathcal{E}_\psi$ such that $\sigma(\mathcal{E}, \mathcal{E}_\psi) = \sigma(\mathcal{E}_\phi, \mathcal{E}_\psi)$. For any $\Phi \in \mathcal{I}$, we can thus decompose $\epsilon$ into the pair $(\epsilon_\phi, \epsilon_\psi)$. In summary, we have the following:

- $\mathcal{E}_\psi \in \sigma(\mathcal{E})$, a part of $\mathcal{E}$ that is independent of $\Phi$
- $\mathcal{E}_\phi = \mathcal{E}_\psi^c$, that is, $\mathcal{E}_\phi \perp \mathcal{E}_\psi$ and $\epsilon \in \sigma(\mathcal{E}_\phi, \mathcal{E}_\psi)$.

Put in still other words, this is a decomposition of $\mathcal{E}$ into the component that can affect $\Phi$ and the component that cannot. Also, let us apply Darmois (1953) to $(X, \Phi)$ to obtain $\Psi \perp \Phi$ with $X \in \sigma(\Phi, \Psi)$. We emphasize that we are assuming a setup that is at least as general as the works of (Darmois, 1953; Peters et al., 2012; Achille & Soatto, 2017) that use this decomposition result. For a more intuitive scenario, consider another image recognition problem of predicting the animal label $X$ from the image $E$ in the set of natural images collected with a loose directive of “take any pictures of a given list of animals”. Suppose that $\Phi$ is the physical appearance of the animal. Then the part of the environmental factor that is able to influence $\Phi$ can be the biological state of the animal $(\mathcal{E}_\phi)$ (e.g., physical state, genetic feature). The part of the environmental factor that can not influence $\Phi$ can be, for example, the preference of the photographer $(\mathcal{E}_\psi)$. Clearly, $\mathcal{E}_\psi \perp \Phi$. Meanwhile, $\Psi$, the complement of $\Phi$, can be the background of the animal. Since the photographer does not have much choice for the individual animal to encounter, $\Psi$ is independent of $\Phi$ if he/she is not so picky.

The following is our first claim about the case in which an invariant feature can be used to find an OOD optimal solution.

**Proposition 3.1.** Let $\Phi \in \mathcal{I}$. Also, put $f^*(X) = \mathbb{E}[Y|\Phi]$ and suppose that, for all $\epsilon_\phi$ there exists some $\epsilon_\psi$ such that $X \perp Y | (\Phi, \epsilon_\phi, \epsilon_\psi)$. Then $f^* = \arg \min_{f} \max_{\epsilon \in \text{supp}(\epsilon)} L_{\epsilon}(f)$.

For the proof, see Appendix B. Because the proposition 3.1 is pivotal in our theory, we would like to give a name to the condition used therein;

**Definition 3.2.** We say $\Phi \in \mathcal{I}$ satisfies a controllability condition if for all $\epsilon_\phi$, there exists at least one corresponding $\epsilon_\psi$ such that $X \perp Y | \epsilon_\phi, \epsilon_\psi$.

In other words, this is a condition in which there is always a way to twig a $\Phi$-irrelevant part of the environment to sever the relation between $X$ and $Y$ using $\Phi$ and the environment. From the proposition 3.1, we can also say the following.

**Corollary 3.3.** If there exists one $\epsilon_\phi$ for which $\Psi \perp Y | \psi$, then $\mathbb{E}[Y|\Phi]$ is OOD optimal.

Figure 8 in Appendix B is an example of a system in which the corollary 3.3 can hold. The corollary 3.3 may be helpful in determining when the OOD optimality statement in Rojas-Carulla et al. (2018) is valid. In their proof, Rojas-Carulla et al. (2018) claims their solution to be OOD-optimal under an

\[2\text{As we describe in Appendix B, we can increase the number cases in which this holds if we choose } \mathcal{E}_\psi \text{ to be larger in the sense of sigma algebra.}\]
We derive (6) from the MIP objective (5). We can guarantee the validity of this assumption if Ψ⊥E. We would always be the best feature.

Proposition 3.4. Suppose Φ ∈ I and suppose that ϵ satisfies X ⊥ Y | Φ, ϵ. Then for this particular ϵ, Φ = arg max_{Z ∈ σ(X)} I(Y; Z|ϵ).

In other words, the controllability condition for a feature Φ also guarantees that we can twig the Φ-irrelevant part of ϵ to produce ˆϵ in which Φ is the best feature in the environment ˆϵ. The situation considered here is not too unrealistic. In the case of the animal-recognition example we mentioned above, we can choose ˆϵψ to be a person who wants to take a picture of every animal in front of an all-green background for the Chroma-key purpose. With such ˆϵ, the biological feature of an animal would always be the best feature.

At this point yet, we still have not made an explicit connection between (1) and (2). The following lemma would help us to fill the gap.

Lemma 3.5. Suppose Φ ∈ I and suppose that for some ε∗, Φ ⊥ Y | ε∗ Then there exists no ˜Φ ∈ I with Φ ∈ σ(˜Φ) such that I(Y; ˜Φ) < I(Y; Φ).

The lemma 3.5 states that, unless Φ is a maximal element of I, there is no hope in finding an environment in which E[Y|Φ] is OOD optimal. This motivates to find Φ ∈ I satisfying

Φ∗ ∈ arg max Φ∈I I(Y; Φ) = arg max I(Y; Φ).

The equation (5) is indeed the very Maximal Invariant Predictor (MIP) condition mentioned in the introduction. When we restrict the search space I to its linear subset {Φ ∈ I; Φ = M ⊗ X for some binary mask M}, we retrieve the objective in Chang et al. (2020). We can justify this objective more formally when appropriate conditions are met. Note that, in cases like Figure 1, all invariant features are generated by a common invariant feature vector [X₁, X₂, X₃]. This type of case may also arise when the data is generated by an undirected graphical model that is a perfect map (see Appendix C). In these cases, MIP is unique and the proposition 3.5 would imply that Φ cannot be OOD optimal unless it achieves max_{Φ∈I} I(Y; Φ). If we use these facts, we can also claim the following:

Theorem 3.6. Suppose that I can be generated by one invariant subset of r.v.s, and that there exists at least one Φ ∈ I that satisfies the controllability condition. Then E[Y|Φ∗] is OOD optimal if Φ∗ is MIP.

4 Inter-environmental Gradient Alignment Algorithm

To seek a solution to the MIP objective (5), we propose Inter Gradient Alignment (IGA) algorithm, which optimizes the following objective;

arg min θ E[Lθ(ε)] + λ trace(Varθ(Lθ(θ))).

where Lθ is the loss of the θ-parameterized prediction model computed on the environment ϵ. We are using the upper case E above to indicate that E is the random variable with respect to which the expectation and the variance are taken. We call this Inter Gradient Alignment algorithm, because it encourages the gradient computed at each environment to align with those of other environments. Note that (6) does not require us to separately compute the invariant feature Φ. Table 2 is a summary of our algorithm. We use E to denote the empirical expectation. Let Gtrain = {ε₁, ε₂, ..., εk} ⊂ supp(E) denote a size= k set of environments from which the user can collect the dataset. IGA assumes that the user is given a set of datasets {Dε; ε ∈ Gtrain}, with each Dε being a set of samples from p(y, x|ε). Because we assume that neither the identities nor the effects of ϵ are disclosed to the user in any way whatsoever, each ε is only observable as an integer index of datasets.

4.1 Derivation of IGA

We derive (6) from the MIP objective (5). To evaluate I(Y; Φ) and I(Y; E|Φ), we need to be able to evaluate both p(y|φ, ε) and p(y|φ) for arbitrary realizations y, φ and ε. However, the complexity of
p(y|φ, ε) is usually unknown. The relationship between p(y|φ, ε) is p(y|φ) is unknown as well, and it depends on the choice of h : X → Φ. We therefore use a specific parametrization to represent these distributions. Note that because Φ ∈ σ(X) (so that Φ can be written as a function of X), p(y|φ) can be written as q(y|x) for some h-related distribution q. Representing q with a θ-parametrized family of functions f(·|θ), we may write p(y|φ, ε) and p(y|φ) as

\[ p(y|φ) \equiv q_0(y|x) = f(y|x; θ \leftarrow \alpha \nabla_θ E[L_ε(θ)] \]  
(7)

\[ p(y|φ, ε) \equiv q_0(y|x, ε) = f(y|x; θ \leftarrow \alpha \nabla_θ L_ε(θ)) \]  
(8)

The advantage of this parametrization is multi-fold. First, when we evaluate these approximations empirically, the ε in our approximations only appears as an index in the empirical expectation. We do not have to use the real identity of ε in the evaluation of the approximation. Second, if the model is regular enough, we can expect E[q_0(y|x, ε)] ≡ q_0(y|x) for small enough α. Finally, by its design, q_0(y|x, ε) is closer to p(y|x, ε) than q_0(y|x) is at all time, which is required by the property of Kullback Leibler Divergence. See Appendix C.1 for more discussion about our parametrization. Now, I(Y; Φ) in (6) can be evaluated with E[L_ε(θ)]. The regularization term I(Y; Ε|Φ) can be approximated as

\[ I(Y; Ε|Φ) \cong E[d_{KL}(q_0(Y|X, Ε)||q_0(Y|X))] \]  
\[ \cong E[L_ε(θ \leftarrow \alpha \nabla_θ E[L_ε(θ)] \mid L_ε(θ \leftarrow \alpha \nabla_θ L_ε(θ))) \equiv \alpha \text{ trace}(\text{Var}(\nabla_θ L_ε(θ))). \]  
(9)

Thus, q_0(y|x, ε) is close to q_0(y|x) if α is small. Figure 3 is an illustration each ∇L_ε relative to the actual direction of the update. For more detailed computation, see Appendix C.2.

4.2 TWO PHASE LEARNING VS ONE PHASE LEARNING

Previous deep learning OOD algorithms like Arjovsky et al. (2019) and Chang et al. (2020) aim to learn an OOD optimal predictor in two phases: (i) the phase of learning a invariant feature Φ ∈ σ(X) via a function h : X → Φ and (ii) the phase of learning a predictor g : Φ → Y. When the loss is of Bregman divergence type, the optimal g^* for any given h is of the form E[Y|Φ] or P(Y|Φ), and g^* itself depends on the choice of h; we shall therefore write g^*_h for g^*. Because g^*_h and h are dependent on one another, allowing a large model space for either g^*_h or h would make the training difficult. The algorithm of Arjovsky et al. (2019) took the approach of using a small model space for g^*_h and large model space for h, and assumed g^*_h to be always linear in black box Φ. Meanwhile, because the complexity of g^*_h may vary with h, it may not be possible to find g^*_h if the model space is too small. Chang et al. (2020) took an approach of assuming a possibly large model space for g^*_h, and instead sought h from those that can be expressed as M ⊂ X with a binary mask random variable M. However, if the model space of g^*_h is large, optimizing g^*_h with respect to function h can be a daunting task. In fact, Chang et al. (2020) is giving up the computation of the gradient of g^*_h with respect to the parameter of h. As we discuss in Appendix E.2, it was empirically difficult to train these inter-related functions in two separate phases when the model space was large. IGA is different from previous approaches in that it implicitly trains g and h in one phase.
5 EXPERIMENT

We evaluated the efficacy of our method on Colored-MNIST and Extended Colored-MNIST. For more detail of the setting and the implementation, please see Appendix D.

5.1 EXPERIMENTAL SETUP

Extended Colored-MNIST (EC-MNIST) Because our extension generalizes the original Colored-MNIST (C-MNIST) in Arjovsky et al. (2019), we describe our Extended Colored-MNIST (EC-MNIST) first. Unlike the original C-MNIST, the invariant predictor set \( \mathcal{I} \) (4) in our extended version contains more than one variable. Our extended version is particularly different from the original one in that it can describe a case in which the domain invariant feature (i.e., features \( \Phi \) that is independent to \( \mathcal{E} \)) alone is not necessarily sufficient for the optimal environment-agnostic prediction. Each instance of our EC-MNIST dataset is constructed as follows:

1. Set \( x_{ch2} \) to 1 with probability \( \epsilon_{ch2} \). Set it to 0 with probability \( 1 - \epsilon_{ch2} \).
2. Generate a binary label \( \hat{y}_{obs} \) from \( y \) with the following rule: \( \hat{y}_{obs} = 0 \) if \( y \in \{0 \sim 4\} \) and \( \hat{y}_{obs} = 1 \) otherwise. If \( x_{ch2} = k \), construct \( y_{obs} \) by flipping \( \hat{y}_{obs} \) with probability \( p_k (k \in \{0,1\}) \).
3. Put \( y_{obs} = \hat{x}_{ch} \) and construct \( x_{obs} \) from \( \hat{x}_{ch} \) by flipping \( \hat{x}_{ch} \) with probability \( \epsilon_{ch0} \).
4. Construct \( x_{obs} \) as \( x_{fig} \times [x_{ch0}, (1-x_{ch0}), x_{ch2}] \). As an RGB image, this will come out as an image in which the red scale is turned on and the green scale is turned off if \( x_{ch0} = 1 \), and other-way around if \( x_{ch0} = 0 \). Blue scale is turned on only if \( x_{ch2} = 1 \).

Figure 5 is the graphical model for the generation of EC-MNIST. In the experiment on this dataset, only \( \{Y_{obs}, X_{obs}\} \) are assumed observable. At training times, the machine learner will be given a set of datasets \( D_{train} = \{D_{\epsilon} : \epsilon \in R_{train}\} \) in which \( D_{\epsilon} \) is a set of observations gathered when \( \mathcal{E} = \epsilon \). In the test time, the learner will be challenged to make an inference of \( Y_{obs} \) from \( X_{obs} \) in the presence of an unknown environment \( \epsilon^* \). If \( \epsilon^* \) is far away from any members of \( R_{train} \), a model overfitted to \( D_{train} \) can fail catastrophically on \( \epsilon^* \).

For our EC-MNIST, \( Y_{obs} \) can be predicted at maximal probability of \( \epsilon_{ch2} \max\{p_0, 1-p_0\} + (1-\epsilon_{ch2}) \max\{p_1, 1-p_1\} \). In this problem, \( X_{fig} \) is a \( \mathcal{E} \) independent factor. At the same time, \( X_{ch2} \) is a member of \( \mathcal{I} \), and \( X_{fig} \) together with \( X_{ch2} \) can create a better predictor than \( X_{fig} \) alone. In fact, the oracle prediction by \( X_{fig} \) alone can attain an average value of at most \( \max\{\epsilon_{ch2}p_0 + (1-\epsilon_{ch2})(1-p_0), (1-\epsilon_{ch2})p_1 + (1-\epsilon_{ch2})(1-p_1)\} \), which is lower than the that of the \( \{X_{fig}, X_{ch2}\} \) oracle. This follows from Fatou’s lemma (Folland, 2013). In EC-MNIST, \( X_{fig} \) is the maximal random variable that is independent of environmental factors. The oracle with \( X_{fig} \) alone coincides with the upper bound of Adversarial Domain Adaptation(ADA) (Li et al., 2018; Zhang et al., 2018) which looks for a feature \( \Phi \) with which it is difficult to identify which environment the \( X \) is coming from. Because ADA essentially looks for a feature \( \Phi \) that is independent to \( \mathcal{E} \), ADA cannot provide an optimal solution in this case. IRM (Arjovsky et al., 2019) also discusses such a case in their work.

Colored MNIST (C-MNIST): The original C-MNIST in Arjovsky et al. (2019) is a special case of our EC-MNIST in which the distribution of \( x_{ch2} \) does not vary with \( \epsilon \). Figure 4 is the graphical model of C-MNIST. Notice that if one uses \( X_{fig} \) alone, one can make the predictions at the optimal accuracy of \( \max(1-p,p) \). Thus, ADA may attain the optimal solution in C-MNIST. In this sense, our EC-MNIST is more suited for the investigation of pathological cases in OOD study.

5.2 RESULT

We compared our algorithm against Invariant Risk Minimization (IRM)(Arjovsky et al., 2019), Empirical Risk Minimization (ERM), and the aforementioned oracle(s) in terms of OOD accuracy, which is the minimum accuracy over all environments. For the comparison against other two-phase training method akin to Chang et al. (2020), see Appendix E.2.

Colored-MNIST The left column in table 6 compares the results of the algorithms in terms of the OOD accuracy (3). As we see in the table, our method outperforms both ERM and IRM. Figure 7(a)(b) plots the OOD accuracy against the regularization parameter. In general, larger regularization parameter promotes the performance. The OOD accuracy plateaus around \( \lambda \sim 10^2 \).
As mentioned in the introduction, many studies in the past advocated the importance of invariance in OOD problem, and they differ in the form of invariance they propose. Because the feature that is easy to learn differs with the chosen model-architecture and the environment, some human-imposed measure often seems necessary to encourage the learner to focus on the environment-agnostic relations (Geirhos et al., 2020). The aforementioned ADA (Li et al., 2018; Zhang et al., 2018) is practically a method to look for good $\epsilon$-independent feature. We may say that such a method is looking for a good feature that is invariant of the choice of domain, or equivalently the choice of $\epsilon$ to which the input $X$ is conditioned to. Covariate shift (Ben-David et al., 2007; Johansson et al., 2019; Shimodaira, 2000) works in the setting that $P(Y|X,\epsilon)$ is invariant with respect to $\epsilon$. As discussed in Bühlmann (2018), DAG causal relation is another powerful representation of invariance with respect to the environment, and much research has been done to better utilize the causal relations for OOD problem (Peters et al., 2016; Subbaswamy et al., 2019; Rojas-Carulla et al., 2018; Bühlmann, 2018; Chang et al., 2020). Most of these works look for a part of causal relations that remain invariant with respect to environments. At the same time, identifying causal relations are difficult in practice (Bühlmann, 2018), and these theories are not always readily applicable. We may say that recent studies of IRM and its variants (Arjovsky et al., 2019; Ahuja et al., 2020) are, in part, and an effort to investigate the invariance of form $E[P(Y|\Phi,\epsilon)]=E[P(Y|\Phi)]$ where $\Phi$ is a black-box non-linear feature. Chang et al. (2020) seeks an invariant feature of form $P(Y|M \odot X,\epsilon)=P(Y|M \odot X)$ with $M$ being a binary mask variable. Our study is an approach that claims the usefulness of the invariance of form $P(Y|\Phi,\epsilon)=P(Y|\Phi)$ with black-box $\Phi$, and we used an information-theoretic mean to justify the usage of such invariant feature in OOD problem.

### 6 Other Related Works

Extended Colored-MNIST The right column in the table 6 compares the results of the algorithms in terms of the OOD performance (3). Again in this set of experiments, we perform better than ERM and IRM. We also perform better than the $X_{fig}$ oracle. Because $X_{ch2}$ is necessary in order to outperform the $X_{fig}$ oracle (see section 5.1), our result suggests that we are actually using the feature $X_{ch2}$ in making the prediction. Figure 7(c)(d) plots the OOD accuracy against the regularization parameter. Again, a larger regularization parameter generally promotes the OOD performance.

### Extended Colored-MNIST

<table>
<thead>
<tr>
<th>Model</th>
<th>C-MNIST</th>
<th>EC-MNIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>ERM</td>
<td>0.172±0.029</td>
<td>0.176±0.029</td>
</tr>
<tr>
<td>IRM</td>
<td>0.592±0.011</td>
<td>0.430±0.080</td>
</tr>
<tr>
<td>Ours</td>
<td>0.620±0.015</td>
<td>0.594±0.013</td>
</tr>
<tr>
<td>IRM†</td>
<td>0.595±0.044</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4:** The graphical model of C-MNIST  
**Figure 5:** The graphical model of EC-MNIST  
**Figure 6:** Numerical performance of OOD algorithms. $X_{fig}$ designates the figure-only oracle (i.e. the upper bound of ADA). † is the OOD accuracy of IRM reported in Ahuja et al. (2020). For the result of IRM in Arjovsky et al. (2019), please see Appendix E.1.

**Figure 7:** The plot of regularization parameter $\lambda$ against the accuracies on C-MNIST ($p = 0.25$) and on EC-MNIST ($p_0 = 0.25$, $p_1 = 0.75$).
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Appendix

A WHY INVARIANT FEATURES?

We give more explanation about our motivation in solving the OOD problem. As mentioned in the introduction, OOD problem arises when one has to deal with sets of datasets coming from possibly different distributions. For example, when we are to conduct image-recognition from a dataset of animal pictures collected by a group of photographers, we might have to consider the fact that some photographer might favor a picture of a given animal in a certain posture at a certain set of locations at a certain time of the day, and some do not. If *camel* happens to be always found in desert in the set of pictures taken by *Jerry* the photographer, an *animal classifier* trained on his dataset may characterize *camel* as a *horse-like figure in desert*. Meanwhile, it might be the case that *Tom* the photographer prefers to take a picture of any animal at a zoo. Indeed, the *animal classifier* trained on *Jerry*’s dataset will most likely fail to recognize *Tom*’s picture of camel as *camel*, because a picture of a *camel in a cage* does not agree with the description of the camel learned by the classifier.

Such behavior shall not be considered as a bug, because a *horse-like figure in desert* is definitely a characterizing description of *camel* on the distribution that underlies the set of natural images taken by *Jerry*. This type of problem can arise in a more subtle way. Some studies report that in practice, the machine learner may associate the label with even more subtle features like a texture or a pixel-pattern that cannot be discerned by humans (Ilyas et al., 2019; Geirhos et al., 2019).

Then how shall we formalize what is “reasonable” and what is not? If the system of concern is governed by a certain causal relation, the exterior factor can only affect the input-output distribution in a certain way, and some parts of the relations in the system will remain unchanged (Pearl et al., 2009; Bühlmann, 2018). We can borrow from this philosophy; we can say that the exterior factor is affecting the distribution in a “reasonable” manner if there is always some part of the input-output relation that remains invariant under its influence. We can then work with the assumption that some part of the input-output relation is shared in common by all distributions to be considered. For the aforementioned *camel* example, *camel*’s *essential biological feature* in the picture is not affected by the person who takes the picture. This is an example of the approach based on invariance. By finding the part of the system that stays invariant under the effect of environmental factor, one may be able to find a solution to the OOD problem. Our study explains when this is actually possible.

We do not necessarily say that this is the only way to go in all situations. For example, if environmental factor and its effects are known in advance, we may take a completely different strategy. In the animal picture recognition problem we mentioned above, if we know from the beginning that ”photographer” is the environmental factor and that they affect the ”environment” part of the image, one may be able to improve the generalization ability of the trained model by allowing it to leverage the similarity relations among the photographers. In such cases, methods of distributional robustness might be particularly helpful (Ben-Tal et al., 2013; Hu et al., 2018; Najafi et al., 2019; Shafieezadeh Abadeh et al., 2015).

But in many cases, figuring out what is affecting the dataset is a difficult problem on its own, and it is often not known how similar the new photographer is to the set of photographers we have seen. This is the motivation behind the invariance-based approach to the OOD problem.

B PROOF OF THE INVARIANCE RESULTS

In this section we provide the proofs for the theoretical results we presented in the section 3 of the main manuscript. Let $\mathcal{E}, X, Y$ be random variables defined with probability triple $(\Omega, \mathcal{F}, P)$. Throughout, we will follow the notation rules we introduced in the main part of the manuscript. Following the convention in probability, we use $\sigma(Z)$ to denote a sigma algebra generated by $X$, and write $W \in \sigma(Z)$ whenever $W$ is measurable with respect to $Z$. We will generally use upper case letters to denote random variables, and use lower case letters to denote the corresponding realizations. Unless otherwise noted, we will use $\mathbb{E}$ to represent the expectation with respect to $P$. We will also use $\perp$ to represent independency relation, and use $A \perp B|C$ to convey that $P(A, B|C) = P(A|C)P(B|C)$. 


Now, let $\Phi$ be a random variable that is measurable with respect to $\sigma(X)$, and let us define the following elements that can be derived from $\Phi$:

1. $\mathcal{F}_\psi = \{ E \in \sigma(\mathcal{E}); E \perp \Phi \}$ is a set of random variables representable as a function of $\mathcal{E}$ that are independent from variable $\Phi$
2. $\mathcal{E}_\psi \in \mathcal{F}_\psi$. If it exists, we define this to be a random variable that is maximal in the sense that there is no other $Z \in \mathcal{F}_\psi$ with $\sigma(\mathcal{E}_\psi) \subseteq \sigma(Z)$.
3. $\mathcal{E}_\phi = \mathcal{E}_\psi^\perp$; that is, $\mathcal{E}_\phi \perp \mathcal{E}_\psi$ and $\sigma(\mathcal{E}_\phi, \mathcal{E}_\psi) = \sigma(\mathcal{E})$.

As for the existence of the last decomposition, we appeal to the result of Darmois (1953), which claims that, for any joint distribution of $(X, Y)$ we can find a function $f$ and a noise $N_Y \perp X$, such that $Y = f(X, N_Y)$. Therefore, for every $\epsilon \in \text{supp}(\mathcal{E})$, let us WLOG suppose a map $r$ for which $r(\epsilon, \epsilon) = \epsilon$, and use $(\epsilon, \epsilon)$ and $\epsilon$ interchangeably. Let us also define the invariant set $\mathcal{I}$ by

$$
\mathcal{I} = \{ \Phi \in \sigma(X); (Y|\Phi, \mathcal{E}) = (Y|\Phi), Y \not\perp \Phi \} \tag{10}
$$

and that this set is non-empty. Then the following lemma will be useful for the main result 3.1, which provides a set of conditions under which the $\Phi \in \mathcal{I}$ satisfies the OOD optimality:

**Lemma B.1.** If $\Phi \in \mathcal{I}$, then $\mathcal{E}_\psi \perp (\Phi, Y)$.

**Proof.** By definition, $Y \perp \mathcal{E}|\Phi$ so in particular, $Y \perp \mathcal{E}_\psi|\Phi$ and $Y \perp \mathcal{E}_\phi|\Phi$. Moreover, by definition, $\mathcal{E}_\psi \perp \Phi$. Thus $P(\mathcal{E}_\psi|Y, \Phi) = P(\mathcal{E}_\psi|\Phi) = P(\mathcal{E}_\psi)$ and $\mathcal{E}_\psi \perp (\Phi, Y)$, as desired. \(\square\)

We are now ready to present the proposition 3.1. In an equation that uses multiple $\mathbb{E}$ notation, will use a notation like $\mathbb{E}_Z$ to help seeing that the inside the symbol is an integration about $Z$.

**Proposition B.2.** Let $g$ be a strictly convex, differentiable function and let $D$ be the corresponding Bregman Loss function. Let $\Phi \in \sigma(\mathcal{I})$, and let $w_\psi$ be the measurable function such that $\Phi = w_\psi(X)$. Also, put $f^*(X) = \mathbb{E}[Y|\Phi] = g^*(w_\psi(X))$ and suppose that, for all $\epsilon$ there exists $\epsilon^*$ such that

$$
X \perp Y|(\Phi, \epsilon, \tilde{\epsilon}_\psi) \tag{11}
$$

Then

$$
f^* = \arg \min_f \sup_{\epsilon \in \text{supp}(\mathcal{E})} \mathbb{E}[D(f(X), Y)|\epsilon] \tag{12}
$$

**Proof.** We are going to leverage the fact that, if $\mathcal{G}$ is a sub sigma algebra of $\mathcal{F}$ to which $Y$ is measurable, then Banerjee et al. (2003)

$$
\arg \min_{\mathcal{G}} \mathbb{E}[D(Z, Y)] = \mathbb{E}[Y|\mathcal{G}] \tag{13}
$$

We are also going to use the fact that the Bregman loss function

$$
D(a, b) = g(a) - g(b) - \langle a - b, \nabla g(b) \rangle
$$

is convex about its first coordinate, $a$. Now, in order to show the claim, we need to show that $\sup_{\epsilon} \mathbb{E}[D(f(X), Y)|\epsilon] \geq \sup_{\epsilon} \mathbb{E}[D(f^*(X), Y)|\epsilon]$ for all measurable $f$. To show this, for any fixed $\epsilon$ we need to be able to find one $\epsilon'$ such that

$$
\mathbb{E}[D(f(X), Y)|\epsilon'] \geq \mathbb{E}[D(f^*(X), Y)|\epsilon]. \tag{14}
$$

Suppose a fixed $\epsilon$ and suppose that $\epsilon = r(\epsilon, \tilde{\epsilon}_\psi)$ for the appropriate invertible map $r$, and let $\epsilon'$ be such that $\epsilon' = r(\epsilon', \tilde{\epsilon}_\psi)$ with $\tilde{\epsilon}_\psi$ that satisfies the condition in the claim. Now, the Bregman Loss function $D(x, y)$ is convex with respect to $x$. With Jensen’s inequality and repeated application of Tower rule (Durrett, 2019),

$$
\mathbb{E}_{X,Y}[D(f(X), Y)|\epsilon'] = \mathbb{E}_{\Phi, Y}[\mathbb{E}_X[D(f(X), Y)|\epsilon', \Phi, Y]] \tag{15}
$$

$$
\geq \mathbb{E}_{\Phi, Y}[\mathbb{E}_X[D(f(X)|\Phi, Y, \epsilon', Y)|\epsilon']] \tag{16}
$$

$$
= \mathbb{E}_{\Phi, Y}[D(\mathbb{E}_X[f(X)|\Phi, \epsilon', Y], Y)|\epsilon']] \tag{17}
$$

$$
= \mathbb{E}_{\Phi, Y}[D(h(\Phi, \epsilon'), Y)|\epsilon']] \tag{18}
$$
where we set \( h(\Phi, \epsilon') = E[f(X)|\Phi, \epsilon'] \) and used Jensen’s inequality in the second line. Here, the random variable that is integrated in the last expression is \( \Phi \) and \( Y \) only, and \( \epsilon_\phi, \epsilon_\psi, \epsilon_\psi \) are all constant. Moreover, by the lemma B.1, \( (Y, \Phi)|\epsilon_\phi, \epsilon_\psi = (Y, \Phi)|\epsilon_\phi, \epsilon_\psi \). Therefore, using the property of \( \epsilon_\psi \),

\[
E_{\Phi, Y}[D(h(\Phi, \epsilon'), Y)|\epsilon_\phi, \epsilon_\psi] = E_{\Phi, Y}[D(h(\Phi, \epsilon_\phi, \epsilon_\psi), Y)|\epsilon_\phi, \epsilon_\psi] \\
= E_{\Phi, Y}[D(h(\Phi, \epsilon_\phi, \epsilon_\psi), Y)|\epsilon_\phi, \epsilon_\psi] \\
\geq E_{\Phi, Y}[D(E_Y[Y|\Phi, \epsilon_\phi, \epsilon_\psi], Y)|\epsilon_\phi, \epsilon_\psi] \\
= E_{\Phi, Y}[D(E[Y|\Phi], Y)|\epsilon_\phi, \epsilon_\psi] \\
= E_{\Phi, Y}[D(f^*(X), Y)|\epsilon_\phi, \epsilon_\psi] 
\]

Above, the inequality in the third line follows just from the optimality of the conditional expectation about the Bregman divergence, and the equality in the fourth line follows from the fact that \( \Phi \in \mathcal{I} \).

All together we have

\[
E[D(f(X), Y)|\epsilon'] \geq [(D(f^*(X), Y)|\epsilon]. 
\]

Indeed, the condition in the claim 3.1 does not hold for just any arbitrary \( \Phi \in \mathcal{I} \). In order for \( g^*(\Phi) \) to be optimal in the sense of 3.1, \( \Phi \) has to be special in some sense.

**Proposition B.3.** Suppose \( \Phi \in \mathcal{I} \) and suppose that \( \epsilon \) satisfies \( X \perp Y|\Phi, \epsilon \). Then for this particular \( \epsilon \),

\[
\Phi = \arg \max_{Z \in \sigma(X)} I(Y; Z|\epsilon) 
\]

**Proof.** Suppose that there exists \( B \in \sigma(X) \) with \( I(Y; B, \Phi|\epsilon) > I(Y; \Phi|\epsilon) \). Notice then that

\[
I(Y; B, \Phi|\epsilon) = I(Y; \Phi|\epsilon) + I(Y; B|\Phi, \epsilon) 
\]

and it follows that \( I(Y; B|\Phi, \epsilon) > 0 \). Since \( I(Y; X|\Phi, \epsilon) \geq I(Y; B|\Phi, \epsilon) \) this implies that \( Y \not\perp X|\Phi, \epsilon \) and in particular, \( \epsilon \) does not satisfy \( X \perp Y|\Phi, \epsilon \). Thus, in order for \( X \perp Y|\Phi, \epsilon \) to hold for \( \epsilon \), such \( B \) cannot exist. In other words, \( \Phi \) must be optimal among all \( Z \in \sigma(X) \) on any environment satisfying (3).

The necessary condition for (3) can be also more succinctly stated as follows.

**Proposition B.4.** Suppose \( \Phi \in \mathcal{I} \) and suppose that for some \( \epsilon^* \), \( \Phi \perp Y|\epsilon^* \) Then there exists no \( \tilde{\Phi} \in \mathcal{I} \) with \( \Phi \in \sigma(\tilde{\Phi}) \) such that \( I(Y; \tilde{\Phi}) < I(Y; \Phi) \).

**Proof.** Let \( \tilde{\Phi} \) be as stated in the assumption. Then since \( g(X) \perp Y|\Phi, \epsilon^* \), it particularly follows that \( \tilde{\Phi}(X) \perp Y|\epsilon^* \). Thus we have

\[
P(Y|\tilde{\Phi}) = P(Y|\tilde{\Phi}, \epsilon^*) \\
= P(Y|\Phi, \epsilon^*) \\
= P(Y|\Phi, \epsilon^*) \\
= P(Y|\Phi) 
\]

Where the first and the last equalities follow from the invariance property, the second equality follows from the tower rule of conditional expectation, and the third equality follows from the assumption about \( \epsilon^* \). Note that both \( \Phi \) and \( \tilde{\Phi} \) are functions about \( X \). Also, note that the mutual information depends only on conditional distribution. It follows that \( I(Y; \tilde{\Phi}) = I(Y; \Phi) \), and the claim follows.

**Theorem B.5.** Suppose that there exists at least one \( \Phi \) for which there is a corresponding \( \epsilon_\psi \) for every \( \epsilon_\phi \) such that \( X \perp Y|\Phi, \epsilon_\phi, \epsilon_\psi \). Suppose also that \( \mathcal{I} \) is generated by one \( \Phi_0 \). In this case \( E[Y|\Phi^*] \) is OOD optimal if

\[
\Phi^* = \arg \max_{\Phi \in \mathcal{I}} I(Y; \Phi). 
\]

\[\text{Under review as a conference paper at ICLR 2021}\]
Proof. If \( \hat{\Phi} \in \mathcal{I} \) is such that for every \( \epsilon_{\phi} \) there is a corresponding \( \epsilon_{\psi} \), \( \Phi \) is automatically OOD optimal, and it needs to be maximal by the proposition B.4. Now, if \( \mathcal{I} \) is generated by one \( \Phi_0 \), then \( \Phi_0 \) is the unique maximal variable in the sense that it is equivalent to \( \Phi^* \) up to its sigma field. Because \( \Phi \in \sigma(\Phi_0) \), \( \sigma(\Phi_0) = \sigma(\hat{\Phi}) \) necessarily by the maximality of \( \Phi \) as well. We thus have \( \sigma(\Phi_0) = \sigma(\hat{\Phi}) = \sigma(\Phi^*) \). Thus, for \( \Phi_0 \) there exists \( \epsilon_{\psi} \) satisfying 3 for every \( \epsilon_{\phi} \), and \( E[Y|\Phi_0] = E[Y|\Phi^*] \) is OOD optimal. \hfill \Box

As one explicit example, that \( \mathcal{I} \) is generated by one variable can happen when the underlying distribution \( P \) is UG-faithful, that is, \( P \) is faithful to the independence relations for which there exists some undirected graph \( G \) that induces a perfect map (Gasse, 2017; Lucas et al., 2007; Castillo et al., 2012). More succinctly stated, we have the following corollary.

**Corollary B.6.** Suppose that there exists at least one \( \Phi \) for which there is a corresponding \( \epsilon_{\psi} \) for every \( \epsilon_{\phi} \) such that \( X \perp Y|\Phi, \epsilon_{\phi}, \epsilon_{\psi} \), and suppose that \( P \) is UG-faithful to some undirected graph. Then MIP implies OOD optimality.

**Proof.** If \( P \) is UG-faithful to some undirected graph, we know that strong union law of the conditional independence applies. That is, if \( X \perp Y|\Phi_1, \mathcal{E} \) and \( X \perp Y|\Phi_2, \mathcal{E} \), then \( X \perp Y|\Phi_1, \Phi_2, \mathcal{E} \) as well. Let \( \Phi^* \) be a MIP. If there exists another \( \Phi \in \mathcal{I} \) such that \( \Phi \notin \sigma(\Phi^*) \), then \( \Phi_0 = [\Phi, \Phi^*] \) has larger mutual information than \( \Phi^* \). Also, by the strong union property, \( \Phi_0 \in \mathcal{I} \). This contradicts the maximality of \( \Phi^* \), so \( \mathcal{I} = \sigma(\Phi^*) \) necessarily, and the claim follows by the application of the theorem B. \hfill \Box

This corollary might be applicable to some DAG cases as well. For more detailed relation between DAG and undirected graph, see Bishop (2007). We shall also mention that, when \( P \) is UG-faithful to some undirected graph, the MIP is everything that excludes \( \mathcal{E} \) and \( Y \). As we emphasize over and over, we are considering the case in which the identity of \( \mathcal{E} \) as well as the correlation amongst the covariates and variates, so even if it is known that \( P \) is faithful to some undirected graph, finding MIP might be better strategy in such case.

The following is another sufficient condition for the OOD optimality that can hold if we can make a slightly stronger assumption about \( \mathcal{E} \).

**Corollary B.7.** Suppose that \( \mathcal{E} \) admits an independence decomposition \( (\mathcal{E}_\phi, \mathcal{E}_\psi) \) such that \( \mathcal{E}_\phi = \mathcal{E}_\phi^c \) and \( \mathcal{E}_\psi \perp \Psi \). If there exists one \( \epsilon_{\psi} \) for which \( \Psi \perp Y|\epsilon_{\psi} \), then \( E[Y|\Phi] \) is OOD optimal.

**Proof.** Since \( \Phi \perp (\Psi, \mathcal{E}_\psi) \), we have \( (\Phi \perp \Psi)|\mathcal{E}_\psi \), because

\[
P(\Phi|\Psi, \mathcal{E}_\psi) = P(\Phi) = P(\Phi|\mathcal{E}_\psi)
\]

Likewise, by the assumption we have \( \mathcal{E}_\phi \perp (\Psi, \mathcal{E}_\psi) \), so we have \( (\mathcal{E}_\phi \perp \Psi)|\mathcal{E}_\psi \). Now, we also have the assumption that \( \Psi \perp Y|\epsilon_{\psi} \). Altogether we have \( (\Psi \perp (Y, \mathcal{E}_\phi, \mathcal{E}_\psi))|\epsilon_{\psi} \). This tells us that

\[
P(\Psi|Y, \mathcal{E}_\phi, \Phi, \epsilon_{\psi}) = P(\Psi|\epsilon_{\psi}) = P(\Psi|Y, \epsilon_{\psi})
\]

This is to say that \( \Psi \perp Y|\Phi, \mathcal{E}_\phi, \epsilon_{\psi} \), and the claim follows by the application of 3.1. \hfill \Box

We also want to make a comment regarding the choice of \( \mathcal{E}_\psi \).

**Remark B.8.** Making \( \mathcal{E}_\psi \) maximal in the assumption (3) in general cases the difficulty of satisfying (3). To see this, suppose that \( \mathcal{E}_\psi \) is not maximal, and that there exists \( \mathcal{E}_\psi^c \) with the corresponding complement \( \mathcal{E}_\phi \), for which \( \sigma(\mathcal{E}_\phi) \subsetneq \mathcal{E}_\phi \). Now, again in the way of Darmois (1953), let \( \mathcal{E}_\psi^c \perp \mathcal{E}_\psi \) be such that \( \sigma(\mathcal{E}_\phi^c, \mathcal{E}_\psi) = \sigma(\mathcal{E}_\psi) \). This way we can let the triplet \( (\mathcal{E}_\phi, \mathcal{E}_\phi^c, \mathcal{E}_\psi) \) to represent \( e \), and let the pair \( (\mathcal{E}_\phi^c, \mathcal{E}_\psi) \) serve as a \( \mathcal{E}_\phi \). Whenever one can say that, for all \( \epsilon_{\phi} \) there exists \( \epsilon_{\psi} \) satisfying (3), I can also say as well that, for all \( \epsilon_{\phi} \) there exists \( \epsilon_{\psi} = (\epsilon_{\phi}^*, \epsilon_{\psi}^*) \) for which (3) holds. This is clear by construction. However, the reverse is not true in general. Even if for \( \epsilon_{\phi} \) there exists \( \epsilon_{\psi} \) for which (3) holds, it is not necessarily true that, for all \( \epsilon_{\phi} \) there exists \( \epsilon_{\psi} \) satisfying (3). To see this, suppose that, for a given \( \epsilon_{\psi} \), there is a unique \( (\epsilon_{\phi}^*, \epsilon_{\psi}^*) \) such that (3) holds. In this case, for any \( \epsilon_{\phi} = (\epsilon_{\phi}^*, \epsilon_{\psi}^*) \) with \( \epsilon_{\phi}^* \neq \epsilon_{\phi}^* \), there is no \( \epsilon_{\psi} \) for which (3) holds.
Figure 8: (Left) A rough schematic view of the condition assumed in the corollary B.7, interpreted in the language of graphical model. (Right) When there is a $\tilde{\epsilon}_\psi$ that breaks the edge from $Y$ to $\psi$, the conditional expectation $\mathbb{E}[Y|\Phi]$ will be OOD optimal.

C  
MORE DETAILS ABOUT METHOD

C.1  
DIFFICULTIES IN FINDING THE METHOD

At a first glance, the concept we presented in the last section seems to require two steps: (i) the search for the solution $\Phi^*$ of (30) and (ii) the computation of $\mathbb{E}[Y|\Phi^*]$, which is a function of $\Phi^*$. However, finding $\Phi^*$ is difficult on its own because $I(Y; \Phi)$ requires $p(Y|\Phi)$ (density) for its evaluation. Without reasonably accurate knowledge about the density of $X$ and $Y$, it is hard to compute (30), let alone the condition for $\Phi$’s invariance.

Classic constrained optimization methods often use regularization terms to enforce the constraint. Let us use $Q$ to approximate $P$, and let us parametrize $Q$ by $\xi$ and $\Phi$ by $\eta$. We can interpret our problem (30) as the optimization of

$$\arg \min_{\xi, \eta} \mathbb{E}[d_{KL}[p(Y|X)||p(Y|\Phi_{\eta})]]$$

$$+ \mathbb{E}[d_{KL}[p(Y|\Phi_{\eta})||q_{\xi}(Y|\Phi_{\eta})]] + \lambda I_q(Y; \mathcal{E}|\Phi_{\eta})$$

about both $\Phi$ and $q$. The last regularization term encourages $\Phi$ to be in $\mathcal{I}$, and the second term encourages $q$ to be close to $p$. The first term encourages $\Phi$ to be closely correlated with $Y$. Now, $I_q(Y, \mathcal{E}|\Phi_{\eta})$ can be approximated by

$$\mathbb{E}[d_{KL}(q_{\xi}(Y|\Phi_{\eta}, \mathcal{E})||q_{\xi}(Y|\Phi_{\eta})]]$$

and it also follows that

$$\mathbb{E}[d_{KL}[p(Y|X)||q_{\xi}(Y|\Phi_{\eta})]]$$

$$= \mathbb{E}[d_{KL}[p(Y|X)||p(Y|\Phi_{\eta})]]$$

$$+ \mathbb{E}[d_{KL}[p(Y|\Phi_{\eta})||q_{\xi}(Y|\Phi_{\eta})]].$$

With the understanding that the pair of the parameters $(\xi, \eta)$ represents a function, let us write $d_{KL}[p(Y|X)||q_{\xi}(Y|\Phi_{\eta})]$ as $L_{\mathcal{E}}(\xi, \eta)$. We can think of (33) as the minimizer of the following equation about $\xi, \eta$,

$$\mathbb{E}[L_{\mathcal{E}}(\xi, \eta)] + \lambda \mathbb{E}[d_{KL}(q_{\xi}(Y|\Phi_{\eta}, \mathcal{E})||q_{\xi}(Y|\Phi_{\eta}))).$$

However, we encounter another problem yet again. In general, the form of $q(y|\phi)$ as a function of $\phi$ depends on the choice of $\phi$. This problem is subtle but important. For instance, if $q_{\xi}(y|\phi_{\eta})$ is modeled as $f(y, x, \xi, \eta)$, then $f(y, x, \xi, \eta')$ for $\eta' \neq \eta$ is generally not equal to $q_{\xi}(y|\phi_{\eta'})$. Rather, it will most likely equal $q_{\xi}(y|\phi_{\eta'})$ for completely other $\tilde{q}_{\xi}$. To see this, note that $q_{\xi}(y|\phi_{\eta'})$ is solution about the optimization of $\arg \min_{\eta'} d_{KL}[q_{\xi}(y|\phi_{\eta})||r(y|\phi_{\eta'})$ about the density $r$, and it is clear that the optimal $r$ depends on $\eta$. Thus, the choice of $\eta$ and the choice of $\xi$ are not independent, and the simultaneous update of $\xi$ and $\eta$ can be nonsensical.

While aiming for different invariant features, IRM (Arjovsky et al., 2019) too encountered a similar problem and endeavored to skirt this problem by assuming that $\mathbb{E}[Y|\Phi]$ is linear with respect to $\Phi$, and modeled $\mathbb{E}[Y|\Phi] = (1, \Phi)$ by requiring $\Phi$ to absorb all linear transformation. However, it is unlikely that $\mathbb{E}[Y|\Phi]$ takes the same form throughout the algorithm in search of a good $\Phi$. The same things can be said to $P(Y \in A|\Phi)$ for any $A$, which is, in essence, $\mathbb{E}[1_A(Y)|Z]$.

\footnote{Recall that $\phi$ is a symbol representing the realization of $\Phi$}
C.2 Penalty derivation

In this section, we provide the derivation of the penalty term we omitted in the section 4.2. For the notations, please take a look at the main manuscript.

\[
I(Y; \mathcal{E}|\Phi) \equiv I_q(Y; \mathcal{E}|\Phi) = \mathbb{E}[d_{KL}(q_\theta(Y|X, \mathcal{E})||q_\theta(Y|X))] = \mathbb{E}[\log q_\theta(Y|X, \mathcal{E}) - \log q_\theta(Y|X)] = \mathbb{E}[L_\xi(\theta - \alpha \nabla_\theta \mathbb{E}[L_\xi(\theta)]) - L_\xi(\theta - \alpha \nabla_\theta \mathbb{E}[L_\xi(\theta)])] = \alpha \text{trace}(\nabla_\theta \mathbb{E}[L_\xi(\theta)])
\] (37)

Also, in our implementation, we took advantage of the smallness of \(\alpha\) to approximate \(q(y|x; \theta)\) in the first term with \(f(y|x; \theta)\) instead of \(f(y|x; \theta - \alpha \nabla_\theta \mathbb{E}[L_\xi(\theta)])\). In fact, faithfully computing the first term with \(f(y|x; \theta - \alpha \nabla_\theta \mathbb{E}[L_\xi(\theta)])\) did not make much difference in the training process.

D Implementation detail

In this section we describe the details of the experiment design along with the architectures of the models we used. In order to present a self-contained material, we first restate the experimental setting we already described in the main manuscript.

D.1 Colored MNIST

Colored MNIST is an experiment that was used in (Arjovsky et al., 2019). The goal of the task in Colored MNIST is to predict the label of a given digit in the presence of varying exterior factor, \(\mathcal{E}\). The left panel of the figure 10 is a Bayesian Network representation of this experiment. Each member of the Colored MNIST dataset is constructed from an image-label pair \((x, y)\) in MNIST, as follows.

1. Assign a binary label \(\hat{y}_{obs}\) from \(y\) with the following rule: \(\hat{y}_{obs} = 0\) if \(y \in \{0 \sim 4\}\) and \(\hat{y}_{obs} = 1\) otherwise.
2. Flip \(\hat{y}_{obs}\) with a fixed probability \(p\) to produce \(y_{obs}\).
3. Let \(x_{fig}\) be the binary image corresponding to \(y\).
4. Put \(y_{obs} = \hat{x}_{ch1}\) and construct \(x_{ch1}\) from \(\hat{x}_{ch}\) by flipping \(\hat{x}_{ch1}\) with probability \(e\).
5. Construct \(x_{obs} = x_{fig} \times [x_{ch1}, (1 - x_{ch1})], 0]\), (that is, red if \(x_{ch1} = 1\) and green if \(x_{ch1} = 0\).)

Indeed, \(x_{obs}\) has exactly same information as the pair \((x_{fig}, x_{ch1})\).

In this experiment, only \((Y_{obs}, X_{obs})\) are assumed observable. At training times, the machine learner will be given a set of datasets \(\mathcal{D}_{train} = \{D_e: e \in \mathcal{R}_{train}\}\) in which \(D_e\) is a set of observations gathered when \(\mathcal{E} = e\). We set \(|\mathcal{R}_{train}| = 2\), and choose \(|D_e| = 25000\). More particularly, for the \(e_1\) we chose the flip-rate(\(p\)) to be 0.1, and chose \(p = 0.2\) for the \(e_2\). Each image was resized to \(14 \times 14\) resolution.

For the test evaluation, we randomly sampled 10 instances of \(p\) uniformly from the range \([0, 1]\) to construct \(R_{test}\), and approximated the OOD accuracy by computing the worst performance over all \(R_{test}\). We used 5 seeds to produce each numerical result. For the model, we used 4 Layers MLP with 2500 units per each layer and elu activation(Clevert et al., 2015), and did not use bias term in the last sigmoid activation. We used batch normalization (BN)(Ioffe & Szegedy, 2015) for each layer, and optimized the model using Adam(Kingma & Ba, 2014) with alpha = 0.0015, beta1=0.0, beta2=0.9 over 500 iterations. In general, less number of iterations yielded better results when \(|R_{train}|\) was small (less overfitting).

D.2 Extended Colored MNIST

As described in the main manuscript, Extended Colored MNIST is a modified version of colored MNIST, in which the dataset was constructed using the following procedure. The right panel of the figure 10 is a Bayesian Network representation of this experiment.
1. Set $x_{ch2}$ to 1 with probability $e_{ch2}$. Set it to 0 with probability $1 - e_{ch2}$.

2. Construct $\hat{y}_{obs}$ in the same way as in Colored MNIST. If $e_{ch2} = k$, construct $y_{obs}$ by flipping $\hat{y}_{obs}$ with probability $p_k (k \in \{0, 1\})$.

3. Put $y_{obs} = \hat{x}_{ch0}$, and construct $x_{ch0}$ from $\hat{x}_{ch}$ by flipping $\hat{x}_{ch1}$ with probability $e_{ch0}$.

4. Construct $x_{obs}$ as $x_{fig} \times [x_{ch0}, (1 - x_{ch0}), x_{ch2}]$. As an RGB image, this will come out as an image in which the red scale is turned on and the green scale is turned off if $x_{ch0} = 1$, and otherway around if $x_{ch0} = 0$. Blue scale is turned-on only if $x_{ch2} = 1$.

In this experiment, we set $|R_{train}| = 5$, and choose $|D_e| = 10000$, and resized each image in the dataset to $14 \times 14$ resolution. To produce $e \in R_{train}$, we selected $e_{ch0}$ randomly from the range $[0.1, 0.2]$, and selected $e_{ch2}$ randomly from the range $[0.3, 0.4]$.

Meanwhile, we set $|R_{test}| = 9$. To produce $n$-th member of $R_{test}$, we set $e_{ch0} = 0.1$ and we selected $e_{ch2}$ randomly from the range $[0.0, 1.0]$. We chose $p_0 = 0.25$, $p_1 = 0.75$ for both $R_{test}$ and $R_{train}$.

We used 5 seeds to produce each numerical result. For the model, we used 4 Layers MLP with 2500 units per each layer, and did not use bias term in the last sigmoid activation. We used batch normalization for each layer, and optimized the model using Adam with alpha = 0.0005, beta1=0.0, beta2=0.9 over 2000 iterations. The performance-values of IRM in the Table 3 of the main article are the results produced by the model that achieved the best average train accuracy among all models trained with $\lambda > 10^4$. The averages were computed over 5 seeds.

(a) Example images of Colored MNIST. Only two channels are used for all images, and the colors are flipped randomly by the exterior factor.

(b) Example images of Extended Colored MNIST. The first two channels and the third channel are perturbed by the different mechanism. See the main manuscript for the way of the construction.

Figure 9: Example of Colored MNIST and Extended Colored MNIST
E ADDITIONAL RESULT

E.1 MORE EXPERIMENTAL RESULTS ON C-MNIST AND EC-MNIST

The result of Extended Colored Mnist with $p_0 = 0.25$, $p_1 = 0.65$ for both $R_{test}$ and $R_{train}$. Our algorithm outperforms the Invariant Risk Minimization (IRM) (Arjovsky et al., 2019) in this case as well in Figure 11.

![Figure 11: Result on Extended Colored MNIST ($p_0 = 0.25, p_1 = 0.65$).](image)

In general, IRM does not work well with standard gradient descent when we implement MLP without Batch Normalization (Figure 12).

![Figure 12: Result of IRM on Colored MNIST with MLP without BN.](image)
We shall note that the original implementation of the IRM published in Github (https://github.com/facebookresearch/InvariantRiskMinimization) uses a very specific schedule for the regularization parameter $\lambda$, and it makes $\lambda$ to jump to a very large value at a very specific timing that is difficult to identify from the training set. The following figures are the result of their original algorithm on Colored MNIST and Extended Colored MNIST implemented with various jump-timings of $\lambda$. For Colored MNIST, the original IRM works for specific choices of the jump timing (200 $\sim$ 300). For Extended Colored MNIST, the original algorithm does not work too well for any choice of the jump timings. Meanwhile, IRM works relatively well on Colored MNIST consistently if we apply batch normalization, and it works well even without “jumping” the $\lambda$. For the tables we present in the main manuscript, we reported the result of IRM implemented with batch normalization, which consistently yielded better results than the original implementation.

E.2 ABLATION STUDY FOR TWO PHASE TRAINING WITH NONLINEAR PREDICTOR

IRM is a type of two-phase training that uses linear predictor $g : \Phi \rightarrow Y$. Meanwhile, IR (Chang et al., 2020) uses another variant of two-phase training in which non-linear $g : \Phi \rightarrow Y$ is considered. If $C(f|\epsilon)$ is the loss of the function $f : X \rightarrow Y$ on the environment $\epsilon$, (Chang et al., 2020) optimize the following objective:

$$\arg\min_{g,h} \max_{g^*} \left\{ E[C(g \circ h|\epsilon)] + \lambda a(t)(E[C(g \circ h|\epsilon)] - E[C(g^*_\epsilon \circ h|\epsilon)]) \right\}$$  (42)

where $a(t)$ is a convex function that is monotonically increasing in $t$ when $t < 0$, and strictly monotonically increasing in $t$ when $t \geq 0$, $g^*_\epsilon = \arg\min C(f|\epsilon)$ for each $\epsilon$, and $\lambda$ is the regularization.
parameter. We use such monotonic function because in true expectation with respect to \( X \) and \( Y \), 
\[ C(g \circ h \| \epsilon) > C(g^*_h \circ h \| \epsilon) \] 
by the optimality of \( g^*_h \). We conducted this optimization on both C-MNIST and EC-MNIST, and studied the relation between \( \lambda \) and the final accuracy as well as the value of the regularization term. Unlike in the original that searches \( h \) of the form \( M \circ X \) with binary mask \( M \), we searched \( h \) over the space of black-box function represented by MLP.

We used MLP for both \( g \) and \( h \). For \( g \), we used MLP with 4 layers containing 1500 nodes each and activation function elu and did not use bias term in the last sigmoid activation. For \( h \), we used MLP with 4 layers containing 1500 nodes each and activation function elu and did not use bias term in the last sigmoid activation. As is done in both Arjovsky et al. (2019) and Chang et al. (2020), we optimized both models in parallel without propagating the loss of \( g_h \) to \( h \). For both C-MNIST and EC-MNIST, we evaluated the model performance in the same way as in the IRM experiments.

As we see in the plots below, even when the environment agnostic loss \( C(g \circ h \| \epsilon) \) is very close to environment aware loss \( C(g^*_h \circ h \| \epsilon) \), the performance on the training environments does not generalize to all environments. This tendency was observed irrespective of the presence of Batch normalization. This is possibly because true \( g^*_h \) is not estimated well in the training process because of the inter-dependency between \( g \) and \( h \).

![Figure 16: The two phase training results for Colored MNIST with MLP encoder and MLP predictor](image1)

![Figure 17: The two phase training results for Colored MNIST with MLP + BN encoder and MLP + BN predictor](image2)

![Figure 18: The two phase training results for Extended Colored MNIST \((p_0 = 0.25, p_1 = 0.65)\) with MLP + BN encoder and MLP + BN predictor](image3)
Figure 19: The two phase training results for *Extended Colored MNIST*($p_0 = 0.25, p_1 = 0.75$) with MLP + BN encoder and MLP + BN predictor.

Figure 20: The two phase training results for *Extended Colored MNIST*($p_0 = 0.25, p_1 = 0.65$) with MLP encoder and MLP predictor.

Figure 21: The two phase training results for *Extended Colored MNIST*($p_0 = 0.25, p_1 = 0.75$) with MLP encoder and MLP predictor.