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ABSTRACT
Academic graph mining, specifically paper citation analysis, is cru-
cial for identifying promising technologies and efficient citation-
based paper retrieval. The influence of cited papers varies, necessi-
tating the quantification of their impact using large citation datasets
and ground truth data. Although traditional methods used hand-
crafted features for a limited dataset, advances in large-scale lan-
guage models (LLMs) suggest potential improvements. To this end,
the organizers of KDD Cup 2024 launched a competition focused
on academic graph mining, called OAG-Challenge, accompanied
by a large scale dataset referred to as OAG-Bench dataset. In this
paper, we, DOCOMOLABZ, present our solution that achieved an
8th place ranking on the public leaderboard for the Paper Source
Tracing (PST) task within the OAG-Challenge. Our solution is based
on two hypotheses: (1) Highly influential cited papers show high
similarity between their titles and the context in which they are
cited, and (2) Hand-crafted features, such as citation frequency, are
effective indicators of influence. The source code of our solution is
available at https://github.com/NTT-DOCOMO-RD/kddcup2024-
oag-challenge-pst-9th-solution-nttdocomolabz

CCS CONCEPTS
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1 INTRODUCTION
Academic graph mining, especially paper citation analysis, is an
important research topic with a variety of potential applications,
including discovery of promising technologies and efficient citation-
based paper retrieval. However, since cited papers do not equally
influence the cited sources, it is useful to quantify the influence
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each paper has on the cited literature. In order to quantify the im-
pact, a large dataset of paper citations and the ground truth about
the impact are required. An existing study has used hand-crafted
features to estimate the degree of importance for a small number
of annotated data [16]. On the other hand, in the field of natural
language processing, large-scale language models (LLMs) such as
ChatGPT have made remarkable progress, and it is thought that
the estimation of impact can be advanced by utilizing such tech-
nology. In addition to impact estimation, other important tasks in
academic graph mining include detecting misassignment of authors
and papers and answering technical questions. For this reason, the
organizers of the KDD Cup 2024 constructed a larger dataset called
OAG-Bench [24] and held OAG-Challenge as KDD Cup 2024. Espe-
cially for the impact estimation task, the KDD Cup 2024 constructed
a larger dataset called PST-Bench [21] and held a task called Paper
Source Tracing (PST).

In this paper, we introduce our solution that placed 8th on the
test set leaderboard for PST task in the competition. We design the
solution based on the following two hypotheses.
Hypothesis 1: A cited paper with a high degree of influence on a
paper citing it has a high degree of similarity between their titles
and between the title of the cited paper and the text around a
sentence where the cited paper is introduced.
Hypothesis 2: Hand-crafted features such as the more times a paper
is cited, the more influential it is are also effective.

Based on these hypotheses, we adopted a two-stage approach
to address the competition task. In the first stage, we employed a
cross-encodermodel integratedwith SciBERT to determinewhether
the source paper is among the most significant references. In the
second stage, we utilized the features derived from both the target
and source papers, along with the output from the first stage, to feed
into several binary classifiers for prediction. Finally, we aggregated
the results of these classifiers, using an ensemblemethod to enhance
the overall accuracy and robustness of our solution.

The source code of our solution is available at https://github.com/
NTT-DOCOMO-RD/kddcup2024-oag-challenge-pst-9th-solution-
nttdocomolabz

2 RELATEDWORK
Influence estimation task of citing papers is one of the important
types of research in Academic graph mining. The dataset paper [21]
states that three approaches are effective for the influence estima-
tion task: statistical methods, graph-based methods, and pre-trained
language model (PLM) based methods.
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Statistical Methods:
The statistical method defines manually created features and em-
ploys a classifier to indicate the importance of the reference. Valen-
zuela et al. [16] defined features including citing count, citing posi-
tion, author overlap, text similarity. They employed Random Forest
(RF) [7] to classify, the importance of the reference with an accu-
racy of 0.65. Pride et al. [10] added abstract features such as the
similarity of the paper abstracts, and showed that the accuracy was
improved. Hassan et al. [6] showed the importance of using certain
features for accuracy, including clue word-based features such as
"used" and "according to" that scholars often use when referring to
previous work and context-based features such as the similarity of
the text around the sentence in which the cited paper is introduced
and the abstract of the cited paper.

Graph-based Methods:
Graph-based models have achieved significant success in various
domains, such as molecular structure analysis [5], community detec-
tion [2], and forecasting retweet count [17]. In the analysis of paper
citation graphs, research has been conducted on the task of predict-
ing the number of citations of a paper.Wahid et al. [18]evaluated the
task of predicting the number of citations of a paper by construct-
ing a graph of the citation and back-citation relationships between
each paper. In the dataset paper [21], they focused on structural
similarity between the target paper and the reference paper, that
is, the number of references shared between the target paper and
the reference paper. They evaluated the impact estimation task by
embedding the paper citation graph and measuring the similarity
between the graphs.

PLM-based Methods:
PLM-based Methods are trained on large-scale text data, therefore
they can be used for general purposes. In fact, they have achieved
significant success in various domains, such as sentiment analy-
sis [12], news article recommendation [19], and criminal verdict
prediction [20]. Although there is no existing research that con-
siders the task of predicting the importance of cited papers, it is
possible also for this task to use a pre-trained language model, fo-
cusing on the fact that the importance of cited papers appears in
the context. Even in the dataset paper [21], the influence estima-
tion task can be evaluated by encoding the surrounding text where
the cited paper is cited using a pre-trained model and performing
binary prediction in the classifier layer.

3 APPROACH
Task definition. The task of the PST competition is to predict
the most relevant reference paper for a given target paper. The
provided dataset consists of a target paper and a set of reference
papers. The target paper is a paper that cites the reference papers,
and the reference papers are the papers that are cited by the target
paper. And this competition provides XML files that contains full
text of the paper. Competitors are required to predict the most
significant reference paper for each target paper by using these
provided dataset.

Cross Encoder models

Cross Encoder 
feature

XML

Final prediction

Hand-crafted feature

Binary classifier models

First stage

Second stage

Input dataset

Ensemble

DBLP OAG

Figure 1: Overview of our solution pipeline

Solution overview. we used a two-stage approach to address the
PST task. In the first stage, we used a cross-encoder model to detect
which reference paper is the most relevant to the target paper. In
the second stage, we used the output of the first stage and a variety
of hand-crafted features to train several binary classifiers to predict
the most relevant reference paper. Finally, we aggregated the results
of these classifiers, using an ensemble methodwith a simple average
method. The Figure 1 shows the overview of our solution.

3.1 Pre processing
To obtain a given paper’s information such as title, authors, abstract,
keywords, we tried to parse the paper’s full text on XML files
provided by the competition. However, the text in the XML file
was incomplete, and we needed to fill in the missing information.
For solving this problem, we used two kinds of extra datasets that
are DBLP [14] and OAG-BERT [22],[23],[15],[13] in addition to
the PST-Bench dataset provided by the competition. Both datasets
represent large-scale paper citation network data, which contains
meta data of papers such as authors, titles, abstracts, and references.
We used them to fill in the missing information in the provided
dataset for training and testing. For a paper that has an abstract but
no title even after the information filling process, we used OAG-
BERT [9],[24],[3] to generate the title of the paper from the abstract
and fill in the missing title information. The OAG-BERT is a pre-
trained language model that is trained on the OAG dataset. We used
the oagbert-v2 model to generate the title from the abstract.

3.2 Stage 1: Cross-encoder model with SciBERT
As a first stage, we used a cross-encodermodel to determinewhether
the source paper is among themost significant references. The cross-
encoder model is a model that takes a pair of two sentences as input
and outputs a binary classification result. The SciBERT [1] model is
used as the base model for the cross-encoder, because the SciBERT
is a pre-trained language model that is trained on scientific papers.
In our solution, the pairs are constructed from the title of the source
paper and the title of the reference paper that concatenated the text
around a sentence where the cited paper is introduced. To train the
cross-encoder model, we used a binary cross-entropy with logit loss
function and the AdamW optimizer. As a cross-validation strategy,
grouped k-fold cross-validation is used (k was set to 5). Here the
paper id was used as grouped key. And to prevent data leakage, we
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used 20% of the training dataset as a validation dataset after the
grouped k-fold split. The validation dataset was used to find best
model parameters while training. max_seq_length was set to 512,
and epoch was set to 1.

3.3 Stage 2: Binary classifiers
In the second stage, we constructed hand-crafted features by pro-
cessing the data and trained several binary classifiers. The features
used in the stage are as follows:

• Cross-encoder based feature: The output of the cross-encoder
model trained in the first stage is used as a feature.

• DBLP based feature: Features are created based on the DBLP
dataset such as the number of citations, the number of co-
authors, and published years.

• XML based feature: The feature as to which section of the
paper the reference paper is introduced in the target paper

• SciBERT-encode based feature: The paper meta data such
as title, keywords, and abstract of the target and reference
papers are input to SciBERT, and the output is compressed
to 20 dimensions using Truncated SVD and used as a feature.
And the cosine similarity of the output of SciBERT for the
target and reference papers is used as a feature.

• OAGBERT-encode based feature: The target paper and its ref-
erence paper are encoded using oagbert-v2 and oagbert-v2
-sim, and the cosine similarity of each pair is calculated.

• Text-based feature: The count of the number of common
words and Levenshtein distance in all combination of the
paper’s meta data of target and reference papers like title,
abstract, keywords, venue and organizers.

As a feature engineering, a few of features are created by the
above features:

• Normalized by the maximum value of each target paper for
some features such as counting features, the output of the
first stage, and the number of citations of the reference paper.

• A multiplication of the cosine similarity of the SciBERT out-
put of the target and reference papers. e.g. 𝑐𝑜𝑠_𝑠𝑖𝑚𝑡𝑖𝑡𝑙𝑒 ×
𝑐𝑜𝑠_𝑠𝑖𝑚𝑎𝑏𝑠𝑡𝑟𝑎𝑐𝑡 × 𝑐𝑜𝑠_𝑠𝑖𝑚𝑘𝑒𝑦𝑤𝑜𝑟𝑑 ....

• Cosine similarities of the SciBERT output embedding of the
text around which the reference paper is introduced in the
target paper and the following texts that are inspired by the
task definition of the competition.
– "Main idea of this paper is inspired by the reference",
– "The core method of this paper is derived from the refer-
ence",

– "The reference is essential for this paper without the work
of this reference, this paper cannot be completed"

We created several binary classifiers using the features described
above. The classifiers used in the second stage are CatBoost [11],
LightGBM [8], Support Vector Machine (SVM) [4], and Random
Forest [7]. Here two types of LightGBM and CatBoost models are
trained, onewith the post-processed of cosine-similarity feature and
the other without it. Note that the post-processed cosine-similarity
means that the feature was set to 0 if the both of the elements
of target and reference papers are missing. So that we create the
6 binary classifiers in total. For the training of the SVM, all the
features of 20-dimension embedding obtained by SciBERT and

Table 1: Offline evaluation results

Model CV
SciBERT (First stage only) 0.44997

CatBoost without output of the first stage 0.45430
CatBoost 0.46922
LightGBM 0.46805

SVM 0.39906
Random Forest 0.45751

CatBoost + post-processed cosine similarity 0.47165
LightGBM + post-processed cosine similarity 0.47330

Truncated SVD are removed because of the SVM model’s training
time, and the missing values of the features are filled with the
mean value or 0 for each paper. As a cross-validation strategy, we
used grouped k-fold cross-validation with k equals 5 as same as
the first stage. And for avoiding data leakage, 25% of the training
dataset was used as a validation dataset after the k-fold split. The
hyperparameters of the classifiers are tuned to prevent overfitting.

3.4 Ensemble method
As a final step, we aggregated the results of the 6 binary classifiers
using an ensemble method. We used a simple average of the output
of the classifiers as an ensemble method. The ensemble method is
used to enhance the overall accuracy and robustness of our solution.

4 EVALUATION
4.1 Evaluation setting
Dataset. The dataset used in the competition is the PST-Bench
dataset. The dataset consists of a target paper and a set of reference
papers. The training dataset contains 788 target papers. The test
dataset contains 394 target papers.
Metric. The evaluation metrics of this competition are the mean
average precision (MAP). MAP is ametric that evaluates the ranking
of the prediction results in which a significant reference paper must
be ranked higher than the other reference papers.
Environment. The experiments were conducted on an Amazon
EC2 instance with 1 NVIDIA T4 Tensor Core GPU and 16GB of
memory that is known as g4dn.xlarge.

4.2 Evaluation of Solution
We used the 5-fold grouped k fold strategy for offline evaluation in
which we call cross-validation (CV) scores. The MAP score of each
fold is averaged to obtain the final offline MAP score. The results
of the offline evaluation are shown in Table 1. Here, the Catboost,
LightGBM, SVM, and Random Forest models have higher CV scores
than the SciBERT model. This result indicates that the hand-crafted
features using 2-stage method are effective in the PST task. In this
result we can see that the SVMmodel has a lower accuracy than the
other models. Nevertheless, we adopted it in the ensemble method
to increase the diversity of the models.

The leaderboard score (LB) of the validation dataset using our
approach (excluding SVM, Random Forest classifier and OAG-BERT
feature) was 0.44049. Moreover, we show the online evaluation

3
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Table 2: Online evaluation results

Method LB (Test set)
SciBERT (First stage only) 0.35423

CatBoost 0.40394
Ensemble 0.41668

results in Table 2, which are the LBs of the test dataset. The score
of CatBoost of the second stage is higher than the first-stage-only
model. This means our two-stage method is effective in the PST task
as is the case with the offline evaluation. In addition, the ensemble
method with 6 classification models is more effective than the single
model and has the highest score in our trials. The MAP score of
the ensemble method is 0.41668, which is the 8th place on the
leaderboard.

5 CONCLUSIONS
In this paper, we have introduced our solution that placed 8th on the
test set leaderboard for PST task in the competition. Our solution
method consists of a two-stage process that uses a cross encoder
to compute the similarity of the paper titles and a variety of hand-
crafted features. Our solution was awarded 8th place in PST task in
the KDD Cup 2024 competition.
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