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ABSTRACT

Assessing long-form responses generated by Vision-Language Models (VLMs)
is challenging. It not only requires checking whether the VLM follows the given
instruction but also verifying whether the text output is properly grounded on the
given image. Inspired by the recent approach of evaluating LMs with LMs, in this
work, we propose to evaluate VLMs with VLMs. For this purpose, we present a new
multi-modal feedback dataset called the PERCEPTION COLLECTION, encompass-
ing 15K customized score rubrics that users might care about during assessment.
Using the PERCEPTION COLLECTION, we train PROMETHEUS-VISION, the first
open-source VLM specialized for fine-grained evaluation purposes. PROMETHEUS-
VISION shows the highest correlation with human evaluators and GPT-4V among
the open-source VLM baselines, showing its effectiveness for transparent and
accessible evaluation. We open-source our code, dataset, and model at GitHub1.

1 INTRODUCTION

While recently developed Vision-Language Models (VLMs) are capable of generating long-form
text from a combination of an image and instruction, assessing the quality of the output remains
a significant challenge (Liu et al., 2023; Dai et al., 2023; Gao et al., 2023; Ye et al., 2023a; Zhu
et al., 2023a). Traditional metrics, which rely on text-based exact matches or edit distances, fall
short in adhering to the granular evaluation criterion of interest and capturing the rich context within
the outputs (Agrawal et al., 2023; Mañas et al., 2023; Bai et al., 2023). Consequently, the role of
high-quality human evaluations remains pivotal for a comprehensive assessment. However, human
evaluators are prone to biases, and scaling up is expensive in terms of time and cost (Ye et al., 2023c).

To address the need for flexible and automatic text evaluation, the ‘LM-as-a-Judge’ paradigm proposes
using language models (LMs) as evaluators, where initial findings suggest its potential to emulate
human judgement (Liu et al., 2023; Zheng et al., 2023; Li et al., 2023; Ye et al., 2023c; Kim et al.,
2023c; Zhu et al., 2023b; Bai et al., 2023). However, LMs cannot perceive visual contexts, which
necessitates an additional model that could convert the image to text. As a result, such a multistage
pipeline could potentially suffer from error propagation and also require multiple inference calls.
This situation calls for the direct utilization of VLMs as evaluators, referred to as VLM-as-a-Judge.

However, despite GPT-4V’s (OpenAI, 2023) potential as an evaluator, its closed-source nature limits
transparent evaluation (Kim et al., 2023c). On the other hand, our initial tests indicate that open-
source VLMs are not capable of functioning as evaluators, demonstrating a low score correlation
with both human evaluators and GPT-4V. To address these challenges, we propose PROMETHEUS-
VISION, a 7B & 13B VLM evaluator that excels at assessing based on a custom fine-grained
criteria. As shown in Figure 1, PROMETHEUS-VISION could pinpoint whether the text response
expresses an understanding of aesthetic harmony. To develop PROMETHEUS-VISION, we construct
the PERCEPTION COLLECTION, the first multi-modal feedback dataset that includes 15K fine-grained
score rubrics, thus going beyond traditional coarse-grained criteria such as helpfulness, relevance,
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Does the response express 
aesthetic harmony and design 
elements such as color 
coordination, spatial layout, 
lighting, and decor synergies

 Score 1 Description: ~~~

      ..

 Score 5 Description: ~~~

The response does acknowledge 
the presence of fundamental 

components. [...] However, the it 
lacks a detailed understanding of 

color harmony, as it does not 
delve into how the colors within 

the room interact or complement 
each other effectively. 




So the overall score is 2.

Customized Score Rubric
Feedback

Score Decision (1-5)

Analyze the pictured living 
space in terms of its aesthetic 
appeal and functionality.

Instruction
Analyze the pictured living 
space in terms of its aesthetic 
appeal and functionality.

Instruction

Image

Instruction
This living space leverages a 
contemporary design, with a 
focus on minimalism and an 
abundance of natural light. 



The room features a neutral 
color palette, with white walls 
that enhance the brightness 
created by the large windows. 
[...]

Overall, from the choice and 
placement of the furniture to the 
commanding yet balanced role 
of art, the design of the room 
speaks to an elegance that is 
both modern and timeless.

Reference Answer

Instruction

This living room has good lighting 
from the windows. There’s a big 
painting on the wall, and the 
furniture includes  things like a 
sofa and a coffee table.

The light from the windows 
makes the room bright, which is 
nice. 

[...]

Overall, the room looks modern 
and the big windows are a strong 
feature. 

Response to Evaluate

Prometheus

Vision

Figure 1: Previous automatic metrics couldn’t capture whether a VLM’s response is aware of aesthetic
harmony. With PROMETHEUS-VISION, users could define customized score rubrics that they care
about instead of assessing based on coarse-grained criteria (e.g., helpfulness, relevance, accuracy, and
comprehensiveness). Moreover, the language feedback pinpoints the deficiencies in the response.

accuracy, and comprehensiveness. Using the PERCEPTION COLLECTION, we fine-tune LLaVA-1.5
to create PROMETHEUS-VISION. Surprisingly, PROMETHEUS-VISION shows the highest correlation
with human evaluators and GPT-4V on all 8 benchmarks among the open-source models, highlighting
its potential to serve as an inexpensive yet effective open-source alternative to GPT-4V evaluation.

2 THE PERCEPTION COLLECTION

In contrast to the language domain, to the best of our knowledge, there do not exist any available
multi-modal feedback, critique, or preference datasets applicable to train an evaluator VLM that
could assess in a fine-grained manner. For this purpose, we first construct a comprehensive vision
feedback dataset called the PERCEPTION COLLECTION. As shown in Figure 1, each instance in
the PERCEPTION COLLECTION consists of five input components and two output components. The
statistics and detailed analysis of the PERCEPTION COLLECTION dataset are in Appendix B.

Specifically, the five input components are:

• Image: A real-world image that the user would provide to the VLM.

• Instruction: A text instruction that the user would prompt the VLM.

• Response to Evaluate: A text response that the VLM would generate based on the image
and instruction. The evaluator VLM has to assess this response.

• Customized Score Rubric: A detailed scoring criteria that the VLM should refer to
for assessment. We use fine-grained criteria in contrast to coarse-grained ones such as
helpfulness, relevance, accuracy, and comprehensiveness. The rubric consists of (1) a
description of the criteria and (2) a description of each scoring decision on a scale of 1 to 5.

• Reference Answer: A reference answer that would achieve a score of 5. While this
component could be hand-crafted by human annotators, we utilize GPT-4V.

Moreover, the two output components are:
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• Feedback: A rationale pinpointing what is good and bad about the response under assess-
ment. Instead of directly providing a scoring decision, this component makes the judgement
process more interpretable.

• Score: An integer value on a scale of 1 to 5 that represents the quality of the response given
the criteria mentioned in the score rubric.

2.1 PERCEPTION COLLECTION CONSTRUCTION & FINE-TUNING A VLM AS AN EVALUATOR

To create the PERCEPTION COLLECTION, we utilize 5K real-world images sampled from MS
COCO 2017 Challenge (Lin et al., 2014) and the MMMU benchmark (Yue et al., 2023). Then, we
utilize GPT-4V (OpenAI, 2023) to augment the instances. Concretely, the augmentation process
consists of 4 stages: (1) hand-crafting 50 seed score rubrics, (2) brainstorming 15K fine-grained score
rubrics, (3) augmenting 30K instructions and reference answers closely tied with the rubric, and (4)
augmenting 150K responses and language feedback. Using the PERCEPTION COLLECTION, we fine-
tune LLAVA-1.5 to obtain PROMETHEUS-VISION. We include an explanation of the creation process
in Appendix B.1. The prompts used to augment the PERCEPTION-COLLECTION are in Appendix J.
Lastly, the fine-tuning procedure, including the hyper-parameters choices are in Appendix E.

3 EXPERIMENTAL RESULTS

3.1 PROTOCOL FOR EVALUATING EVALUATOR VLMS

In this section, we explain our experimental setting used to assess the fine-grained judgment capa-
bilities of evaluator VLMs. As it is a non-trivial problem to directly measure ‘How well a VLM is
evaluating’, we indirectly compare with two different standards: (1) how closely PROMETHEUS-
VISION could simulate human evaluators (Section 3.2) and (2) how closely PROMETHEUS-VISION
could simulate the best VLM, which is GPT-4V, for nuanced assessment purposes (Section 3.3).
The detailed explanation for the list of evaluator VLM baselines, VLMs we evaluate (denoted as
‘Response VLMs’), benchmarks, and metrics are in Appendix G.

3.2 CAN PROMETHEUS-VISION CLOSELY SIMULATE HUMAN EVALUATORS?

Pearson Correlation between 

LLM, VLM Evaluators and Human Evaluators
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Bench

VisIT
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Perception

Bench

0.493 0.061 0.473 0.545

0.674 0.639 0.497 0.870

0.734 0.389 0.715 0.818

0.771 0.452 0.689 0.934

0.450 0.107 0.413 0.705

Figure 2: Pearson Correlation between score de-
cisions from human evaluators and score deci-
sions from either GPT-4V, GPT-4, GPT-3.5-Turbo,
PROMETHEUS-13B and PROMETHEUS-VISION-
13B on 45 customized score rubrics from LLaVA-
Bench, VisIT-Bench, and PERCEPTION-BENCH.

In this subsection, to verify whether
PROMETHEUS-VISION can emulate hu-
man evaluators, we measure the correlation
between scores annotated by humans and those
predicted by evaluator VLMs. The overall
results are shown in Figure 2.

Our PROMETHEUS-VISION 13B shows a
high correlation with human evaluators on
the LLaVA-Bench and PERCEPTION-BENCH
(0.639 and 0.870, respectively). However, al-
though our PROMETHEUS-VISION outperforms
GPT-3.5-Turbo and Prometheus 13B on the
VisIT-Bench, the correlation with human evalu-
ators is lower than GPT-4 and GPT-4V.

We posit that this disparity primarily originates
from the differing characteristics of the VisIT-
Bench and other benchmarks. The former con-
tains a higher proportion of text-rich images,
such as graphs and charts, compared to the lat-
ter two datasets. Even though the PERCEPTION
COLLECTION also includes instruction sets for
text-rich images, their amount is relatively lim-
ited. These inherent limitations in the model
architecture of PROMETHEUS-VISION present
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Evaluator LM
LLAVA-BENCH VISIT-BENCH PERCEPTION-BENCH

Pearson Kendall-Tau Spearman Pearson Kendall-Tau Spearman Pearson Kendall-Tau Spearman

LLAVA-RLHF 7B 0.328 0.379 0.412 0.317 0.193 0.215 0.415 0.337 0.374
LLAVA-RLHF 13B 0.296 0.238 0.246 0.384 0.166 0.185 0.335 0.162 0.174
LLAVA-1.5 7B 0.278 0.226 0.254 0.408 0.188 0.214 0.602 0.383 0.419
LLAVA-1.5 13B -0.005 0.097 0.105 0.597 0.347 0.376 0.505 0.254 0.270
SHAREGPT4V 7B 0.366 0.222 0.247 0.360 0.222 0.256 0.474 0.338 0.378
FUYU 8B -0.023 0.049 0.052 0.059 0.079 0.087 0.011 -2.15E-04 4.29E-06

GPT-3.5-TURBO-0613 0.107 0.221 0.243 0.685 0.539 0.592 0.563 0.379 0.417
PROMETHEUS 7B 0.233 0.192 0.210 0.482 0.363 0.419 0.723 0.491 0.534
PROMETHEUS 13B 0.376 0.327 0.365 0.514 0.352 0.406 0.705 0.468 0.513
GPT-4-0613 0.712 0.500 0.530 0.494 0.352 0.394 0.808 0.626 0.661

PROMETHEUS-VISION 7B 0.411 0.214 0.233 0.662 0.424 0.478 0.700 0.471 0.502
PROMETHEUS-VISION 13B 0.786 0.630 0.660 0.574 0.378 0.425 0.832 0.655 0.690

GPT-4V-PREVIEW 0.769 0.636 0.669 0.824 0.718 0.761 0.870 0.699 0.727

Table 1: Pearson, Kendall-Tau, Spearman correlation with scores sampled from GPT-4V across 3
inferences on visual instruction following benchmarks. Note that GPT-4V was sampled 6 times in
total to measure self-consistency. The best comparable statistics are in bold and second best are
underlined among baselines. We include GPT-4V as reference to show its self-consistency.

challenges in processing such text-rich images
during inference.

Nevertheless, recent works on vision-language
models (Zhang et al., 2023; Ye et al., 2023b; Kim et al., 2022; 2023a) show promising capabilities for
handling these image types, providing a better backbone model for future iterations of PROMETHEUS-
VISION. In consideration of these findings, the use of text-rich datasets, along with the integration of
new methods drawn from recent architectural advancements, could alleviate these limitations.

Also, it is worthwhile to compare where GPT-4 (LM Evaluator) and GPT-4V (VLM Evaluator)
excel at each benchmark. Similar to PROMETHEUS-VISION, on the VisIT-Bench, GPT-4 shows a
slightly higher correlation with human evaluators compared to GPT-4V. This could mainly be because
processing text is as important when assessing responses from text-rich images such as diagrams,
charts, and graphs. On the other hand, GPT-4V shows a higher correlation with human evaluators on
the LLaVA-Bench and PERCEPTION-BENCH which includes diverse real-world images.

3.3 CAN PROMETHEUS-VISION CLOSELY SIMULATE GPT-4V AS A JUDGE?

In this subsection, to check whether PROMETHEUS-VISION could be used as a reliable evaluator
on various multi-modal tasks, we compare the correlation between scores predicted by GPT-4V
and scores predicted by baselines including PROMETHEUS-VISION. The results in Table 1 show
that PROMETHEUS-VISION demonstrates a higher correlation with GPT-4V compared to that of its
backbone model, LLaVA-v1.5, in all 3 benchmarks and 2 model sizes. This indicates that training
with PERCEPTION COLLECTION enhances the VLM’s evaluation capabilities. Furthermore, in the
LLaVA-Bench and PERCEPTION-BENCH, PROMETHEUS-VISION 13B exhibits a higher correlation
than the LM evaluators GPT-3.5-Turbo and GPT-4.

We further include our experimental results on VQA benchmarks and captioning benchmarks in
Appendix H. Overall, PROMETHEUS-VISION surprisingly shows strong performance as an evaluator
on VQA and captioning tasks as well, indicating its generalization to other domains and tasks.

4 ANALYSIS OF POTENTIAL BIASES FROM VLM EVALUATORS

Due to length constraints, we include our analysis of potential biases from VLM evaluators in
Appendix I, including length biases and self-enhancement biases (Zheng et al., 2023). As mentioned
in Kim et al. (2023c), we find that absolute grading scheme is effective at mitigating such biases.
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5 CONCLUSION

In this paper, we expand the ‘LM-as-a-Judge’ paradigm to the multi-modal space and introduce ‘VLM-
as-a-Judge’. We propose a multi-modal feedback dataset called the PERCEPTION COLLECTION,
which has unique score criteria for each instance, unlike other datasets that utilize general criteria such
as helpfulness, relevance, accuracy, and comprehensiveness. Using the PERCEPTION COLLECTION,
we train PROMETHEUS-VISION, an open-source model specialized for evaluation purposes. The
uniqueness of PROMETHEUS-VISION is that it could adhere to user-defined criteria during evaluation.
We hope our work could pave the way for research on open-source evaluators in different modalities.
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Components # Components # Components per Image

Images 5,000 1
Score Rubrics 15,000 3
Instructions 30,000 6
Reference Answers 30,000 6
Responses 150,000 30
Feedback & Score 150,000 30

Table 2: The number of each component included in the PERCEPTION COLLECTION. Note that the
feedback and score are evenly distributed, leading to 30K instances per score between 1 and 5.

A RELATED WORKS

A.1 EVALUATING VISION LANGUAGE MODELS

In prior works, Vision-Language Models (VLMs) are typically evaluated using specific metrics tai-
lored to each task. For image captioning, performance is measured with metrics like BLEU (Papineni
et al., 2002), METEOR (Banerjee & Lavie, 2005), ROUGE (Lin, 2004), and CIDEr (Vedantam et al.,
2015), focusing on how well the generated text aligns with reference captions. Similarly, Visual
Question Answering (VQA) is evaluated using accuracy metrics based on the exact match between
the model’s answers and human-annotated answers (Agrawal et al., 2023; Mañas et al., 2023).

However, traditional metrics often fall short of capturing the nuanced details of the response gen-
erated by VLMs in complex or subjective situations. A more comprehensive approach has been
human evaluation, accounting for contextual and creative aspects not captured by automated metrics.
Nonetheless, cost and consistency constraints associated with human evaluations render it a less
feasible method for scaling to a lot of instances.

A.2 LANGUAGE MODEL AS A JUDGE FOR FINE-GRAINED EVALUATION

The difficulty in evaluating long-form responses often arises from the ambiguity in defining what
constitutes a good output. For instance, discerning whether a given response is helpful or harmless is
often subjective. Recent works have proposed the concept of ‘Fine-grained Evaluation’, utilizing
LM-as-a-judge for assessing granular aspects. Ye et al. (2023c) defines 12 core skill sets that are
crucial for evaluating LMs. Kim et al. (2023c) further extends this concept and employs thousands of
fine-grained criteria to assess LMs on user-defined criteria. Wu et al. (2023) and Jang et al. (2023)
utilize fine-grained criteria to align LMs. Lastly, Kim et al. (2023d) proposes an interactive framework
in which users could test LMs on fine-grained criteria.

To the best of our knowledge, we are first to expand the notion of ‘Fine-grained Evaluation’ for
assessing VLMs. Specifically, recent work has proposed to evaluate VLMs using LMs or VLMs (Bai
et al., 2023; Ge et al., 2023), yet are still confined to high-level coarse-grained criteria such as help-
fulness, relevance, accuracy, and comprehensiveness. We construct the PERCEPTION COLLECTION
which encompasses 15K of fine-grained criteria and use it to train PROMETHEUS-VISION.

B ANALYSIS OF PERCEPTION COLLECTION

The number of each component in the PERCEPTION COLLECTION is shown in Table 2.

B.1 PERCEPTION COLLECTION CONSTRUCTION PROCEDURE DETAILS

Step 1: Hand-Crafting Score Rubrics We first start by writing 50 examples of fine-grained score
rubrics that go beyond the coarse-grained counterparts. For 50 images, we write an instruction and
the corresponding rubric that pinpoints which aspect to consider during the assessment.

Step 2: Brainstorming Score Rubrics Using GPT-4V, we expand the number of our score rubrics
from 50 to 15K. Using an arbitrary image among the 5K pool and the 50 examples as demonstrations,
we prompt GPT-4V to generate 3 variants for each image. To ensure quality, we go through an
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Figure 3: Distribution of ROUGE-L similarities in pairs of score rubric descriptions within
PERCEPTION-COLLECTION.

additional stage of prompting GPT-4V to inspect whether the generated score rubric aligns with the
image. If it does not, we iteratively prompt it again until we acquire 3 candidates per image.

Step 3: Augmenting Instructions and Reference Answers related to the Score Rubric After-
wards, we use the 15K score rubrics and prompt GPT-4V to generate 2 novel instructions for each
score rubric, leading to a total number of 30K. This process ensures that the instruction is closely tied
to the score rubric since the instruction was conditioned on the score rubric.

Step 4: Augmenting Training Instances Lastly, we augment the remaining components which
are the response to evaluate, feedback, and scoring decision. We use the score rubric and instruction
generated from the previous stages and prompt GPT-4V to write a response that would get a score
of i (1 ≤ i ≤ 5). Importantly, we ensured that there is no length bias (i.e., giving a higher score for
longer responses). This leads to a total number of 150K responses and 150K feedback where each
score within between 1 and 5 has an even number of 30K instances.

B.2 DIVERSITY OF SCORE RUBRICS

When hand-crafting seed rubrics and generating new fine-grained score rubrics through brainstorming,
for each rubric, we tag keywords that best describe the criteria. Figure 7 and Figure 8 show word
clouds of keywords in general-purpose rubrics and domain-specific rubrics included in PERCEPTION-
COLLECTION, respectively. General-purpose rubrics encourage a broader, more holistic perspective
into the image as noted by the prominence of the words ‘environmental’, ‘scene’, ‘social’, etc..
Domain-specific rubrics bring more attention to the visual aspects of the image and data, specifying
long-tail subfields of various subjects which are shown by the words ‘scientific’, ‘artistic’,‘anatomical’,
etc..
Following previous works on machine-generated instructions (Wang et al., 2023; Honovich et al.,
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Figure 4: Average sentiment of descriptions for each score in PERCEPTION-COLLECTION Rubrics.
Sentiment of +1 signifies positivity, 0 neutrality, and -1 negativity.

2023; Kim et al., 2023c), we quantify the overlap of the generated score rubrics in our training data.
Specifically, we compute ROUGE-L similarities between score rubric descriptions for every possible
pair within PERCEPTION-COLLECTION. The ROUGE-L distribution is plotted in Figure 3, with the
average ROUGE-L score being 0.31 and the distribution being left-skewed. This low similarity score
underscores the unique and varied nature of the PERCEPTION COLLECTION.

B.3 DECISIVENESS OF SCORE DESCRIPTIONS

We examine whether each level of the scoring system in the rubric is clear and distinct. Following
Kim et al. (2023c), we compute the average sentiment in the description of each score in rubrics
within PERCEPTION-COLLECTION. We use a publicly available DeBERTa-distilled DistilBERT
for sentiment analysis tasks (Lik Xun Yuan, 2023). The results can be found in Figure 4, where
descriptions corresponding to a score of 1 are generally more negative, while those with a score of
5 are more positive. This suggests that the training data is appropriately interpolated according to
scores and PROMETHEUS-VISION trained on this dataset can conduct absolute scoring clearly and
effectively.

B.4 LENGTH BIAS OF RESPONSES PER SCORE PROVIDED FOR TRAINING

Given an instruction, rubric, and reference answer, a response corresponding to score i is generated
for all 1 ≤ i ≤ 5 to provide an evaluator model under training responses to practice assessment
on. To nullify the tendency of recent LMs to give higher scores to longer responses (Li et al., 2023;
Dubois et al., 2023; Zheng et al., 2023), during PERCEPTION-COLLECTION construction, we aim to
maintain similar length of responses across the score range. The distribution of length of responses
by score is plotted in Figure 5. Response lengths are distributed evenly across the score range, with
an 417 words in average.
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Figure 5: Distribution of length of responses scoring from 1 to 5 provided for training.

C ANALYSIS OF PERCEPTION-BENCH

C.1 VALIDITY OF UNSEEN SCORE RUBRICS

To ensure that PERCEPTION-BENCH contains rubrics unseen in PERCEPTION-COLLECTION, we
plot the ROUGE-L distribution between score rubric descriptions in PERCEPTION-BENCH and
PERCEPTION-COLLECTION in Figure 6. The average ROUGE-L similarity between descriptions in
our test set and train set is 0.29 and the distribution is left-skewed. We claim that the train-test overlap
in our proposed dataset is low and that PERCEPTION-BENCH contains many novel score rubrics.

D COMPARISON WITH CONVENTIONAL METRICS

Traditional VLM response evaluation metrics, which measure similarity solely between the reference
answer and the response without considering the image, struggle to account for the varied information
in images. Consequently, these conventional metrics can diverge significantly from human evaluations.
As shown in Table 3, there is a low Pearson correlation between human-predicted scores and
conventional metrics. Notably, even METEOR, the conventional metric with the highest correlation,
only achieves around 0.489, whereas PROMETHEUS-VISION 13B demonstrates a higher correlation
of 0.674. Moreover, conventional metrics often lack explainability. As Figure 9 indicates, they
typically represent response quality with a simple value between 0 and 1. Model response, although
it adequately depicts the image without employing expressions used in the reference answer, still
receives a low score from conventional metrics due to their inability to perceive the image. In contrast,
PROMETHEUS-VISION not only provides a proper numeric score but also generates feedback that
elucidates the reasons behind the score. This dual output can be instrumental in identifying ways to
improve the model.
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Figure 6: Distribution of ROUGE-L scores between score rubric descriptions in PERCEPTION-
BENCH and PERCEPTION-COLLECTION.

Figure 7: Word cloud of keywords in general-purpose score rubrics within PERCEPTION-
COLLECTION
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Figure 8: Word cloud of keywords in domain-specific score rubrics within PERCEPTION-
COLLECTION

Evaluator LM LLAVA-VISIT-PERCEPTION

Pearson

ROUGE-1 0.314
ROUGE-L 0.308
SPICE 0.340
METEOR 0.489

GPT-3.5-TURBO 0.493
PROMETHEUS 13B 0.450
GPT-4 0.734

PROMETHEUS-VISION 13B 0.674

GPT-4V-PREVIEW 0.771

Table 3: Pearson correlation with scores from human on 45 samples from 3 visual instruction
following benchmarks. The best comparable statistics are bolded and second best underlined among
baselines.
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Describe this photo in detail.

Does the response understand this parody artwork 

and make appropriate comparisons with the Mona Lisa?

 Measures a shallow correlation of textual

      similarity of the response and answer.



 Score is hard to interpret. 

Rouge-1: 0.372                 Rouge-L: 0.326



SPICE: 0.282                      METEOR: 0.222 

Prometheus-Vision 13B

Conventional Metrics

VLM-as-a-Judge

 ️Evaluates the response based on the

      criteria defined by the user.



 Language feedback helps to understand

      the reasoning behind the score decision.

The image appears to be a humorous, digitally-altered 
parody of Leonardo da Vinci's famous painting "Mona 
Lisa." Instead of the iconic face of the Mona Lisa, the 

painting features the head of a brown dachshund dog [...] 
The surreal combination of a classic art masterpiece and 
a modern pet creates a playful and intriguing image that 

plays on the familiarity and stature of the original painting.

The response accurately identifies the image 
as a parody of the Mona Lisa, with a detailed 
description of the dog's appearance and the 
blending of its fur with the original painting's 
clothing. It also captures the essence of the 
background, noting the atmospheric 
landscape and the lighting, which are 
reminiscent of the original artwork. [...]

This painting is a creative fusion of the famous Mona Lisa and 
a dog [...] The artist has skillfully combined the two subjects 
into one, giving the piece a whimsical and amusing quality.

Prometheus-Vision 13B

Instruction

Evaluation Criteria

Feedback

Score

Response to Evaluate

Answer

So the overall score is 5.

Figure 9: Conventional metrics measure the similarity between the response and ground-truth answer,
which is not expressive enough. Moreover, it could not pinpoint what is missing within the response
with respect to the evaluation criteria. In contrast, the VLM-as-a-Judge pipeline provides not only
the flexibility to adhere to arbitrary evaluation criteria but also provides detailed language feedback
that specifically pinpoints the deficiencies.

E EXPERIMENTAL DETAILS OF FINE-TUNING PROMETHEUS-VISION

E.1 DETAILS OF FINE-TUNING PROMETHEUS-VISION

Using the PERCEPTION COLLECTION, we use LLaVA-1.5 (7B & 13B) (Liu et al., 2023) as our
backbone model and train PROMETHEUS-VISION (7B & 13B). Training on the PROMETHEUS
COLLECTION is analogous to Chain-of-Thought fine-tuning which requires generating a rationale
(which is the feedback in our case) and then the score in a sequential manner (Ho et al., 2022; Kim
et al., 2023b). We include a fixed phrase ‘So the overall score is’ in between the feedback and
the score which we found to prevent degeneration during inference.

E.2 HYPER-PARAMETER DETAILS AND COMPUTATION

Training We employ LLaVA-1.5 7B / 13B as the backbone VLM for PROMETHEUS-VISION. For
the language model component, we utilize vicuna-13b-v1.5, and for the vision encoder, we use
clip-vit-large-patch-14-336px. We freeze both the language model and the vision encoder, focusing
our training solely on an MLP based alignment network. The training is conducted for one epoch,
with a batch size per device set at 32. We set the learning rate at 1e-3, with no weight decay and
a warmup ratio of 0.03. A cosine scheduler is utilized as the learning rate scheduler. To enhance
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(b) VisIT-Bench
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(c) Perception-Bench

1
(n=10,7)

2
(n=1,1)

3
(n=8,22)

4
(n=50,61)

5
(n=31,9)

Score

0

200

400

600

800

1000

Re
sp

on
se

 L
en

gt
h

GPT-4V Prometheus-Vision 13B

(d) OKVQA
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(e) VQAv2
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(f) TextVQA
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(g) COCO-Captions
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(h) No Caps

Figure 10: Full distribution of length of responses by GPT-4V across different scores, as evaluated by
GPT-4V and PROMETHEUS-VISION 13B, in each test set. Each scoring category on the x-axis is
annotated with the number of responses that received that particular score from each Evaluator VLM.

training efficiency, we incorporate gradient checkpointing and deepspeed zero 2 in our training
process.

Inference We use three Response VLMs to generate responses to given images and questions in each
dataset. Then, an Evaluator VLM generates feedback and scores indicating how the response might
improve given these responses, along with the image, question, reference answer, and a guiding rubric.
This approach allows us to measure the correlation between scores from GPT-4V and those from
other models. In the process of generating feedback, the model employs sampling with a temperature
set to 1.0 and top-p set at 0.9, while the maximum number of tokens is configured to 2048.
Regarding the resources utilized for training and inference, the GPU setup includes 8 NVIDIA A100
80GB. For the CPU, an AMD EPYC 7543 32-Core Processor is used.

F DETAILS IN HUMAN EVALUATION

We recruit 9 undergraduate students proficient in English to conduct a human evaluation. The
dataset used for the human evaluation is exclusively drawn from the Visual Instruction Tuning
Benchmarks. Additionally, we randomly sample 15 items each from LLaVA-Bench, VisIT-Bench,
and Perception-Bench, creating a total of 45 problems. For the pairwise feedback quality comparison,
we utilize feedback from GPT-4V, GPT-4, and PROMETHEUS-VISION 13B. Each of the 45 problems
is structured to compare two out of the three feedbacks. Consequently, 3 sets of the same 45 problems
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are prepared, and the 9 participants are divided into 3 groups, with each group evaluating the same
set of problems. We use Label Studio as the evaluation platform2. The annotation interface is shown
in Figure 17.

G EVALUATION SETTING FOR VLM EVALUATORS

G.1 EVALUATOR VLM & LM BASELINES

We employ 9 VLMs as our evaluator VLM baselines, namely LLaVA-1.5 (7B & 13B) (Liu et al.,
2023); LLaVA-RLHF (7B & 13B) (Sun et al., 2023); ShareGPT4V (7B) (Chen et al., 2023); Fuyu
(8B) (Bavishi et al., 2023); and GPT-4V (OpenAI, 2023) along with PROMETHEUS-VISION (7B &
13B).

In addition, we also compare with using LMs as a judge for evaluating VLMs as in previous work (Bai
et al., 2023). We add 4 LMs as our evaluator LM baselines, namely Prometheus (7B & 13B) (Kim
et al., 2023c); GPT-3.5-Turbo (OpenAI, 2022); and GPT-4 (OpenAI, 2023). Since LMs could not
receive images as input, we prompt LLaVA-1.5 to generate a caption for the given image and provide
the caption as additional input for LM evaluators. In contrast, for VLM evaluator baselines, we
directly provide the image as input.

G.2 RESPONSE VLMS

During our experiments, we utilize 3 different VLMs to sample the outputs that our VLM evaluators
would assess. We denote these 3 VLMs as ‘Response VLMs’. We utilize Fuyu (8B), LLaVA-1.5
(13B), and GPT-4V as our response VLM.

G.3 BENCHMARKS

Our evaluation benchmarks are mainly divided into 3 categories:

• Visual Instruction Following Benchmarks: Tasks that require to write a long-form text
output given an image and a text instruction. We use LLaVA-Bench (Liu et al., 2023),
VisIT-Bench (Bitton et al., 2023), and a held-out test set of the PERCEPTION COLLECTION
called the PERCEPTION BENCH.

• Visual Question Answering Benchmarks: Tasks that require to write a text output given
an image and a text question. Compared to instruction following benchmarks, one notable
difference is that we use the short-form answers originated from each dataset as reference
answers in the input. We use the test set of the OKVQA dataset (Marino et al., 2019),
VQAv2 dataset (Goyal et al., 2017), and TextVQA dataset (Singh et al., 2019).

• Captioning Benchmarks: Tasks that require to write a text caption of the given image.
Similar to the visual question answering benchmarks, the ground truth answers tend to be
short compared to the reference responses in the instruction following benchmarks. We use
the test set of the COCO-Captions dataset (Chen et al., 2015) and NoCaps dataset (Agrawal
et al., 2019).

The number of instances and score rubrics for each benchmark is shown in Table 4 and Table 5. Note
that while the datasets in the VQA and captioning benchmarks originally have ground-truth answers,
the instruction following benchmarks inherently does not have a reference answer. We augment a
reference answer and a fine-grained score rubric for each instance within the LLaVA-Bench, VisIT-
Bench, and PERCEPTION-BENCH. For the PERCEPTION-BENCH, which is our held-out test set, we
also generate new instructions. For the VQA and captioning benchmarks, we generate 5 score rubrics
with the original ground-truth answer in consideration. The authors manually checked the quality of
the added components.

G.4 METRICS

Our evaluation setup is divided into 2 parts.
2https://labelstud.io
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Benchmarks # Instances # Score Rubrics

LLAVA-BENCH 15 15 (Hand-crafted)
VISIT-BENCH 15 15 (Hand-crafted)
PERCEPTION-BENCH 15 15 (Hand-crafted)

TOTAL 45 45

Table 4: The number of the instances and score rubrics included in our evaluation setting in Section 3.2.
We randomly sample 15 instances from each benchmark and hand-craft a instance-wise fine-grained
score rubric. Each instance originally has an image and an instruction.

Benchmarks # Instances # Score Rubrics

LLAVA-BENCH 60 60 (Machine-generated)
VISIT-BENCH 500 500 (Machine-generated)
PERCEPTION-BENCH 500 500 (Machine-generated)
OKVQA 500 5 (Machine-generated)
VQAV2 500 5 (Machine-generated)
TEXTVQA 500 5 (Machine-generated)
COCO-CAPTIONS 500 5 (Machine-generated)
NO-CAPS 500 5 (Machine-generated)

TOTAL 3560 1085

Table 5: The number of the instances and score rubrics included in our evaluation setting in Section 3.3.
Except for LLaVA-Bench, we randomly sample 500 instances from each benchmark. Each instance
originally has an image and an instruction. We additionally add a fine-grained score rubric and
reference answer by prompting GPT-4V.

Setup #1 (Section 3.2) We utilize 45 instances with instance-wise hand-crafted score rubrics
(15 instances each for LLaVA-Bench, VisIT-Bench, and PERCEPTION-BENCH). We ask 9 human
annotators proficient in English to provide a scoring decision as PROMETHEUS-VISION. Then, we
measure the correlation of the scoring decision by employing Pearson, Kendall-Tau, and Spearman
as our metrics. Next, we ask human annotators to compare 2 language feedbacks that are sampled
from either GPT-4, GPT-4V, or PROMETHEUS-VISION (13B) and choose which one is better. Then,
we measure the Pairwise Preference Win-rate between the 3 candidates.

Setup #2 (Section 3.3) We expand the number of instances and utilize 1,085 fine-grained score
rubrics tied across 3,560 instances in total. In this setting, we prompt GPT-4V three times and
compare the correlation of the scoring decision by also prompting evaluator VLMs and evaluator
LMs three times. As Setup #1, we use Pearson, Kendall-Tau, and Spearman as our metrics.

H ADDITIONAL EXPERIMENTAL RESULTS: RESULTS ON EVALUATING VQA
& CAPTIONING TASKS

H.0.1 VISUAL QUESTION ANSWERING BENCHMARKS

Table 6 presents the correlation results in the visual question answering (VQA) benchmarks. In this
benchmark, PROMETHEUS-VISION significantly outperforms other open-source models, including
LLaVA-v1.5. Also, we observe that PROMETHEUS-VISION’s correlation is generally lower in
VQA benchmarks compared to visual instruction following benchmarks. We attribute this to the
PERCEPTION COLLECTION training data, which generally involves longer responses, while the
answers in the VQA benchmark are mostly short. Future works could consider adding more diversity
to the training data to obtain a stronger VLM evaluator.

H.0.2 CAPTIONING BENCHMARKS

Unlike visual instruction following or VQA benchmarks, captioning benchmarks do not have a direct
question but rather require writing a description of a given image in a short sentence. Therefore, we
created prompts such as ‘Generate a coco-style caption.’ and fed them to our evaluator VLM
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Evaluator LM
OKVQA VQA V2 TEXTVQA

Pearson Kendall-Tau Spearman Pearson Kendall-Tau Spearman Pearson Kendall-Tau Spearman

LLAVA-RLHF 7B 0.562 0.330 0.368 0.111 0.061 0.074 0.208 0.163 0.187
LLAVA-RLHF 13B 0.615 0.377 0.411 0.072 0.066 0.079 0.362 0.291 0.320
LLAVA-1.5 7B 0.605 0.405 0.464 0.200 0.134 0.152 0.290 0.201 0.247
LLAVA-1.5 13B 0.548 0.373 0.404 0.346 0.286 0.309 0.409 0.352 0.408
SHAREGPT4V 7B 0.528 0.385 0.445 0.281 0.258 0.293 0.300 0.233 0.271
FUYU 8B 0.143 0.147 0.162 0.193 0.163 0.179 0.176 0.174 0.193

GPT-3.5-TURBO-0613 0.371 0.307 0.374 0.370 0.345 0.391 0.436 0.350 0.424
PROMETHEUS 7B 0.422 0.206 0.240 0.253 0.260 0.296 0.501 0.412 0.483
PROMETHEUS 13B 0.482 0.284 0.325 0.178 0.122 0.145 0.417 0.343 0.400
GPT-4-0613 0.594 0.509 0.584 0.605 0.527 0.606 0.723 0.642 0.718

PROMETHEUS-VISION 7B 0.608 0.261 0.290 0.455 0.395 0.298 0.487 0.413 0.485
PROMETHEUS-VISION 13B 0.653 0.401 0.441 0.393 0.389 0.428 0.512 0.445 0.523

GPT-4V-PREVIEW 0.795 0.735 0.810 0.681 0.610 0.684 0.791 0.705 0.796

Table 6: Pearson, Kendall-Tau, Spearman correlation with scores sampled from GPT-4V across 3
inferences on visual question answering benchmarks. Note that GPT-4V was sampled 6 times in
total to measure self-consistency. We include GPT-4V as reference to show its self-consistency when
inferenced multiple times. For all questions, we provided the Evaluator VLM with a fine-grained
rubrics.

Evaluator LM COCO-CAPTIONS NO CAPS

Pearson Pearson

LLAVA-RLHF 7B 0.148 0.210
LLAVA-RLHF 13B 0.198 0.171
LLAVA-1.5 7B 0.248 0.155
LLAVA-1.5 13B 0.157 0.111
SHAREGPT4V 7B 0.184 0.185
FUYU 8B 0.191 0.064

GPT-3.5-TURBO-0613 0.233 0.242
PROMETHEUS 7B 0.335 0.165
PROMETHEUS 13B 0.215 0.279
GPT-4-0613 0.470 0.427

PROMETHEUS-VISION 7B 0.434 0.327
PROMETHEUS-VISION 13B 0.508 0.417

GPT-4V-PREVIEW 0.579 0.638

Table 7: Pearson, Kendall-Tau, Spearman correlation with scores sampled from GPT-4V across 3
inferences on captioning benchmarks. Note that GPT-4V was sampled 6 times in total to measure
self-consistency. We include GPT-4V as reference to show its self-consistency when inferenced
multiple times. For all questions, we provide the Evaluator VLM with a fine-grained rubrics.

baselines during experiments. The results are shown in Table 7. While most evaluators, including
proprietary LMs, show low correlation, PROMETHEUS-VISION 13B surprisingly stands out by
showing a correlation above 0.5 in the COCO-Captions, indicating it could generalize to evaluate
other visual-language tasks beyond its training data.

I ANALYSIS OF POTENTIAL BIASES FROM VLM EVALUATORS

We report GPT-4V response length distribution scored by GPT-4V and PROMETHEUS-VISION 13B
on individual test sets in Figure 10. Overall trends show that both Evaluator VLMs do not display
bias towards lengths in responses during inference.

I.1 IS THERE A LENGTH BIAS?

Previous works have highlighted a phenomenon known as length bias in models, which refers to a
tendency of evaluator models to prefer longer responses (Li et al., 2023; Dubois et al., 2023; Zheng
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Figure 11: Distribution of length of responses by GPT-4V across different scores, as evaluated
by GPT-4V and PROMETHEUS-VISION 13B, in all test sets. Each score category on the x-axis is
annotated with the quantity of responses that received that particular score from each Evaluator VLM.
Individual test set results are in Figure 10.
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Figure 12: Evaluation of 5 VLMs on (a) LLaVA-Bench and (b) PERCEPTION-BENCH using either
PROMETHEUS-VISION or GPT-4V as an evaluator VLM. Trends show that PROMETHEUS-VISION
could closely simulate GPT-4V evaluation. In addition, the open-source nature of PROMETHEUS-
VISION provides accessible and transparent evaluation for those developing state-of-the-art VLMs.

et al., 2023). This is a critical factor to consider during evaluation, as evaluators with length bias
could give higher scores simply based on the length of the response, regardless of its actual content.
To verify if this is the case, we plot and analyze the lengths of responses using our results from
Section 3.3.

The box plot in Figure 11 showcases GPT-4V and PROMETHEUS-VISION do not indiscriminately
favor longer answers, indicating an absence of length bias. This is likely because our experimental
setting is in an absolute grading setting where the evaluator VLM assesses the given responses with
an absolute score rather than comparing two responses. This also aligns with the previous finding
from Zheng et al. (2023) and Kim et al. (2023c).
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I.2 IS THERE A SELF-ENHANCEMENT BIAS?

Self-enhancement bias is another type of well-known bias where evaluators tend to prefer its own
response (Zheng et al., 2023). Since PROMETHEUS-VISION is a model specialized for evaluation
purposes only, it does not directly suffer from this bias. However, since we train PROMETHEUS-
VISION with data augmented from GPT-4V and use LLaVA-v1.5 as our base model, this could
indirectly influence the direction of evaluation by PROMETHEUS-VISION. To investigate whether
there is a self-enhancement bias, we analyze the trends of which score was given to different response
VLMs on the LLaVA-Bench and PERCEPTION BENCH.

Figure 12 illustrates the results. Overall, the results show that PROMETHEUS-VISION and GPT-
4V exhibit similar evaluation patterns across the two benchmarks, reinforcing the findings from
previous correlation studies with GPT-4V. Notably, PROMETHEUS-VISION gives a higher score to
other models compared to its backbone model (LLaVA-v1.5) on the LLaVA-Bench, indicating that
evaluator VLMs might not always prefer the responses from its backbone model.

While PROMETHEUS-VISION does give the highest score to GPT-4V, it is hard to determine if this
is because PROMETHEUS-VISION was trained on data augmented from GPT-4V, or GPT-4V is
distinctively better than the open-source VLMs. We leave analysis of this to future research.

Lastly, the trends from Figure 12 also highlight the potential of our held-out testset, the PERCEPTION-
BENCH, to be used as a testbed for VLM development in future research. Specifically, on the
predominant LLaVA-Bench, LLaVA-RLHF shows only a marginal difference of 0.14 points from
GPT-4V. However, this gap widens significantly to 1.43 in PERCEPTION BENCH. Since the PERCEP-
TION BENCH was generated based on fine-grained rubrics, its instructions are more complex and
extended responses than those of LLaVA-Bench.

J LIST OF PROMPTS

J.1 PROMPTS FOR PERCEPTION COLLECTION CREATION

We include the prompts used in the creation of our training dataset, PERCEPTION COLLECTION.
The Example Criteria include hand-crafted seed rubrics that were sampled and inserted beforehand.
Additionally, for fine-grained rubric augmentation, the same prompt is used, but general-purpose
rubrics and domain-specific rubrics are augmented separately, ensuring the seed rubrics are also
individually incorporated without mixing. Notably, although the prompt does not feature an image
insertion, in practice, images are included when calling the GPT-4V API. Detailed information is in
the OpenAI API document3.

3https://platform.openai.com/docs/guides/vision
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Prompt for rubric augmentation

You are helpful and creative rubric generator. You should brainstorm creative and impressive
three rubrics used to evaluate the ability of a vision-language model to generate text when
given an image.

The rubric must be structured to assess areas that can be answered by viewing the
image. It consists of a description explaining specific tasks and criteria for scoring. Here you
will see 4 examples of ‘criteria’, and their scoring rubrics, formatted as JSON.

Criteria 1:
{Example Criteria 1}

Criteria 2:
{Example Criteria 2}

Criteria 3:
{Example Criteria 3}

Criteria 4:
{Example Criteria 4}

Please brainstorm new three criterias and scoring rubrics.
Be creative and create new but useful criteria that people in different settings or industries
might find practical.
Please format the output as same as the above examples with no extra or surrounding text.
And you should not mention the term like ‘Criteria X:’ and “‘json”’. In JSON, all keys and
string values must be enclosed in double quotes (””). For example, ”key”: ”value” is a valid
format, but key: ”value” or ’key’: ‘value’ are not valid.
You should create a diverse rubrics suitable for the given image

Generated criteria:

Prompt for checking alignment

You are helpful and creative rubric evaluator. You will be given one image and a rubric used
to evaluate the capabilities of a vision-language model based on that image. If the rubric is
well-aligned with the given image, you should answer ‘align’. However, if the rubric does
not fit the given image and there are areas for improvement, you should answer ‘misalign’.

The rubric must be structured to assess areas that can be answered by viewing the
image. It consists of a description explaining specific tasks and criteria for scoring. Here you
will see the rubric, and their scoring rubrics, formatted as JSON.

Rubric:
{Rubric}

Please answer ‘align’ or ‘misalign’. You should generate the output in lowercase.

Alignment:
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Prompt for refining rubric

You are helpful and creative rubric creator. You will be given one image and a rubric used to
evaluate the capabilities of a vision-language model based on that image. If the rubric does
not fit the given image and there are areas for improvement, you should make improvements
to create a better rubric.

The rubric must be structured to assess areas that can be answered by viewing the
image. It consists of a description explaining specific tasks and criteria for scoring. Here you
will see the rubric, and their scoring rubrics, formatted as JSON.

Rubric:
{Rubric}

If there are areas that need improvement in the given rubric, improve the rubric that
better fits the given image. Maximize your creativity to ensure that the rubric you refine is
not too similar to the already existing one.

Please format the output as same as the above examples with no extra or surround-
ing text. You should generate only one rubric. And you should not mention the term like
‘Criteria X:’ and “‘json”’. In JSON, all keys and string values must be enclosed in double
quotes (””). For example, ”key”: ”value” is a valid format, but key: ”value” or ’key’: ‘value’
are not valid.

Generated rubric:

Prompt for generating instruction (1)

Your job is to generate a new novel problem and a response that is related to the given score
rubric and image.

The score rubric:
{Rubric}

* Problem
- The problem should inherently be related to the score criteria, score rubric and image given
above. Specifically, the score criteria should be the core attributes required to solve the
problem.
- The problem itself should not be too generic or easy to solve.
- Try to make the person who might solve the problem not notice the existence of the score
rubric by not explicitly mentioning it, and also provide additional inputs and options if
needed.
- Assume a situation where a user is interacting with an AI model. The user would try to ask
in a first-person point of view, but not using terms like ”I”, ”A User” or ”You” in the first
sentence.
- Do not give a role to the AI, assume that the user is asking a question from his point of view.
- Do not include any phrase related to AI model in the problem.
- The problem should only be answered by looking at an image, not just by reading the
problem.
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Prompt for generating instruction (2)

* Response
- The response should be a response that would get a score of 5 from the score rubric.
- The response should be as detailed as possible unless the score rubric is related to
conciseness or brevity. It should consist of multiple paragraphs, a list of items, or a
step-by-step reasoning process.
- The response should look like how a well-prompted GPT-4 would normally answer your
problem.

* Format
- DO NOT WRITE ANY GREETING MESSAGES, just write the problem and response
only.
- In front of the problem, append the phrase ‘Problem:’ and in front of the response, append
the phrase ‘Response:’.
- Write in the order of ‘Problem’ - ‘Response’, where the two items are separated by the
phrase ‘[NEXT]’.
- Write [END] after you are done.

Data Generation:

Prompt for response and feedback (1)

Your job is to generate a response that would get a score of {score} and corresponding
feedback based on the given score rubric and image. For reference, a reference response that
would get a score of 5 is also given.

Instruction:
{instruction}

The score rubric:
{rubric}

Reference response (Score 5):
{response}

* Response
- The quality of the score {score} response should be determined based on the score rubric
and image, not by its length.
- The score {score} response should have the same length as the reference response,
composed of {number of sentences} sentences.
- Do not explicitly state the keywords of the score rubric inside the response.
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Prompt for response and feedback (2)

* Feedback
- The score {score} feedback should each be an explanation of why the response would get
a score of {score}. It should be written based on the generated response, score rubric and
image.
- The score {score} feedback shouldn’t just copy and paste the score rubric, but it should also
give very detailed feedback on the content of the corresponding response.
- The score {score} feedback should include the phrase ‘So the overall score is {score}’ in
the last sentence.

* Format
- DO NOT WRITE ANY GREETING MESSAGES, just write the problem and response
only.
- In front of the response, append the phrase ‘Response:’ and in front of the feedback, append
the phrase ‘Feedback:’.
- Write in the order of ‘Response’ - ‘Feedback’, where the two items are separated by the
phrase ‘[NEXT]’.
- Write [END] after you are done.

Data Generation:

J.2 PROMPTS FOR PROMETHEUS-VISION

Prompt for evaluation

###Task Description:
An instruction (might include an Input inside it), a response to evaluate, a reference answer
that gets a score of 5, image and a score rubric representing an evaluation criterion is given.
1. Write a detailed feedback that assesses the quality of the response strictly based on the
given score rubric, not evaluating in general.
2. After writing a feedback, write a score that is an integer between 1 and 5. You should refer
to the score rubric.
3. The output format should look as follows: Feedback: (write a feedback for criteria)
[RESULT] (an integer number between 1 and 5)
4. Please do not generate any other opening, closing, and explanations.

###The instruction to evaluate:
{Instruction}

###Response to evaluate:
{Response}

###Reference Answer (Score 5):
{Reference answer}

###Score Rubrics:
{Description}
Score 1: {Criteria of score 1}
Score 2: {Criteria of score 2}
Score 3: {Criteria of score 3}
Score 4: {Criteria of score 4}
Score 5: {Criteria of score 5}

###Feedback:
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K QUALITATIVE EXAMPLES

In, Figure 13 and Figure 14, we compare generated feedback from PROMETHEUS-VISION 13B and
GPT-4/GPT-4V. In Figure 15 and Figure 16, we compare the complexity of image and instruction and
the evaluation method of LLaVA-Bench and PERCEPTION-BENCH. The model being assessed is
LLaVA-RLHF-v1.5 13B.
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Feedback from GPT-4

Instruction

Explaining the objects on the desk, how might one use them in daily life and what purpose they serve? 

Describe each item in the context of its typical functionality.

This criterion evaluates the model's ability to identify various objects within the image and understand their functionality or use-case in a 
real-world context. It requires the model not only to name the items but also to describe their purpose or common use.



Score 1: The model fails to correctly identify any of the objects in the image and does not recognize their functionality or use-case.

Score 2: The model identifies very few objects in the image and makes significant errors in explaining their functionality or use-case.

Score 3: The model recognizes some objects correctly but provides limited or only partially accurate information regarding their functionality 
or use-case.

Score 4: The model correctly identifies most objects and provides mostly accurate information about their functionality or use-case, with 
minor mistakes or omissions.

Score 5: The model demonstrates an excellent ability to recognize all objects in the image and accurately describes their functionality or use-
case in detail.

Score Rubric

Response from GPT-4V

In the image, there are several items typically found in an office or home environment that serve various purposes in daily life:



1. Envelope - This appears to be a standard mailing envelope, which is used to send letters or documents through the postal service. In daily 
life, one would enclose correspondence or small items inside, seal it, write the recipient's address on the front, and post it.



2. Printed Papers - There are various printed papers, possibly instructions, informational content, bills, or receipts. They are typically used to 
communicate information, instructions for a product, or record transactions. One would read these to gain important information regarding 
whatever they accompany or pertain to.



3. Cordless Home Telephone - The Siemens branded phone is a cordless landline telephone used to make and receive calls. Such telephones 
communicate with a base station that is connected to the telephone network and can be used anywhere within range of the base station. It 
provides a convenient way to have voice communications at home or within an office without being tethered to a wire.



4. Power Adapter - This is used to provide power to electronic devices, likely for charging the battery of the cordless phone. It converts mains 
AC to low-voltage regulated DC power for the operation of an electronic device. The adapter would be plugged into an electrical outlet, and 
the other end would connect to the device that requires power or charging.



These items collectively represent how one may communicate, handle paperwork or administrative tasks, and maintain electronic (...)

Although the response identifies several objects and provides 
detailed explanations of their functionality, 

 

 The response does not clearly conform to the 
instructions or the provided image description, meaning it 
does not accurately identify or explain the functionality and 
use-case for the objects in the image. It is significant that the 
response interprets the image quite differently from the given 
image description.

[RESULT] 1

it refers to objects 
that are not present in the image. The image description 
indicates a phone and books on a bed, not an envelope, 
printed papers, a cordless home telephone, or a power 
adapter.

The response correctly identifies most of the objects in the 
image and provides a mostly accurate description of their 
functionality or use-case. However, there are minor mistakes 
or omissions, such as not explicitly mentioning the phone as a 
mobile phone and not detailing the specifics of the printed 
papers, which are likely manuals or instructions for the phone. 
The response also does not mention the box with the label 
'PAKKENS INHOLD' and its significance in the context of the 
image. These minor shortcomings prevent the response from 
achieving a perfect score. So the overall score is 4.

Feedback from Prometheus-Vision 13B

Image Caption from LLaVA-1.5 (input for LLM evaluator only)

A Samsung cell phone sits on a white sheet, surrounded by a few papers and a charger.

Figure 13: An example of comparison between GPT-4 feedback and PROMETHEUS-VISION feedback
on a PERCEPTION-BENCH instance. In here, GPT-4 shows its limitation of evaluating a VLM output
as an LM judge. As GPT-4 is not trained to process images, a description of the image produced
by LLaVA-1.5 is provided to GPT-4 as a proxy for the actual image. GPT-4 cannot detect objects
existing in the image that are not mentioned in the image caption but are correctly mentioned in the
response being evaluated. The incorrect parts of the feedback are in red, and for comparison, the
correct parts are in blue. Note that the reference answer is included in the input for both evaluators
but is omitted in this figure for brevity.
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Feedback from GPT-4V

Instruction

How has this store item been modified to make it enabling for people with mobility issues? 

What activity does it allow differently-abled people to participate in?

Does the model's response correctly identify the activity that now enables differently-abled people to participate in?



Score 1: The response does not correctly identify any activity that the modified store item enables for differently-abled people.

Score 2: The response hints at the correct activity but is either incorrect or too vague to be certain.

Score 3: The response identifies a correct activity but may not capture the full scope of how the modification aids in participation in that 
activity.

Score 4: The response largely identifies the correct activity and provides a good understanding of how the modification aids participation, 
with minor details lacking.

Score 5: The response fully identifies the correct activity that the modified store item enables and provides a thorough explanation of how it 
assists differently-abled people in participating.

Score Rubric

Response from GPT-4V

The store item in the image is a motorized shopping cart (also known as a mobility scooter), which has 

been specifically designed to assist people with mobility issues. It enables individuals who have 

difficulty walking or standing for extended periods to participate in the activity of shopping within a store.



The modifications that make it enabling include:



1. A comfortable, seated position for the user, which reduces the need for standing or walking.

2. Motorized wheels and an easy-to-operate steering handle, which allow the user to move around the store effortlessly.

3. A shopping basket is attached to the scooter, enabling the user to collect and carry items as they shop without the need for a separate 
cart.

4. A simple interface for acceleration and braking, which usually involves just a button or a lever, making it user-friendly for individuals with 
limited hand strength or dexterity.



These features allow differently-abled people to have a degree of independence while shopping, making the experience more accessible and 
inclusive.

Reference Answer

The store item in the image has been modified by integrating it with a motorized scooter, which includes a seat and controls accessible from 
a seated position. This modification allows people with mobility issues who find it difficult or impossible to walk through a store to participate 
in the activity of shopping independently. The scooter includes a basket in front, which ensures that the user can carry items just like they 
would with a traditional shopping cart.

The response effectively recognizes and describes the 
modifications made to the store item. It mentions the seated 
position for comfort, motorized wheels, a steering handle for 
effortless movement, and a shopping basket integrated into the 
scooter. Additionally, the response discusses the simple 
interface for acceleration and braking designed for user-
friendliness. These aspects are clearly linked to improving 
accessibility for individuals with mobility issues, consistent with 
the highest level of the score rubric. However, 

 The response could 
only score less than five if there are such visible features that are 
not discussed, but without that evidence, the response identifies 
most modifications and explains their relevance to enhancing 
accessibility, fitting well into score 4 of the rubric. [RESULT] 4

although the 
response is comprehensive, there could be a mention of the 
height of the device being suitable for aisle navigation, allowing 
users to view and reach products on shelves if such a feature 
exists. It could also discuss the potential adjustability of the seat 
or steering column if visible in the image.

The response accurately identifies all visible modifications to 
the store item, such as the seated position, motorized wheels, 
and the attached shopping basket, and expertly explains their 
relevance to enhancing accessibility for people with mobility 
issues. It also correctly notes the ease of operation and the 
user-friendly interface, which are essential for individuals with 
limited mobility. The response is comprehensive and aligns 
with the score rubric's highest criteria by providing a detailed 
explanation of how the modifications enable differently-abled 
people to participate in the activity of shopping. So the overall 
score is 5.

Feedback from Prometheus-Vision 13B

Figure 14: An example of comparison between GPT-4V feedback and PROMETHEUS-VISION
feedback on a VisIT-Bench instance. PROMETHEUS-VISION follows the score rubric and reference
answer well while GPT-4V gives an overly critical feedback (orange).
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Instruction

If someone were to recommend a new flavor or topping to the dish, describe the reason for this 
change and how it might alter the overall taste.

Response from LLaVA-RLHF-v1.5 13B  (Assistant 2)

Introducing a new flavor or topping to the dish can enhance the overall taste and provide a unique experience for those who enjoy the dish. 
Here are some reasons for considering a new flavor or topping and how it might alter the overall taste:



1. Enhance the taste: Introducing a new flavor or topping can add complexity to the dish, making it more interesting and enjoyable. This can 
be achieved by incorporating a variety of ingredients, such as herbs, spices, or sauces, which can complement the existing flavors in the dish.



2. Add variety: Introducing new flavors or toppings can help to keep the dish fresh and exciting, preventing it from becoming monotonous or 
boring. This can be particularly useful for those who enjoy experimenting with different tastes and textures, as it allows them to explore new 
combinations and flavors.



3. Create a new dish: Introducing a new flavor or topping can transform the dish into a completely new creation, with a unique taste and 
presentation. This can be an excellent way to showcase creativity and experimentation, as well as to cater to different preferences and 
dietary requirements.



4. Enhance the visual appeal: Introducing new flavors or toppings can also improve the visual appeal of the dish, making it more colorful and 
visually appealing. This can be achieved by incorporating a variety of colors and textures, which can make the dish more attractive and 
enticing.



5. Improve the nutritional value: Introducing new flavors or toppings can also improve the nutritional value of the dish, by incorporating 
additional vitamins, minerals, or other nutrients. This can be particularly useful for those who are conscious about their diet and health, as it 
allows them to enjoy a delicious and satisfying meal while also benefiting from a variety of nutrients.



In conclusion, introducing a new flavor or topping to the dish can enhance the overall taste, add variety, create a new dish, improve the visual 
appeal, and increase the nutritional value. This can make the dish more enjoyable and satisfying for those who enjoy it, while also providing a 
unique and exciting experience for those who are open to experimenting with new flavors and combinations.


Reference Answer (Assistant 1)

If someone were to recommend a new flavor or topping to the chashu ramen dish, the reason for this change could be to enhance or 
complement the existing flavors. For example, adding a soft-boiled egg would enrich the dish with its silky yolk, providing an added 
creaminess that would complement the spicy chili sauce and the tender chashu. This alteration would make the overall taste more complex, 
creating a satisfying balance of flavors and textures in the meal.

8

This response was accurate and 
detailed but limited to one suggestion

 
Both Assistant 1 and Assistant 2 provided helpful and relevant answers to the user's question. Assistant 1 focused on a specific example 
of adding a soft-boiled egg to the dish and explained how it would enhance the dish's flavor and texture. 

 Assistant 2, on the other hand, provided a more comprehensive answer, discussing various 
reasons for introducing a new flavor or topping and how it might alter the overall taste. The response was well-structured, detailed, and 
covered multiple aspects of the question. Therefore, 

9


Assistant 2 receives a slightly higher score due to the broader coverage of the topic.


.

LLaVA-Bench Style Evaluation by GPT-4

Image Caption Provided in LLaVA-Bench

A close-up photo of a meal at ICHIRAN. The chashu ramen bowl with a spoon is placed in the center. The ramen is seasoned with chili sauce, 
chopped scallions, and served with two pieces of chashu. Chopsticks are placed to the right of the bowl, still in their paper wrap, not yet 
opened. The ramen is also served with nori on the left. On top, from left to right, the following sides are served: a bowl of orange spice 
(possibly garlic sauce), a plate of smoke-flavored stewed pork with chopped scallions, and a cup of matcha green tea.

Figure 15: An example of LLaVA-Bench style GPT-4 evaluation of LLaVA-RLHF-v1.5 13B re-
sponse on a LLaVA-Bench instance. The original LLaVA-Bench evaluation is performed by GPT-4
comparing the model response against the reference answer, where GPT-4 rates the reference answer
(Assistant 1) first and then rates the model response (Assistant 2) second. LLaVA-RLHF-v1.5 13B
gives a long, generic answer that can be generated without the image in context, yet is scored higher
than the reference answer.
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Instruction

Analyze the cartoon and elaborate on the dualistic representation of the 
character depicted, focusing on how the image comments on the 
contrast between his economic policies and philanthropic ventures, and 
what this suggests about the societal and historical implications of his 
actions during the period portrayed.

Response from LLaVA-RLHF-v1.5 13B

The cartoon depicts a caricature of , standing on a platform with a suitcase. The image presents 
a dualistic representation of the character, as it contrasts his economic policies and philanthropic ventures.



On one hand, Mark Twain is known for his economic policies that favored the wealthy and supported the growth of industry, which can be 
seen in the image as he is holding a suitcase, symbolizing wealth and prosperity. This aspect of the caricature highlights the economic 
success and the role of wealth in society during the period portrayed.



On the other hand, Mark Twain is also known for his philanthropic ventures, such as his support for the poor and his efforts to improve 
education and healthcare for the less fortunate. The image shows him standing on a platform, which could symbolize his desire to raise 
awareness and advocate for social justice and equality. This aspect of the caricature emphasizes the importance of giving back to the 
community and the role of philanthropy in society.



The contrast between these two aspects of Mark Twain's character in the cartoon suggests that the image is commenting on the 
complexities of wealth and power in society, as well as the importance of balancing economic success with social responsibility. It highlights 
the need for individuals and institutions to consider the impact of their actions on the broader community and to strive for a more equitable 
and just society.



In the context of the period portrayed, the image could also be seen as a commentary on the societal and historical implications of Mark 
Twain's actions and beliefs. The Gilded Age, which took place during the late 19th and early 20th centuries, was marked by significant 
economic growth and social change, as well as increased income inequality and exploitation of workers. The image of Mark Twain holding a 
suitcase and standing on a platform could be interpreted as a critique of the excesses and injustices of this era, as well as a call for 
individuals and institutions to take a more active role in addressing the social and economic challenges facing society.



In conclusion, the cartoon of Mark Twain holding a suitcase and standing on a platform presents a dualistic representation of the character, 
contrasting his economic policies and philanthropic ventures. This contrast highlights the importance of balancing economic success with 
social responsibility and serves as a commentary on the societal and historical implications of wealth, power, and philanthropy during the 
period portrayed.

Mark Twain, the famous author and humorist

Reference Answer

This cartoon illustrates a striking dichotomy in the representation of the notable industrialist indicated by the name "Carnegie," suggesting 
the figure of . Portrayed in a "Great Double Role," the illustration 
captures a critique of his practices by contrasting his actions on either side. On the left, he presents a decree that states "Notice: wages to 
be reduced 20 per cent," which signifies a reduction in the laborers’ wage. The man beneath, representing the working class, looks back 
toward the decree, displaying an apparent state of dejection and, likely, exhaustion, symbolizing economic hardship and the socio-economic 
disparities of that era, where industrialists often prioritized profit margins over fair labor compensation.



On the right, however, the same figure is seen distributing a library with the philanthropic gesture of giving away $5,000, suggesting his well-
documented charitable endeavors in which he funded libraries and other cultural institutions. The receivers of his charity are depicted 
reaching out with eager hands, a position indicative not only of their desire for the knowledge and culture that these libraries represent but 
also perhaps of their financial desperation, given their implied position in a society shaped by such capitalist ventures.



The caption below reinforces this dual portrayal as it reads, "As the tight-fisted employer he reduces wages that he may play philanthropist 
and give away libraries, etc." This emphasizes the historical narrative of Carnegie as being profoundly multifaceted—both a titan of industry 
known for his role in expanding American steel production, and simultaneously a benefactor of the public good through his extensive 
philanthropic activities. The satirical tone of the caption sharpens the socio-historical critique that suggests philanthropy was financed by the 
very profits gleaned from the tightened wages of the working class, laying bare the paradoxical nature of Carnegie's legacy.



In conclusion, this image provides a profound commentary on the economic and socio-historical relationship between industrial capitalism 
and philanthropy as embodied by Andrew Carnegie. During the late 19th century, a period marked by stark economic disparities and the rise 
of industrial barons, Carnegie's image as both a cutthroat businessman and a munificent patron encapsulates the era's complex intersection 
of wealth, power, ethics, and societal impact.


Andrew Carnegie, a prominent 19th-century steel magnate and philanthropist

The response fails to accurately identify the character in the cartoon, which is actually Andrew Carnegie, not Mark Twain, and does not 
address the specific historical context of the Gilded Age or the socio-economic implications of Carnegie's actions. The response also 
does not comment on the satirical tone of the cartoon or the specific contrast between Carnegie's economic policies and philanthropic 
ventures. It does not provide a clear connection between the image and the societal and historical implications of the character's actions. 
So the overall score is .2

Feedback from Prometheus-Vision 13B

Figure 16: An example of PROMETHEUS-VISION 13B evaluating LLaVA-RLHF-v1.5 13B on a
PERCEPTION-BENCH instance. LLaVA-RLHF-v1.5 has generated a lengthy, plausible answer but
misidentified the person in the image and continued hallucinating. The model response is scored
lower than the reference answer.
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Figure 17: A screenshot of how human evaluators annotated their scoring decision and chose which
feedback is better among different VLM, LM evaluator baselines.

32


	Introduction
	The Perception Collection
	Perception Collection Construction & Fine-tuning a VLM as an Evaluator

	Experimental Results
	Protocol for Evaluating Evaluator VLMs
	Can Prometheus-Vision Closely Simulate Human Evaluators?
	Can Prometheus-Vision Closely Simulate GPT-4V as a Judge?

	Analysis of Potential Biases from VLM Evaluators
	Conclusion
	Related works
	Evaluating Vision Language Models
	Language Model as a Judge for Fine-grained Evaluation

	Analysis of Perception Collection
	Perception Collection Construction Procedure Details
	Diversity of Score Rubrics
	Decisiveness of Score Descriptions
	Length Bias of Responses per Score Provided for Training

	Analysis of Perception-Bench
	Validity of Unseen Score Rubrics

	Comparison with conventional metrics
	Experimental Details of Fine-tuning Prometheus-Vision
	Details of Fine-tuning Prometheus-Vision
	Hyper-parameter Details and Computation

	Details in Human Evaluation
	Evaluation Setting for VLM Evaluators
	Evaluator VLM & LM Baselines
	Response VLMs
	Benchmarks
	Metrics

	Additional Experimental Results: Results on Evaluating VQA & Captioning Tasks
	Visual Question Answering Benchmarks
	Captioning Benchmarks


	Analysis of Potential Biases from VLM Evaluators
	Is there a Length Bias?
	Is there a Self-Enhancement Bias?

	List of Prompts
	Prompts for Perception Collection Creation
	Prompts for Prometheus-Vision

	Qualitative Examples

