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ABSTRACT

Safety is a key challenge in reinforcement learning (RL), especially in real-world
applications like autonomous driving and healthcare. To address this, Constrained
Markov Decision Processes (CMDPs) are commonly used to incorporate safety
constraints while optimizing performance. However, current methods often face
significant safety violations during exploration or suffer from high regret, which
represents the performance loss compared to an optimal policy. We propose a low-
switching primal-dual algorithm that balances regret with bounded constraint vi-
olations, drawing on techniques from online learning and CMDPs. Our approach
minimizes policy changes through low-switching updates and enhances sample
efficiency using Bernstein-based bonuses. This leads to tighter theoretical bounds

on regret and safety, achieving a state-of-the-art regret of O(vV/SAHSK /(1 —c°)),
where S and A is the number of states and actions, H is the horizon, K is the num-
ber of episodes, and (7 — ¢”) reflects the safety margin of a known existing safe
policy. Our method also ensures a O(l) constraint violation and removes unnec-
essary dependencies on state space .S and planning horizon H in the reward regret,
offering a scalable solution for constrained RL in complex environments.

1 INTRODUCTION

Safety is a critical concern in reinforcement learning (RL), especially in real-world applications such
as autonomous driving (Wang et al., 2020), healthcare (Vincent et al.,2014), and industrial automa-
tion (Machado et al.,[2011). Constrained Markov Decision Processes (CMDPs) (Altman, [1999) are
widely used to ensure safety by incorporating safe constraints and safe policies into the decision-
making process. These frameworks allow for optimizing performance while limiting risky actions
in safety-critical environments, such as preventing collisions in autonomous vehicles or ensuring
correct treatment in healthcare. However, during the course of training, many RL methods can
experience significant safety violations (Ding et al., 2021} |[Efroni et al., 2020), particularly when ex-
ploring new states or actions. This is highly problematic in real-world systems where even temporary
unsafe actions can result in accidents, equipment damage, or hazardous conditions. For instance, in
autonomous driving (Calo et al., 2020), safety violations during training might lead to collisions or
dangerous maneuvers, while in robotics (Miiller et al., 2021), such violations could cause physical
harm to equipment or workers. As a result, it is crucial to design methods that guarantee bounded
safety constraint violations, ensuring that any violations during training remain within acceptable
limits, thereby preventing catastrophic outcomes while maintaining safety throughout the learning
process.

Given the need to handle bounded safety constraint violations, several methods, such as those de-

veloped by |Liu et al.| (2021); [Bura et al.| (2022), achieve O(\/E ) regret, where K represents the
number of learning episodes. Regret measures the difference between the cumulative reward of the
optimal policy and the learned policy. However, this regret bound relies heavily on the size of the
state space S and the planning horizon H. The state space S refers to the set of all possible config-
urations or conditions the system may encounter. A larger .S, as seen in complex environments like
robotic manipulation or self-driving systems, increases the difficulty of learning due to the need for
more data to explore the space. The planning horizon H represents the number of time steps over
which decisions are evaluated, with longer horizons making policy learning more challenging due
to the need to consider long-term effects. Applications with large state spaces and long horizons,
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such as financial planning or autonomous vehicles, often suffer from sample inefficiency in existing
methods.

This raises a critical question: Can we design safe reinforcement learning (RL) algorithms that
achieve sample efficiency in large-scale state spaces and long horizons while guaranteeing bounded
safety constraint violation with arbitrarily high probability?

In this paper, we affirmatively address the posed question by proposing a low-switching model-based
algorithm, SLIM (Safe Low-Switching Primal-Dual Model-Based Algorithm), designed for the tab-
ular episodic constrained reinforcement learning (RL) problem. Our algorithm operates within a
primal-dual, model-based online framework. In each episode, a safe and effective policy is ob-
tained through multiple iterations of primal-dual updates in a constrained model represented in its
Lagrangian form. This policy is then used to gather data for updating the estimated transition model.
The low-switching technique, central to our approach, ensures a lazy update of the empirical transi-
tion model, reducing both computational cost and the need for frequent state-action pair visitations.
This efficiency allows us to leverage advanced techniques from [Zhang et al.[(2024), originally de-
veloped for simple MDP settings, to derive a tighter theoretical bound on regret.

Our contributions are summarized as follows:

* Algorithmically, we introduce the low-switching technique to CMDP algorithms for model
updates. Through this, we reduce the computational complexity and enable a tighter anal-
ysis on both regret and constraint violation.

* Analytically, we prove that our algorithm SLIM is the first one in CMDP that have the
regret bound O(vV/SAHSK /(1 — ¢°)), where S and A is the number of states and actions,
H is the horizon, K is the number of episodes, and (7 — ¢”) reflects the safety margin of
a known existing safe policy, which greatly reduces the regret bound by a factor of v/ SH
compared to the previously known best results (Liu et al., [2021]), while at the same time

keeping a bounded constraint violation of O(l) in terms of the length of learning process
K.

Related Work

Constrained Markov Decision Process (CMDP) The Constrained Markov Decision Process
(CMDP) (Altman, [1999) is a key model for addressing safety concerns in reinforcement learning
(RL). Many existing works on CMDPs employ a primal-dual approach to achieve sublinear regret
while maintaining bounded constraint violations (Vaswani et al., 2022} Jain et al.| 2022} [Paternain
et al., 2019; Ding et al., [2020a; [Wei et al., 2020; Ding et al., 2020b). Another widely-used method
is adapting policy gradient algorithms (Achiam et al., 2017 [Tessler et al., 2019; Stooke et al., 2020;
Tian et al.|[2024). Furthermore, Efroni et al.|(2020) introduces a more stringent metric for hard con-
straint violation, where only positive constraint violations are accumulated. Their approach achieves
sublinear regret, constraint violations and hard constraint violation. Recently, |Ghosh et al.| (2024)
extended this idea to a linear setting, obtaining similar results. In practical applications, ensuring
strict adherence to safety constraints without violations often requires system-specific assumptions.
For instance, Wachi & Sui (2020) assumes regularity in the safety functions, while /Amani et al.
(2021) presumes knowledge of a safe action for each state. Additionally, [Liu et al.| (2021)); [Bura
et al.| (2022) assume the existence of a known safe policy and its true constraint value, achieving
improved regret bounds and constraint violations compared to [Efroni et al.| (2020). Building on the
assumption of a known safe policy and its true constraint value, our work proposes a primal-dual
low-switching algorithm, leveraging advanced techniques from standard MDPs. This approach not
only improves the regret bound but also maintains a constant constraint violation. A comprehensive
comparison with other methods is provided in table [I] where the definitions of regret, constraint
violation (CV) and hard constraint violation (hard CV) are given in eqgs. (2)) and (3).

Regret bound of episodic tabular MDP In the standard episodic tabular MDP setting, /Auer et al.
(2008) provided an upper bound of O(v/ S?2AK H D?), while Dann & Brunskill| (2015) established
a lower bound of O(v SAH3K). Later,|Osband & Van Roy|(2017) introduced a posterior sampling

approach for RL, achieving minimax-optimal regret bounds of O(v/SAH K) under certain condi-
tions. |Azar et al.|(2017)) further achieved a minimax optimal regret, and Jin et al.[(2018)) developed a
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UCB-type Q-learning method, improving the regret to O(v SAH? K) with variance-aware bounds.
Recently, Zhang et al.| (2024) reduced the burn-in cost using advanced techniques, yet such meth-
ods are rarely explored in CMDPs. To our knowledge, this work is the first to incorporate these
techniques into CMDPs, aiming to improve performance in constrained settings.

Table 1: Regret and constraint violation comparisons for algorithms on episodic CMDPs

Setting Regret CvV
| [Efroni et al[(2020) Tabular CMDP O(VS2AH*K) | O(VS2AH*K)
| Liuetal[(2021) | Tabular CMDP (x, & known) O(%ﬁ”ﬂ 0
| [Liuetal. (2021) Tabular CMDP (c° known) O(YSAHTK o(1)
| [Bura et al. (2022) | Tabular CMDP (°, ¢y known) O(W) 0
| IGhosh et al.| (2024) Linear CMDP O(Wd3H*K) | O(Vd3H*K)
| |Ghosh et al(2024) Tabular CMDP O(VS2AH*K) | O(VS2AH*K)
SLIM (Ours) | Tabular CMDP (x°, & known) | O(YSAI’K) | o(1) |

1.1 NOTATION

We introduce a set of notation to be used throughout. Let e; denote the s-th standard basis vector
(which has 1 at the s-th coordinate and O otherwise). For any set X', Ay represents the set of
probability distributions over the set X'. For any positive integer N, we denote [N] = {1,...,N}.
For any two vectors z,y € R? with the same dimension d, we use zy to abbreviate inner product
xTy, e.g PsanViiy, isabbr. of Y2, Psan(s')Vyi, .(s'). For any integer S > 0, any probability
vector p € Ay and another vector v = [v;]; ., g, We denote by

V(p,v) = <p’ U2> - ((p,v>)2 = <p, (v —(p, 'U>1)2>

the associated variance, where v? = represents element-wise square of v. For any two

W]
1<i<S
vectors a = [ai],;<,, and b = [b;], ;. the notation a > b (resp. @ < b) means a; > b; (resp.

a; < b; ) holds 51multaneously for all 4. a

2 PROBLEM SETUP

We consider a finite-horizon non-stationary constrained Markov Decision Process (MDP) defined
by the tuple M = (S, A, H, P,r,c,7), where S is the state space, A is the action space, and H is
the horizon length. The unknown transition probability at each time step is denoted by P , 5, where
P 4 1(s") represents the probability of transitioning to state s’ from state s after taking action a at
time step h. The reward function r, : S x A — [0, 1] quantifies the immediate reward the agent
receives for taking action a in state s at time step h. Similarly, the cost function ¢p, : S x A — [0, 1]
represents safety violations incurred for the same action. We assume that both the reward and cost
functions are known to the agent, though the results can be easily extended to the case where neither
function is known. Finally, 7 € (0, H] is a predefined safety constraint that limits the cumulative
cost over the episode.

The agent interacts with the environment over K eplsodes each cons1stmg of H steps. At the start of
each episode k, the agent selects a randomized policy 7% = {wh}h, where at time step h the policy

: S — A4 prescribes a distribution over actions conditioned on the current state. The policy is
executed with the goal of maximizing the cumulative reward while ensuring that the camulative cost
remains within the safety limit.

The cumulative value at state s and time step h, with respect to any function g : S x A — R, under
policy 7, is defined as:

H
Virg(s) = Epx lz 9(St, Ar)| S = ] :

t=h
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representing the expected cumulative sum of g(S;, A;) from time step & to the end of the episode,
given that the process starts in state s at time h.

The objective of CMDP is to solve the following constrained optimization problem:
max ‘/17‘-7'(31) s.t. ‘/17&:(51) <, (1

where V/",(s1) is the expected cumulative reward value, and V{".(s1) is the expected cumulative
cost value, constrained by the safety threshold 7. The optimal pohcy that solves eq. (IJ) is denoted
by 7* and its corresponding expected reward and cost value are denoted by Vl,r (s1)and V77, - (s1).

Assumption 2.1 (Strictly Safe Policy). There exists a policy ©° such that Vf’zJ (s1) = & < 7,

ensuring the policy satisfies strict safety constraints.

The agent has prior knowledge of a strictly safe policy 7 as well as its safety cost value ¥ =

Vfrs (s1). To understand the agent’s objectives, we need to define the regret and constraint violation
over K episodes:

K
Regret(K Z (Vl (st =V " (51)) )

k=1

K
< Vi (sh) T)> 3)
+

The agent’s objective is to minimize regret over K episodes while maintain a low constraint viola-
tion.

3 METHODOLOGY

We use a model-based approach to address the CMDP problem defined in eq. (I). In contrast to [Liu
et al. (2021)); Bura et al.| (2022) where the agent updates an empirical transition model at the end of
each episode, we adopt the low-switching technique proposed in [Zhang et al.|(2024). By using the
low-switching technique, we update our empirical transition matrix only when the visitation count
of any state-action pair doubles. To be specific, we denote Ny (s,a) as the total visitation count
of state-action pair (s,a) in time step h, Nj(s,a,s’) as the count of transitions from (s,a) to s’
since the last update, and Nj(s,a) = > Ni(s,a,s’) as the visitation count of (s,a) since the
last update. We update an empirical transition matrix P whenever Ny, (s, a) for any (s, a) doubles,

such that IADS,G,;L(S’ ) = %ﬁ(f;) Note that we will only use data collected after the last update

to calculate P. With the empirical transition probability matrix P, we are able to formulate an
empirical CMDP.

We will adopt the principle of optimism in the face of uncertainty (OFU) and use a UCB-style
bonus for both reward and cost. For any reward function g and policy 7, we define the bonus for a
(s,a, h, k) tuple as

- V(Paoan Vi1 ) log(1/0)  Hlog(1/d)
by (s,a) = 01\/ N (s, 0) +c2 N (5, a) “)

where ¢; and ¢y are constant to be specified later and &' = §/(200SAH?K?) is related to the
confidence level §. For reward, we add this Bernstein-style bonus by, (s, a) to r1,(s, a) for each
(s,a) to encourage exploration. We denote the optimistically biased reward estimate as 7, i.e.,
71(s,a) = ri(s,a) + by (s, a). For safety cost, we subtract a Bernstein-style bonus by, (s, a) from
cn (8, a). We denote the optimistically biased cost estimate by ¢, i.e., ¢;, (s, a) = cp(s,a) —bp (s, a).
By using the optimistically biased cost estimate we will underestimate the cumulative cost. To
compensate this and strive to satisfy the safety constraint, we define a pessimistic constraint constant
75, for each episode by subtracting a episode-dependent gap Ay, from 7, ie., 7, = 7 — Aj. We will
specify the value of Ay later.

We now introduce an empirical CMDP for each episode K, defined by My, = (S, A, H, P, 7, ¢, T}),
and the corresponding optimization problem:
max Vl’;:(sl) s.t. fog(sl) <T7=T7- A )
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Algorithm 1: SLIM

Input S, A H K, 7y e,m0, % ¢; =460/9,c0 = 544/9,n = \/1/SAH, T = SAH,
e=SAH/K,U=H,a=+VK.

Initialization: 0 < (7 — %) /2, Ay, < 2\/SAH3/k, forall (s,a,s',h) € S x Ax S x [H],
set Np(s,a,s’) < 0, Np(s,a,s") < 0, Ny(s,a) < 0; for all , set
A;;c(s, a) < 0, f/,fc(s) + 0, Q;{j(s, a) «+ H, Vhﬂf(s) + H.

fork:1,~-~,K&o B

T, =T— Ay

fort=1,---,T do

A o N
ﬂ-f = arginax, ‘/IT:f(S’f) - Ftvlﬂ,—g(slf)

o ~ ~ ﬁ,f
At = RaA = n(m = VL (s1))]
E_ 15T sk

T =T 2=1T¢

o |0

if [V, (s%) — c| > 6 then
‘ 7k =70

else
|k =

forh=1,--- Hdo
Observe sy, take action ay ~ ' (+|sf), receive rf, cf, observe s |
(s,a,8") « s¥,ak, sfH_l
Np(s,a) < Np(s,a) +1, Ni(s,a,s") + Np(s,a,s") +1
if Nj,(s,a) € {1,2,4,--- ,2'°2 K} then
Nh(57 CL) — Zg Nh(57 a, 5)
Py o.1(8) < Ni(s,a,8)/Ny(s,a)
TRIGGERED <« TRUE
Np(s,a,-) 0
if TRIGGERED then
TRIGGERED < FALSE
VgH,g(s) —~0,vzeS
forh=H,H—1,---,1do
for (s,a) € S x Aand any w do
Qi (s,0) = min{ra(s,a) + 0,77 (5,0) + Poa Vil oo H
Viri(8) = 2aca(als)QF 7(s, a)
ho(s,a) = max{cy(s,a) — b’;:tc’ﬁ(s, a) + PsanVily o0}

Vi (s) = Yaeam(als)QF (s, )

To solve the empirical CMDP problem defined in eq. (5), we employ a primal-dual approach. This
method transforms the constrained optimization problem into a saddle-point problem, where we
aim to maximize the reward while minimizing constraint violations. Let A > 0 be the dual variable
associated with the cost constraint. The Lagrangian for the empirical CMDP is defined as:

Lim, ) = Vs(s1) = A (V1) = 7).

where 7 is the primal variable representing the policy, and A is the dual variable penalizing the
constraint violation. The equivalent saddle-point problem to eq. (3) is:

minmax V77 (s1) = A (Vy(s2) = i) ©)
In this formulation, the policy 7 seeks to maximize the cumulative reward Vﬂ;(sl), while the dual

variable \ penalizes any violation of the cost constraint. Denote (7%, 5\"*) as the optimal solutions
to the saddle point problem eq. (6).
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We solve the saddle-point problem eq. @ iteratively, and for each iteration ¢ € [T'], we alternatively

update iterates of the primal variable ¥ and the dual variable 5\? . The primal update involves solving
the maximization problem over 7,

« Sk
Zt

A
; o Vl‘l:—g(sl)7 (7)

i = argmax V7 (1) = 20 (Vy(s1) = 71 ) = arg max V%o (s1) -
™ - ™

where « is a constant used to control the cumulative error over 7T’ iterations in each episode. The
dual update is essentially a gradient descent step with a step size 1. For some technical reasons to
be explained later in the proof of lemma[A.6] we will round the gradient descent result to the nearest
element in an e-net A = {0, ¢, 2¢, ..., U}. Putting everything together, we give the dual update as

~ ~ A~ frk
N =R [Af 0 (Wi (s1) = )] ®)
where R (A) = arg min,¢ 5 [p — Al is a rounding function.

Finaiy, We state our algorithm in alg. [l We execute T iterations of primal and dual updates from

line |3[to[5] Since the bonus terms and gap between empirical model P and true transition model
P will shrink as we collect more data through the learning process, the gap between the estimate

value and true value will shrink. If the gap is larger than certain threshold, i.e., Vfg (sk) =0 >0,

then we conclude that we do not have a sufficiently accurate empirical model and we execute 7 to
avoid large constraint violation. If instead we have a good estimate on the transition indicated by
the bounded gap, then we execute the mixture policy 7% obtained from the primal-dual updates.

4 MAIN RESULTS AND ANALYSIS

We present the regret and constraint violation bounds of our algorithm and proofs in this section,
while we leave intermediate lemmas and proofs used to support the main results in the appendix.

4.1 REGRET AND CONSTRAINT VIOLATION RESULTS

Theorem 4.1. With probability at least 1 — 6, the regret of alg. |l|is

Regret(K) = O(VSAHSK /(1 — °)).

Proof. We decompose the regret as:

] >

* wk
Regret(K) =~ Vi, (s4) — Vi (s5)
k=1
Kl 0 K —k
= (Vih) = v h) + 3 (V) - v sh))
k=1 k=K1

where K is the number of episodes that the agent chooses 7. We note that 7* is the optimal

solution to the original CMDP optimization problem eq. , while for each episode 7* is an ap-
proximation solution to the empirical CMDP optimization problem eq. (5). To cope with the gap
between the two policies, we introduce a proxy policy 7% * that is the optimal solution to the
following optimization problem

A% € arg max Vfr(s}f), s.t. foc(s’f) <7, =7—Ag. )
K
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We now further decompose the regret as

We give the regret bound by bounding each term above. For the first term we have ZkK:ll (Vi (sh) —

Vi T(sl )) < HK) = O(S2AH* /(1 — ¢°)?), which is a low-order term and only contributes to the
burn-in cost as K is large. The second term is the error incurred by replacing the original constraint
constant 7 by a more restrictive empirical constraint constant 7;, = 7 — Ay, for each episode k. We

bound the second term in lemmaand with the choice of A, = O(/SAH3/k), we have

K
Agx ~ (VSAHSK
> (Vinh - v sh) <0 () : (10)

- T—c
k=1

By definition of the proxy pohcy 78%* in eq. @]) since Ay is a predetermined constant for each
episode k, we can see that 7% is a deterministic policy that is independent of the online learning
process. Thus we can apply lemma[A.T5and bound

f}(vh — Vit sh) <o. (an

k=1

The fourth term is the optimization error, and it is incurred because 7 is an approximation solution
generated by iterative primal-dual updates. We bound this term by using the primal update rules in

lemmalA.2] and have
K
3 (VM - ) = O(VSAHPK).
k=1

Finally, the last term in the regret decomposition is the model prediction error, consisting of the
errors caused by inaccurate empirical models and additional bonus terms. Worth mentioning, this
term is essentially the same as the entire regret in [Zhang et al.| (2024) as the algorithms share the
similar exploration bonus and update rules for transition models. We state in lemma[A.3|the bound

i( F(sh) = Vi (sh)) = O(VSAHPE). (12)

k=1

Finally, putting everything together, we conclude our final result: with probability at least 1 — 9,

SAHSK log®(SAHK/§)
T—c9

Regret(K) = O \/ (13)

Theorem 4.2. With probability at least 1 — 6, the constraint violation of alg.|l|is
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Proof. By definition of constraint violation,

K
CV(K) = (Z Vi (sh) —T>
k=1 +
K K
)
k=1 k=K, +
K k
< (Z (v (sh) —T)>
k=K, 4

where the inequality is due to the fact that Vf“: (s¥) = ¢® < 7. We upper bound each of the three
terms in the last line.
For the first term, by definition of optimistically biased estimates of rewards and cost, we note that
the analysis of bounding Y, fo (sk) — V{?; (sh)and >, Vf:r,,f (s¥) — fo: (s¥) are analogous, and
mostly identical. Hence, by lemma[A.3] we have
K
> (Vin(sh) — Vi (sh)) < O(VSARTEK), (14)
k=K
with probability at least 1 — SAHK{'.
The second term is the optimization error in the primal-dual process. We calculate 7% as an approx-
imate solution to the empirical optimization problem defined in eq. (). Thus, it is not necessarily
satisfied that Vfg (s¥) < 7{. We hence return to the analysis of the primal-dual framework, and
adapt techniques used in|Jain et al.|(2022); Vaswani et al.| (2022)). By lemmas to[A.14] we have
o _k N B[(T—CO)—(Ak—F@)]
VT (sk —7")<(V7r sk —T/) < )
(1,9( 1) k] = l,g( 1) k +_[(T—CO)—(Ak+9)]C—H

where B = MJrQ%—;. By choosing § = (7 — %) /2, Ay = 2\/SAH3/k,e = SAH/K,

2n
n=+/SA/HK,U =H,and T = HK/SA, we have
(Ve (s5) = 71) < O(VSAHK). (15)
For the third term, we recall the definition of T,;, and we have
K K

D (=) == Ak

k=1 k=1
We set Ay, = 24/ %Hs so that the sum will cancel out the leading positive terms. O

5 CONCLUSION

In this paper, we proposed SLIM, a low-switching primal-dual algorithm for constrained reinforce-
ment learning, designed to balance regret minimization with safety guarantees in large-scale, com-
plex environments. Our algorithm incorporates the low-switching technique and primal-dual ap-
proach to better account for safety constraints in order to achieve safe exploration in online learning.
By leveraging the low-switching technique, we can also reduce the frequency of policy updates,
thereby improving computational efficiency while maintaining bounded safety violations.

We analytically proved that SLIM achieves a regret bound of O (\/ SAHSK /(T — co)> , outper-
forming existing CMDP methods by reducing the dependency on the size of the state space and
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the planning horizon in terms of reward regret. Additionally, we demonstrated that SLIM ensures
a constant constraint violation of O(1) with high probability, providing robust safety guarantees
throughout the learning process.

Our contributions establish new state-of-the-art results for constrained reinforcement learning, par-
ticularly in environments with large state-action spaces and long planning horizons. Future work will
focus on extending SLIM to more general settings, such as model-free environments and continuous
state-action spaces, while exploring potential real-world applications in safety-critical domains like
autonomous driving and healthcare.
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A.1 REGRET ANALYSIS

Lemma A.1.
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Ay

Proof. For each episode k, we define a deterministic policy 7% = (1 — =

value function satisfies

o Ap o Ap oo
Vi (s))=(@1- 70)‘/1&(3]16) + WVM(S@ <(1-

T—C

AV

T—c

Ay

OCO—T—Ak
T—c

)T+

Then,

A, *
‘/l*r( k) - Vvlﬂr * (Slf)
<Vi r( ) ‘/1 T (51)

=V (58) = (0 =20V () + =2 v (sh)
=B i () — VT (sh))
T—coAk’

Ay,

where the first inequality is due to the definition of w2%-*, i.e., for any policy 7, s.t. Vl’jc(s’f) <7 =

— Ay, VT, e (st) > V,.(st). Adding over K episodes gives us the result

i(vlrsl ﬂw(l)_T_cOZAk

k=

=

Lemma A.2.

Qx

S (VT (sh) - Vi (sh)) = O(VSATPE).

Aﬂ_A * XkAﬂ_Av* Ak A
VIE"(s1) = TRV (1) < VR () — TEVEE ()
Taking average over 7 iterations,
1 T Ak* j\fA Ao, g 1 NS /A\fAﬁ’“ k
TZ Vi - Ve (s1) STZ ‘/1}(51)—3‘/1,;(51') :
t=1

Note that the mixture policy 7* is the average policies of 7¥, we have

o)+ = 07r and its
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Thus, for any episode k,

T 3 T =2
NSV 1 )‘kArrA “ - 1 AE Lk
t=1 t=1
T ~
L >\k A 7
w72 (Vb - Vi)
T ~
L&A s -
STZ*WVLJ (s7) = Vit (s1))
t=1 a
T

2na 2naT’

where we apply lemma [A.14{in the last inequality. By choosing o = VK, e = SAH/K,U = H,
T =SAH,andn = \/1/SAH, we have

K
VIRt (sh) = Vs (sh)) = O(VSARTEK),
k=1
O
Lemma A.3.
K
> (Vs (sh) = Vi (sh)) = O(VSAPK)
k=1
Proof. By definition, we write
A —k _
VI:F(SZ):Z (a|3h) Z (shv a)
acA
~ = - A =k
= Qps(sh,ab) + (Z H(alsh)Qf +(sk, a) QZ,;(S%&’Z))
acA
< ra(shaf) + O (sh af) + Pl o Vil s + G
A~ Aﬁ-k k
< Th(shaah) +bk( ;li ]fb) (Rf;;,a;;,h = Psan)Vityr i + (Ps;; al.h ]l{s;;rl}) h+1,7

Tk k
+ Vhﬂ+1,F(sh+1) + ¢,
where

c::(z alsh) Q" (ok, ) — OF <sh,a;z>)

acA

is a zero-mean random variable conditional on 7*. Then by summing over H time steps and tele-
scoping, we have

H
A7 A~ ﬁ-k
Z + bk( ) + (Pékﬁﬂmh Ps,a,h)Vthl,f

(Pef,ah,h ]l{s +1})Vh+17“+z<h
h=1

12



Under review as a conference paper at ICLR 2025

The term we want to bound is now decomposed as

K K H K H
Z (V1 7 (31) V1 7 31 ) = Z th Sfuah + Z Z(Pfg,ag,h - Ps,a,h)f/}ﬁm + Z ZCE

k=1 k=1h=1 k=1h=1 k=1h=1
K K H
+ZZ Psﬁ,ahh ]l{sh+1})vh+1r+z Zrh shvah) Vlr(sl) :
k=1h=1 k=1 \h=1

We apply lemmas[A.4] [A-5]and [A77]to[A29] and conclude that with probability 1 — 4,

K
Z (V{: (s§) = V7 r(31)) =0 (\/SAH3Klog5 SAfK> .
k=1

Lemma A.4. With probability at least 1 — 3SAHK ',

O(VSAH3K).

S
==
3 3
S
—
V3
>
<
=
~—
IA

_k
Proof. By definition of bonus bi: (sk,ak), we have

U Aep— 460 V@fh,a ,h’Vh-i-lr)lOgé’ 544 Hlog L
DD T (shah) = 5> N > :

Shs Qh % % + Bk k)
1 h=1 oh Ny (Sim%) 9 Eh Ny (smah)

Pk Vhﬂ-:l r)

5h,ak h’

460
<=\ |25AH (log, K) (log) V(PE Vi)

Spay,

1088 1
+ —SAHQ (logy K) log 5

Then by lemma[A-T0} we have the de51red result. O

Lemma A.5.

K H
Z Z sk.af h s a h) Ahﬁflj < O( SAHSK)

k=1h=1

Proof. Note that given a total profile Z € C and dual variable sequence (5\’1“, AR, Vhﬁjlj is
determined by

)

515 It I*
(B (), f )

(s a)}
h<h'<H,(s,a,k)ESx AX[K]
and ||Vhﬁiw|\oo < H. Thus we can invoke lemmaand also by lemma , we have
ZZ sk.al,h Sah)Vthl 0< Y SAH?’K)

k=1h=1

13
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Lemma A.6. Let us first specify the types of vectors {X}, s q}. For each total profile T € C and
each dual variable sequence (M1, ..., \r) € AT, consider any set {Xn,z}, <)<y Obeying: for each
1<h<H, o

* Xy 41,7 is given by a deterministic function of I and

~(I* ¥ I
{BU) s el ;
h<h’<H,(s,a,k)ESXAX[K]

* | X|loo < H for each vector X € X, 1;

» &), 7 is a set of no more than K + 1 non-negative vectors in RS, and contains the all-zero
vector 0.

Suppose that K > SAH logy K, and construct a set {Xy 1}, ), -y for each T € C satisfying the
above properties. Then with probability at least 1 — ¢,

Z < S(l()l h Rs,a,thIL+1,s,a> < Z max {<Ps(li h s,a,thll+1,s,a> 70}

s,a,h€Sx Ax[H] s,a,h€SxX Ax[H]

8 A
< Y] Z V (Ps,a.h, Xn+1,5,0) <65AH loggK + Tlog |(5’|>

s,a,h
+2l 2 5

holds simultaneously for all T € C, all dual variable sequences, all 2 < | < logy K + 1, and all

sequences {thsva}(s,a,h)GSX.Ax[H] obeying Xp, 5.4 € Xny1,7,V(s,a,h) € S x Ax [H].

4H A
(6SAHlog2 K + T'log | |)

Proof. This proof is mostly adapted from the proof to lemma 6 inZhang et al.|(2024). Let us begin
by considering any fixed total profile Z € C, any fixed dual variable sequence (A1, ..., Ar), any fixed
integer [ obeying 2 < [ < log, K + 1, and any given feasible sequence {Xj, a}(s a,h)ESx Ax [H]"

Recall that (i) P( ) a,n 1s computed based on the [-th batch of data comprising 2!=2 independent

samples; and (ii) each Xh+1,s,0 15 given by a deterministic function of Z and the empirical models
for steps b’ € [h + 1, H]. Consequently, lemma tells us that: with probability at least 1 — ¢’,
one has

Z <]35(l¢)1h — P an, Xh+1,s,a>

s,a,h

3log,(SAHK) 4H 3log,(SAHK)
o' -2 log Y

< % Z \Y% (Ps,a,ha Xh—i—l,s,a) 10g
s,a,h

where we view the left-hand side as a martingale sequence from h = H back to h = 1. Moreover,
given that each X, 5, has at most K + 1 different choices (since we assume Xzl < K +1
), there are no more than (K + 1)%4# < (2K)%4H possible choices of the feasible sequence
{Xh»saa}(s,a,h)eSxAx[H]' In addition, it has been shown in Lemma 5 of Zhang et al.| (2024)
that there are no more than (4SAHK)?94H log, K possibilities of the total profile Z. There
are in total |[A|T" different choices of dual variable sequences. Here we see that in order to in-
voke a union bound on a finite number of dual variable sequences, it is required that we intro-
duce an e-net A for the dual variable A\s. We note that by choosing U = H, and ¢ = SAH/K,
we have |A| = K/SA. Taking the union bound over all these choices and replacing ¢’ with
§'/ (4SAHK)*54H Jog, K(2K)4H log, K|A|"), we can demonstrate that with probability at
least 1 — ¢/,

Z <ﬁs(,l¢3,,h - P87a,h7 Xh+1,s7a>

s,a,h

8
< P Z V(Ps,a,h7Xh+1,s,a) ( SAH]Og2K+T1 og 9l—2

s,a,h

A 4AH
5,') + = <6SAH10g§ K + Tlog

14

IA]

5/

)



Under review as a conference paper at ICLR 2025

holds simultaneously for all Z € C, all dual variable sequences, all 2 < [ < log, K + 1, and all
feasible sequences {Xh75,a}(s a.h)ES X Ax [H]" Finally, recalling our assumption 0 € Xj41 7, we see

that for every total profile Z and its associated feasible sequence { X}, 5 o}

Z max{< S(l()l h— s,a,h,Xh+17s,a> ,0} € Z <Ps(lé)1 h— 37a7h75('h,+1,s,a> | )A(:h-‘rl,s,a € Xht1,7,V(s,a,h)
s,a,h

s,a,h
holds true. Consequently, the uniform upper bound on the right-hand side continues to be a valid
upper bound on ) o.p, THAX {<]3(l) — P o, Xh+1751a> , O}. This concludes the proof. O]

s,ah

Lemma A.7. With probability at least 1 — 46" log(K H),

Proof. Note that (} = (EaeA ﬁk(a|sﬁ)QZ;(s§, a)— Qf}(si, aﬁ)) is a zero-mean random vari-

able conditional on 7* and is upper bounded by constant H. By lemma we have

K H

K H
ZZC ZZVarCh log6/+3Hlog§/

k=1h=1 k=1h=1

1 1
< 2\/2KH310g§ +3Hlog§

with probability at least 1 — 46" log(K H). O
Lemma A.8. With probability at least 1 — SAH?K?§/,
~ =k ~
Sy Pog o = Log, JVilknz < O(VH?K).
k=1h=1

Proof. We note that conditional on state-action palr (sk,ak), the vectors P, k gk, and lsﬁﬂ are

both independent of the value function estimate Vh "\ 1.7 Also, the vector Lo has the mean of

PS;CNGZJL. Hence, (PS’;T;va?lvh -1 I)Vhﬁflj is a zero-mean random variable bounded by H from
above, and we thus apply lemma and have

K H
. 1 1
S S Pyt — L, WVitas <2V2 ZZ (Pug op e Viiky ) log 5 +3H log =

k=1h=1 k=1h=1
with probability at least 1 — SAH?K?2§'. By lemmalA.10] we obtain our lemma. O
Lemma A.9. With probabilily at least 1 — 460" log(KH),

Z (Z Th Sh7ah Vl r( )) S O(\/ﬁ)

k=1
Proof. Note that conditional on 7*, £, = fo:l ri(sf,ak) — Vf,“: (s¥) is a zero-mean random
variable upper bounded by constant H. By lemma[A.17] we have
1
<22 ZVar (E%) 1og 5 + 3H log — 5

1 1
< 2\/2KH210g§ +3Hlog§,

with probability at least 1 — 4¢” log(K H ), where the last inequality holds because |E| < H. 0O
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Lemma A.10. With probability at least 1 — 6SAH K,

ZZ (Ps’fb,ah h"/h-‘rl 7) S O(H2K+ v H5K+ SAH3>7

k=1h=1

K H
ZZV( sh,ah,h’Vh+1 r) < O(H2K+ VH5K+SAH3).

=1h=1

=
-

Proof. This proof is modified from the proof to lemma 11 in Zhang et al.| (2024), and we show here
the parts where the proofs differ. First we write by direct calculation

Z v (Psf,a} kR Vh+1 r) Z Z << sk.ak, h’ sz_r—tlf) > <P5f’a} L Vh+l r>2)

k=1h=1

=
T

M 11
e

K H
k k SRk N2 k Ak 2
(Ph = Pl L ) + DS (Pl = L (Vi)

k=1h=1 k=1h=1

K H K H 9

N fﬁ-k k
30 SR = D0 DT (Pl o Wikr)

k=1h=2 k=1h=1
K H K H
Z Z k 2 k ok N2

< <Ps}’2,ah,h Ps;“,ah,ha(V}H»l r) > +ZZ<P52,aﬁ,h — 132+17(Vh+1f) >

k=1h k=1h=1

n
R
M:c

ok N ok ok ~
(Vh,F(SE) + <Pf§,a§7hvvh+1,f>) ( h,f-(slﬁ) - <Pskﬁ ak b Vh+1 7>> )

£
Il
-
>
Il
-

and since the value function estimates are bounded by H,

K H K H .
5 k 2 k R N2
= i <Psh’u’h7h PS; ,ak h (Vh+1 T) > + ;; — <Psﬁ,ah,h 132+17 (Vh+1i) >
K H
A —k k A~
—|—2HZZmax{ f:f(sh)_<P""ﬁ kh,Vh+1T> ()}
k=1h=1
K H K H
ph k AP k o L)
<SS (P = Pl V) + D0 (Pl = L (V000
k=1h=1 k=1h=1
K H
Rk ok AR kK Ark k 3 Ok
+ QHZ Z max {Vf:F(Sh) - QZ,F(Shaah) + QZ,T(SM ap) — ( sk,ak b Vhﬂ-ﬁ-l,F)a 0} .
k=1h=1
By definition of update rule of Q functions, we have
K H K H
Dk k Ak N2
< <P8ﬁ ab o~ Lak ab b Vh+1 7 > + Z Z < sk akn ~ Lak (Vi1 ) >
k=1h=1 k=1h=1

—I—QHZZ’I“h Sh,(lh +2Hz 7: Shaah +2HZZm3‘X{£h’O}

k=1 h=1 k=1 h=1 k=1 h=1
. ~ _k A _k _ Ak A _k .
where £f = V7 (s§) — Q7 (55 a) = Ypca 7 (alsh)QF (sk, @) — Qs (s} af) is a zero-mean

random variable conditional on 7% bounded by H. By the results of lemma 10 and 11 in|Zhang et al.
(2024), we finally bound

Z ZV( b s Vitk1r) < OUHPK + VIPE + SAH?),

h>
k=1h=1
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Similarly we can show that with probability at least 1 — 3SAH K§’,

K H K H 9

S (P W) = 303 (P ()" = 332 (Pupan Vi)

k=1h=1 k=1h=1 k=1h=1

K H K H K H 9
= Z Z <R§’ﬁ,a’ﬁ,h - 19’ﬁ ‘/h-‘rl > + Z Z Vh Sh - Z Z (<Ps*§ ah,hv Vh+1>> )

k=1h=1 k=1h=2 k=1h=1

H
Z<Psﬁ7ahah 15;@1 (th+1 >+2HZZmaX{ <Ps;;,ah,h7vh+1>70}

1 h=1 k=1h=1
K H 9 K H
S Z Z <Ps’fb,a’;:,h - ls’fb+1a (Vh],c-&-l) > + 2HZ Zmax {th (Sﬁ) - < s’;L,ah h» Vh+1> 70}
k=1h=1 k=1h=1
K H
+2H Y0 S max {(P oy 1~ Ppag o Vi) 0}
k=1h=1
K H K H K H i
S (P L (V)P 20 30D malshead) + 2850 S 8 (sha)
k=1h=1 k=1h=1 k=1h=1
K H K H
a3 ek 0 420533 s {(PY - P V) 0}
k=1h=1 k=1h=1

By the results of lemma 10 and 11 inZhang et al.|(2024])), we finally bound

K H
Y v (Ps}k;’a}k;’h, V,;’fjw) < O(H?K + VHSK + SAH®).
k=1h=1

A.2 PRIMAL-DUAL OPTIMIZATION ANALYSIS

Lemma A.11. If‘f/frg (s¥) — Vfrs (s’f)‘ < 0 holds, then

A H
Al < @ .
T (1= = (Ar+0)

Proof. Writing the empirical CMDP in eq. (3)) in its Lagrangian form,
V7 (sF) = maxmin V7 (sf) = = (ViT(sh) — 71 )

Using the linear programming formulation of CMDPs in terms of the state-occupancy measures L,
we know that both the objective and the constraint are linear functions of x, and strong duality holds
w.r.t. . Since p and 7 have a one-to-one mapping, we can switch the min and the max, implying,

71'1“’* kY — 3 T (K 75(A7r ky I)
Vl,r (s7) Iglzlgmfx Vl,r(sl) o Vl,g(sl) Tk
Since \F* is the optimal dual variable for the empirical CMDP in eq. ,

\ k% R
(Vretsh) = 71)

17
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Under the event where sz(s’f) - Vl’rf(slf)’ < @for <7 —c®— Ay, then

)\k:,*

> V7 (sF) + (—Ap+ (1 =) —B).

Hence, we have

k

(oo 2 OVETGH -V _ aH
(== Buth) - Bt

Lemma A.12. (Lemma B.2 of Jain et al.|(2022)). For any C' > X\* and any 7 s.t.
VT (sh) = W+ € (Welsh = ) < B,
’ ’ = +
we have

aB

(‘A/li,rg(Sk) - 7'1;>+ < m

Proof. Define v(v) = max,r{f/l’ff(slf) | Vfl(s’f) < 7/, — 7} and note that by definition, v(0) =
f/fr: " (s%), and that v is a decreasing function for its argument. Then, for any policy 7 s.t. Vfg(s’f) <
T}, — 7y, we have

R ko R 5\k,* .
Vlﬂf(sllc) - 7(V17Tp(5]1€) ) < mfjx Vfrf(slf) - (Vlﬂg(slf) - Tk)
NPy NP A akoe
= Vis (Slf) T o (Vl,g (Slf) - TI;)
= Afr; (s¥) = v(0) (by strong duality)
This further implies
5\]@,* . j\k,* L 5\]@,*
v(0) — o = Vl,i(Slf) - 1g(5]f) - Tli) - Y
Crm k S‘k’* Cr k /
= W":(s7) — 1,2(51) — (. =)

)\k’* Orm Orm
v(0) = ——v = max{V{T(s1) | VI (s1) < 7 =7} = v (%),
and thus )
)\k,*
<v(0) - .
L < w(0) - ()
Now we choose § = — (V{7 (sF) — /),

C — /\k,* ~ )\k,* _ C ~
—NWl=—7+=-Nl
! e

18
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Now let us bound v(7):
v(7) = max{ViTs(s1) | Ve(st) < 7+ (Va(sh) = 7h)+)

> max{ Af}(s’f) | Vf‘g(s’f) < V7 .(s¥)}  (tightening the constraint)

2 A1T~,r~(5]1€)
Finally,
C — o - aB
= <B é s k o ! _
il (Vi(s) = 7 < oo
O
Lemma A.13.

~k

T
o akx - 2k A [k 1 1 - -k
V(D) = Wa(sh) + 2 (W sh) = k) < 5 D20 S =) (7 = e (b))

Proof. For any episode k and any time step ¢ in the primal-dual iterations, the primal update ensures
that for any policy m,

; Sk
o A SRk 2 k AE o ok
V17rf: (s7) — Et(vf,ré(%) - 7'12) > ‘/1757:(51) - gt(VLg(Sﬁ - Tllc)
Let 7 be #%*, and rearrange:

~ ﬁ'k’* ~ ok Ak ~ ﬁ—k
Vi (s1) = Vig (s1) < (V1 () = VL (s1)).

Note that 7%* is the solution to the empirical CMDP in eq. H thus sz (s%) < 7/, and we have
Y Y NP VPR T g
Vm (s7) — V1,f (s7) < E(Tk -Vie (s1))-

Take average over T iterations,

T ~
~ ik 1 )\k ~ ik
= Z (W57 h) = T sh) < 2 30 25 (k= Wik (sh) -

To use lemma[A.T4] we rewrite as

T T

~ ik 1 A/~ ik 1 1 - Wf

= Z (W57 6h) = WD) )+ Yo = (Vi () = k) < 2 20 ~(W=2) (k= i (sD) -

t=1 t=1

Note that V1 e " (s%) is constant throughout T primal-dual iterations, and 77* is a mixture policy, then

T
o kox Ak g A ok 1 1 . o7k
V) = (st + 2 (We(sh) = 7)< 2 20 = =) (= V(D).

Lemma A.14. For any episode k, and primal and dual updates in eqs. (7)) and (8),
T
1 8 o gk e2+2¢U +n?H?  U?
=3 (M=) (- TEeh) < .
T ; ( t Tk 1e(s7)) < 2 + T

Proof. In this proof, for the simplicity of notations, we will only focus on primal-dual iterations in
an arbitrary episode k € [K], and thus we will drop all dependency on k when the context is clear.
The dual update is given by

;\t+1 =Ra [;\t —n(r’ — V1ﬁé(31f))]

19
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Particularly, we denote
M1 = Pou[Ae = n(r" = ViL(sD)))-
First, we shall look at |A; — A|:
Aerr = Al = [Ra[N 1] = Al = [RAN 1] = Mgt + Ay — A
< [RANga] = M| + 1A — Al
<e+ A — AL
Take square on both sides,
Aer1 = A2 <426 A, — A+ [Ny — AP
<X 42U + [N g — A2
<e?+2eU + [N — (' = ViL(sh)) — A2
=& 426U + A = AP = 20(7" = VIE(sT) (A = A) + 0P (1 = ViTe(sh))?
<e?+2eU + [N — A2 = 2n(7" — VL(sT) (Ae = A) + n? H.

Now we have

€2 4 2eU + n? H? N At — A2 = A1 — A2

N I _ VT (k) <
(e =N = V(s < ==, 5

By taking average over T iterations and telescoping, we have

T 2 2772 2 2
p 2t - sy < TR LA
< g2 +2eU + n*H? N A1 — A2
- 2n 2nT
< €2 +2eU +n?H? +L2
- 2n 2nT

A.3 USEFUL LEMMAS

Lemma A.15 (Optimism). With probability at least , for any deterministic policy m, reward function
gand s € S, h € [H], we have

V() 2 ViTy(s) = Vi (s).

Proof. First, we define the following function

20 |V(p,v)log £ 400 Hlog %
f(p,v,n) = (p,v) + max{ — (p,v)log 5 i %83
3 n 9 n

for any vector p € A®, any non-negative vector v € R obeying ||v||.oc < H, and any positive
integer n. We claim that

f(p,v,n) is non-decreasing in each entry of v. (16)

To justify this claim, consider any 1 < s < S, and let us freeze p, n and all but the s-th entries of v.
It then suffices to observe that (i) f is a continuous function, and (ii) except for at most two possible

. V(p,v) log & Hlog & .
choices of v(s) that obey % ® ’U; 58 = 400 =557 one can use the properties of p and v to
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calculate

df(p,v,n) 20 |20 [V(p,v)log L _ 400 Hlog & | P(s)(v(s) = (p,v))y/log 5
S = p(s) + L oy > ——
3 3 n 9 n nV(p7 ’U)

1 20 1 @Hlog% s)(v(s) — (p,v
:MQ+1{7N@wﬂ%yZ:ﬁﬂ%y} 3 H log 3 1&(%(2 (p,v)
nV(p,v)log 5

> min {p(s) +p(8)(v(s)mv>)ap(5)}

> sy { TG 200 1>

H

thus establishing the claim. We now proceed to the proof of lemma Consider any (h, k, s, a),
and we divide into two cases.

Case 1: N (s,a) < 2. In this case, the following trivial bounds arise directly from the value function
initiation: . A
Qg,g(sa Cl) = H Z Q‘I};,g(saa) Z 0 = Q‘I};,g(saa)a
Ving(s) =H >V, (s) > 0= ;:g(s).
Case 2: Nj(s,a) > 2. Suppose now that QZ+1,§ > Qhi1g 2 QZHW which also implies that

Vit s = Vit = Vit .- EQT 5(s,a) = H, then QF 2(s,a) > QF (s, a) holds trivially, and
hence it suffices to look at the case with Q;, g(s, a) < H. According to the update rule, it holds that

QAZ,.G(S?CL)

v (Psk,a,fﬂ Vhﬂ+1,g> log % N Hlog %
co
Nj(s,a) N (s,a)

=gn(s,a) + <13s,a,hv Vhﬂ+1,§> Ta

1
48H log % 17

3NFE(s,a)
48H log 3
3N} (s,a)

Zgh/(&a) + +f (Pia,h7vhﬂ+l,g’N}]f(Sva))

>gn(s,a) + + f (ﬁslfaymvhﬂﬂﬁg,l\f,’f(s,a))

for any (s, a), where the last inequality results from the claim and the hypothesis Vhﬂﬂ, G =
Viiiq 4 Moreover, applying Lemma 19, we have

9 v (Psk,a,h’ VfZTJrl,g) 1Og % 14H IOg %
N,’f(s, a) 3N,’f(s, a)

Dk
P ‘<P87a,h - P&(Lh? Vhﬂ+1,g>‘ >

2v (Psk,a,iw Vh’“ﬂ,g) log 3 7Hlog )

<P ’<13’“ —Pyan, V™ >‘>
> s,a,h sa,hy V41,9 N’lf(s’ a) —1 3N}lf(8, CL) -1

< 2§

This implies that with probability at least 1 — 2¢’,

f (P.s{c,a,h7 Vhﬂ+1,g’ N;LC(S,CL)) = <P57avh’ szr+1,g> + <P.s{€,a,h - Ps7a1h’ V}ZT+1,g>

v (Psk,a,h’ Vh7r+17g> log % 400 H log %

Tmax g NF(s,a) "9 Nf(s,a)

> <PS,(L,h) Vhﬂ+17g> .

21



Under review as a conference paper at ICLR 2025

Substitution into eq. gives: with probability at least 1 — 24,
Qf5(5,0) = gn(5,0) + (Poan Vilkrg) = Qf (s, a)-
The proof for QF , > Q;{ , 1s analogous and we leave out here. O

Lemma A.16. Recall the definition of N}’f (s’,i, aZ) in alg. 1| It holds that:

< 2SAH log, K.
kz:lhzjl maX{Nk (sk,af),1}

Proof. In view of the doubling batch update rule, it is easily seen that: for any given (s, a, h),

K

S a6 = (ha) < 2o,

2 e N (sh af).

since each (s, a, h) is associated with at most log, K epochs. Summing over (s, a, h) completes the
proof. O

Lemma A.17 (Freedman’s inequality). Let (M,,),>0 be a martingale such that My = 0 and |M,, —
M, 1| < ¢ (¥n > 1) hold for some quantity ¢ > 0. Define

Var,, = ZE [(Mk - Mk71)2|}_k—1]
k=1

Sor every n > 0, where Fy, is the o-algebra generated by (M, . . ., My,). Then for any integer n > 1
and any €, > 0, one has

2
[|M | > 2\f\/Varn log — 5 + 2\/610g 5 + 2clog 5] <log2 (n:) + 1) d.

22



	Introduction
	Notation

	Problem Setup
	Methodology
	Main results and Analysis
	Regret and constraint violation results

	Conclusion
	Appendix
	Regret analysis
	Primal-dual optimization analysis
	Useful lemmas


