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Summary

We consider the generalized movers’ problem i.e. finding any path that moves an object to
a desired goal while avoiding collisions. Even relaxing optimality requirements, the any-path
problem is computationally challenging. Namely, exponential in the degrees of freedom of
the object. Due to the curse of dimensionality, applying traditional search algorithms to the
discretized state space becomes infeasible as the state space grows. This motivated the use of
sampling-based methods. These sampling-based methods are fabula rasa and require complete
re-learning on each problem instance. Existing learning-based methods that attempt to leverage
shared structure aim to handle arbitrary changes in the environment. Often, this still requires a
significant number of samples and / or expert demonstrations. In practice, many robotics appli-
cations or UAV routing do not need to handle these pathological cases, where the environment
undergoes drastic change. Rather, they must only be able to avoid a minor mismatch with the
training environment while their route remains largely unchanged. We allow pre-training in
an obstacle free environment and show that combining contrastive reinforcement learning with
classical game-inspired search algorithms enables zero shot performance to unseen obstacles.

Contribution(s)

1. Propose formulation for the motion-planning problem that allows pre-training in an obstacle
free simulator.
Context: Existing motion planning (Garrett et al., 2021) focuses on solving planning
problems fabula rasa. Learning-based approaches typically require expert demonstrations
or many sample problem configurations (Tamar et al., 2016; Chen et al., 2019).

2. Propose initial combination of combining contrastive reinforcement learning (Eysenbach

et al., 2022) and gumbel monte-carlo tree search (Danihelka et al., 2022) to show the poten-
tial for pre-training in an obstacle free environment.
Context: Recent advancements in goal-conditioned reinforcement learning (Eysenbach
et al., 2022) enabled learning goal reaching policies for robotics systems with a high num-
ber of degrees of freedom. Combining with search, is a promising avenue for path planning
with obstacles.
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Abstract

We consider the generalized movers’ problem i.e. finding any path that moves an object
to a desired goal while avoiding collisions. Even relaxing optimality requirements, the
any-path problem is computationally challenging. Namely, exponential in the degrees
of freedom of the object. Due to the curse of dimensionality, applying traditional search
algorithms to the discretized state space becomes infeasible as the state space grows.
This motivated the use of sampling-based methods. These sampling-based methods
are tabula rasa and require complete re-learning on each problem instance. Existing
learning-based methods that attempt to leverage shared structure aim to handle arbitrary
changes in the environment. Often, this still requires a significant number of samples
and / or expert demonstrations. In practice, many robotics applications or UAV routing
do not need to handle these pathological cases, where the environment undergoes drastic
change. Rather, they must only be able to avoid a minor mismatch with the training
environment while their route remains largely unchanged. We allow pre-training in an
obstacle free environment and show that combining contrastive reinforcement learning
with classical game-inspired search algorithms enables zero shot performance to unseen
obstacles.

1 Introduction

The generalized movers’ motion-planning problem (Lozano-Pérez & Wesley, 1979) aims to find
any path that moves an object to a desired goal while avoiding collisions. The problem has a wide
range of applications, including self-driving (Teng et al., 2023), robotics (LaValle, 2006; Kunchev
et al., 2006; Orthey et al., 2023), and UAVs (Quan et al., 2020). Due to the curse of dimensionality,
traditional path-planning such as A* (Hart et al., 1968) becomes infeasible as any-path-motion-
planning is exponential in the degrees of freedom (Kozen & Yap, 1985) and shortest-path is NP-
hard Canny & Reif (1987). If the obstacles are moving, then even the any-path problem is NP-
hard and PSPACE-hard (Reif, 1979). Therefore, for high-dimensional problems, sampling based
planning algorithms (Orthey et al., 2023) have become the standard in practice. Notably, traditional
sampling-based algorithms (Williams et al., 2016; Durrant-Whyte et al., 2012; Kavraki et al., 1996)
are fabula rasa, meaning that they must find a suitable path from scratch for each new configuration.
To remedy this, there has been substantial work on learning priors or policies to help guide the search
(Zucker et al., 2008; Kim et al., 2017; Ichter et al., 2018; Huh & Lee, 2018). These methods rely on
handcrafted features or expert demonstration and typically do not generalize to changes in obstacle
configurations.

Instead we observe that (1) many real world applications have access to a “map” of the deployment
environment without obstacles and (2) these applications primarily require the agent to be able to



Reinforcement Learning Journal 2025

avoid sparse obstacles. For example, robots in a factory setting need to avoid occasional humans in
their path, or UAVs need to avoid a fallen tree. For these applications, the first observation motivates
us to leverage advancements in unsupervised reinforcement learning, particulary, contrastive rein-
forcement learning (Eysenbach et al., 2022). The second motivates us to avoid sample inefficient
trajectory based techniques and instead utilize heuristic based search methods common in reinforce-
ment learning for games (Silver et al., 2017; 2018; Schrittwieser et al., 2020; Danihelka et al., 2022).
This also provides the added advantages of these heuristics, such as support for stochastic / changing
dynamics and non-stationary obstacles over time.

1.1 Additional Related Work

Model Predictive Control: Similar to our approach, in MPC they consider a finite time horizon
to avoid the exponential explosion in the time horizon. Our method can be seen as using the goal
conditioned value function as a surrogate cost (Lowrey et al., 2019). However, in traditional MPC,
the optimization either has a closed form solution, or is differentiable and can perform gradient-
based optimization. We do not assume differentiable dynamics and therefore are most similar to
data-driven MPC, where they instead optimize with sampling based methods, such as (Williams
et al., 2016; Durrant-Whyte et al., 2012). However, these methods cannot fully leverage pre-trained
policies, so we suspect that they will be less sample efficient as we increase the degrees of freedom
of the system.

Goal-conditioned Planning: There has been a line of work concerned with using goal-conditioned
reinforcement learning with a hierarchical planner (Nasiriany et al., 2019; Dubey et al., 2021; Chane-
Sane et al., 2021), where in addition to a goal conditioned policy they learn a hierarchical planner
to plan intermediate subgoals. These works still focus on the same environment and aim to solve
the problem of horizon generalization (Park et al., 2025; Myers et al., 2025). Alternatively, in
Eysenbach et al. (2019a), they learn a goal-conditioned reinforcement learning to assign weights for
use in Djikstra’s algorithm (Dijkstra, 1959). However, this relies on low-dimensionality much like
the other previously discussed methods.

Learning-based motion planning: One approach to leverage structure across planning problems is
to learn a “work-space” conditioned policy (Tamar et al., 2016; Oh et al., 2017; Qureshi et al., 2019;
Chen et al., 2019). Here, a work-space is a 2D birds-eye view of the environment. These methods
can be seen as a representation learning methods, where they aim to jointly learn a representation
for the workspace and a policy on this latent representation. The final policy is used to guide existing
sampling-based motion-planning methods. These works require either expert demonstrations or be
trained incrementally interpolating from pure sample-based methods.

Unsupervised RL: Typically, unsupervised reinforcement learning consists of pre-training in a
reward-free environment with the hope of accelerating fine-tuning on the downstream task. Early
work aims to learn intrinsic rewards, which induce generally useful behavior (Pathak et al., 2017;
Eysenbach et al., 2019b; Pathak et al., 2019; Zhao et al., 2022). More related, recent work (Touati &
Ollivier, 2021; Machado et al., 2023; Touati et al., 2023; Carvalho et al., 2024; Agarwal et al., 2024)
is concerned with learning representations that linearly span all possible rewards. These methods
usually are related to the successor representation (Dayan, 1993) and aim to provide more stable al-
ternatives to successor features (Barreto et al., 2017; Borsa et al., 2018). Contrastive reinforcement
learning (Eysenbach et al., 2022) can be seen as an unsupervised reinforcement learning algorithm.
However, we immediately recover the goal-reaching policy without needing any additional learning
on the downstream task.

2 Problem

As previously discussed, as the state space grows (i.e. robots with a many degrees of freedom)
tabula rasa motion-planning algorithms become computationally intractable. Due to this, we must
allow for some inductive bias. In this work, we make the relaxation that the agent can undergo a pre-
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Figure 1: Train environment without obstacles (left) vs. eval environment with obstacles (right).
Similar to MPC, we assume that the task is solvable by only observing a finite horizon. Therefore, we
are more concerned with the second configuration, which more closely models real-world changes.

training phase, where they can learn in an environment without perfect knowledge of the downstream
deployment configuration.

Formally, we define the MDP problem studied in the paper below.

Definition 2.1. (MDP) We define an MDP as M = (S, A, p, po, T, ), where S is the set of states, A
is the set of actions, p : S X Ax 8 — [0, 1] are the transition dynamics, where p(s, a, s") represents
the probability of transitioning to state s’ given you are in state s and take action a, py : S — [0,1]
is the starting state distribution, v : S — R is reward function, and ~y is the discount factor. We say
the MDP is reward-free if it does not have a corresponding reward function.

Definition 2.2. (Obstacle-MDP) Given a set of obstacles Sops C S and an MDP M. The corre-
sponding Obstacle-MDP is the MDP M = (S, A, pops, Do, T, 7Y), Where pops are the same transition
dynamics as p except all obstacles states s € S,y are now absorbing.

Definition 2.3. (Goal-Parametrized Family of MDPs) Given a reward-free MDP M =
(S, A, p,po,7) the goal-parametrized family of M is given by

g(M) = {<Sa AapapOa rg77> | g€ S} )
where the MDPs of the family only differ from M in the reward function vy given by r4(s) = 1{s—g}
Definition 2.4. (Goal-Obstacle-Parametrized Family of MDPs) Given a reward-free MDP M =
(S, A, p,po,7) the goal-obstacle-parametrized family of M is given by

gO(M) = {<Sa“47p0bsvp07rga’7> ‘ ge S,Sobs C S} .
Goal-Conditioned Motion Planning Problem (GCMP): Given a reward-free MDP M, we want
to find the policy 7*, such that

7 = arg max Erregom) [Varls

our first insight can be seen as taking the expectation over a particular distribution on GO(M).
Note that we assume that the training and eval MDPs share the same dynamics outside of the states
containing obstacles. This is seen in Figure 1, where the goal-parametrized MDP is given by the left
gridworld environment, showing two possible goals without obstacles. On the right, are examples
of possible obstacle configurations.

3 Preliminaries

3.1 Contrastive Reinforcement Learning

Goal-Conditioned RL: In goal conditioned reinforcement learning (Liu et al., 2022), one aims
to solve the multi-task reinforcement learning problem (Schaul et al., 2015; Borsa et al., 2016;
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Vithayathil Varghese & Mahmoud, 2020) where tasks refer to reaching states in the environment.
As presented in Eysenbach et al. (2022), goal-conditioned RL can be seen as RL with the reward
function

rg(se,as) = (1 —¥)p(sev1 = g | 8¢, a1).

Contrastive RL: In traditional contrastive learning (Gutmann & Hyvirinen, 2010; Ma & Collins,
2018; Oord et al., 2019), one tries to learn the underlying data distribution by learning to distinguish
between positive (true) and negative (arbitrarily) generated samples. Explicitly, given distribution of
px(x), py(y) over datax € X,y € ) and the conditional distribution of positive pairs py,x (y | x)
over X x ), the InfoNCE loss (Oord et al., 2019) is
ef@yh)
LintoNE(f) = Boropy () 4t~y (vla) [log ZN’W] : M

_ ._q €
Y. NPy (y) i=1

At the optimum, f* 1);(1);7((16)\1/) This maximizes a lower bound on the mutual information between

2 and yT. For more details, see Oord et al. (2019).

The key insight in Eysenbach et al. (2022) is that we can learn a goal-reaching policy by maximizing
the probablity of reaching the goal under the discounted state occupancy measure (Puterman, 1994;
Sutton et al., 1999), where the discounted state occupancy measure is given by

oo
p" (st |s,a)=(1—-7) nyt_lpf;(s"r | 5,a).
t=1

Here, pI(s™ | s,a) is the probability density of reaching state s™ after exactly ¢ steps, starting at
state s, taking action a, and following policy 7 (a | s). Using a goal-conditioned policy 7 (a | s, g)
we get an analogous goal-conditioned state occupancy p™(s™ | s, a,g). We then want to optimize
the following objective

max By, (g).po(s),m(als.) D7 (s =g | 5,0, 9)].

Explicitly, we want to maximize the probability of reaching the goal state g under the policy (- |
$,9). To do so, we can modify (1). We introduce px(z) = p(s,a) as the data distribution and
py(y) = p(s™) as the distribution over the replay buffer i.e. sampling randomly picking some
previously visited state. Then

s,a,st
LR mfonce(f) = E(S@)Np(sia)7s+~{,w(s+|37a) llOg M] : 2)
sTn~p(sT) i=1
Solving this for f*, we have that f* satisfies
. P91 s,a)
exp(f*(s,a,9)) = p(g)c(s,a)°
where ¢(s, a) is a normalizing constant. Therefore, we can learn a goal conditioned policy as
7 (s,a,g) = arg max exp(f*(s,a,q)). 3)

This can be done using classical RL methods for continuous action spaces, such as DDPG (Lillicrap
etal., 2015) or SAC (Haarnoja et al., 2018) (L, Algorithm 6).
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3.2 Reinforcement Learning with MCTS

With the remarkable success of AlphaGo (Silver
et al., 2017), the application of MCTS-based search
(Coulom, 2006; Chaslot et al., 2008) in combination
with reinforcement learning has been successfully ap-
plied to increasingly challenging domains (Silver et al.,
2018; Schrittwieser et al., 2020; Brown et al., 2020;
Hubert et al., 2021; Antonoglou et al., 2022; Danihelka
et al., 2022).

Tree Preliminaries: To understand what follows, we
first explain the components of the tree. A tree is com-
posed of nodes corresponding to each state encoun-
tered in the search. For each state s, the tree 7 contains

(1) children of state s: C(s),

(2) the parents of state s: P(s) with their action,

(3) the rewards R (s, a) for action a taken in state s,
(4) the visit counts N (s, a) for action a taken in state s,

(5) a considered actions set: A(s) i.e. the possible
actions in state s. Can be chosen arbitrarily via
actions.

Additionally, the the search is often initialized with a
learned value function vg and policy mg.

A key component of tree search is maintaining an em-
pirical value function v that is updated based on sim-
ulations and used to guide future simulations. The
value function v is normally computed via the Bellman
backup with nodes in the search tree (see Algorithm 2).

Variation across algorithms normally occurs in the
choice of search policy. This can be seen in Algorithm
1, where we use general root and nonroot to perform
action selection at the root and non-root nodes in the
tree. An explicit instantiation of these for our algorithm
will be provided below.

4 Methodology

Algorithm 1: simulate

Input: logits 7, value v, state s
Input: transition kernel p, reward
function r
Vv
T+« (C,P,R,N)
a < root(v,m, s, T)
sy p(s,a)
while NV (s,a) > 0 do
s+ s
a + nonroot(?, m,s,T)
s'yr <+ p(s,a)
N(s,a) + N(s,a) +1
end
N(s,a) + N(s,a) +1
C(s) «+C(s)Us
P(s") « P(s") U (s,a)
A(s") + actions(m, s, ...)
R(s,a) «+ R(s,a)Ur
¥ < backup(T)
Output: 7,7

Algorithm 2: backup

Input: Tree 7, value 0, state s
while s # root do
s a < P(s)

N(s') =32, N(s',a)

N _ N(sH3(s)+R(s,a)+7D(s)
U(S/) = N(s)+1
s+ s

end

Output: update value ¢

Figure 2: General algorithm for a single
simulation of tree search using RL value

function v and policy 7.

Our algorithm consists of two components (1) pre-training a goal conditioned @-function
Q4,4 (8,a,g) and policy 74(s, g) using contrastive reinforcement learning (Eysenbach et al., 2022)
(see Section 3.1) and (2) using Q4. and 7 to guide a tree search (see Section 3.2). Throughout
this section, we consider a given evaluation MDP M g with goal g.

4.1 Initializing the Tree

As presented in Section 3.2, we can only populate the search tree with finitely many actions. To do
so, we follow a similar procedure to Hubert et al. (2021). Namely, we sample actions A, according
to the policy network mg(:|s, g).

Exploratory actions: We found that sampling from 7(+|s, g) even when adding noise did not pro-
vide diverse enough actions to properly avoid obstacles. Therefore, we added “fallback™ actions,
where we divide the number of actions by four and sample that many actions
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from the goal-conditioned policy conditioned on  Algorithm 3: actions
each of the cardinal directions with respect to the ~ Input: policy 7y, goal g, state s, num

goal. This is similar to safe reinforcement learn- actions n

ing, where it is often the case that they have asafe ~ A(s) < A(s) U { % actions ~ my(s, )}
“fallback” policy in the event that they cannot pro-  A(s) = A(s) U {7 actions ~ mg(s,gx)}
duce a safe action (Wagener et al., 2021; Liuetal.,  A(s) < A(s) U {Z actions ~ my(s, gr)}
2023). We then use the fallback actions and the A(s) < A(s)U{ ] actions ~ my(s, 37“)}

sampled actions Ayt as if it were the complete Output: A(s)
set of discrete actions according to the previous

section. This is shown in Algorithm 3. Algorithm 3: gg denotes a goal 6 degrees ro-
tated from g with respect to the agent.

Similar to the reasoning for deterministic non-root action selection, it is important that the ()-values
in the search correspond to a policy that the agent will actually take. Therefore, we found it best
to not randomly sample the goals but keep them fixed to ensure that the agent would have similar
actions available as during simulation. Additionally, the value of each node is initialized as the
average of the action produced soley by the actions generated from the true goal conditioned policy
i.e. The values of each state are computed as

ZQ¢¢SC‘9)

aEAg

Since we are sampling from 7y with replacement, E 4, ~x,[0(5)] = vx(s). This is because in our
search we still want states to be valued based on their potential for reaching the goal and this is best
conveyed through the value function corresponding to the goal-reaching policy.

Obstacle penalty: Similar to safe RL, we also observe that inducing a large obstacle hitting penalty
is esssential in order to properly guide the search. This is consistent with what has been found in
safe reinforcement learning (Massiani et al., 2023). In our experiments, hitting an obstacle induces
a reward of —50.

4.2 Performing the Search

Root Action Selection: Similar Danihelka et al. (2022), to utilize the updated (-values in our tree
policy we construct and use the completed (Q-values defined as

~ 0 if A >0
Completed () — Q(s,a), i (57' a)
Qy,4(s,a), otherwise
Here Q(s,a) = R(s,a) + 'ym 2srec(s) 0(8'). We can utilize these completed Q-values to
construct what is hopefully a better policy

root (s, T) = softmax(o(Completed(Q)) “4)

This is similar to root sampling in Danihelka et al. (2022), but we do not use Gumbel vectors
(Gumbel, 1954) because we are not distilling a policy and the exploration is not beneficial within a
single episode. Note that exploratory actions are primarily taken after the actions in .4, have resulted
in collisions because their initial Q(s, a) is much lower.

Non-Root Action Selection: Sampling from root(s, 7') in non-root nodes incurs additional variance
that increases with the depth of the search. Inspired by Grill et al. (2020), in Danihelka et al. (2022),
they utilize a deterministic policy to avoid this additional variance. Namely,

N(s,a)

S, NG b) ©)

nonroot(s,7) = argmax |root(als, T) —
a
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Algorithm 4: CRL-MCTS

Input: Reward-free mdp M, evaluation
MDP Mg € GO(M)
0,0,
(S, AT, po, ) + M
while pre-training do
o, f1/),¢ A CRL(Q, ¥, 9, M)
end
q=exp fy,¢
foreach M € GO(M) do
M + <Sa Avpobsvrgap0»7>
5~ po(s)
while goal not reached do
a ~ selection(7g, q, S, Pobs, T'g)
S ~ Pobs (37 a)
end

Algorithm 5: selection

Input: policy 7y, value v
Input: state s, transition kernel p, reward r
while m > 1 do
visits = LWJ
for visits times do
foreach a € A,,.,; do
T = simulate(s, a, .. .)
end
end
m < m/2
Apext < m samples ~ root(s, T)
end
Ayy1 < argmax, completed(Q(s, a))
Output: A;q

end

We adopt this non-root policy for our corresponding root. The derivation can be found in Danihelka
et al. (2022, Appendix E).

Sequential Halving: Similar to Danihelka et al. (2022), we can support stochastic dynamics via
sequential halving (Cazenave, 2014; Pepels et al., 2014; Fabiano & Cazenave, 2021). This is shown
in Algorithm 5. For the deterministic setting considered in this work, we take m = 1. A nice
illustration can be found in Danihelka et al. (2022, Figure 1).

The complete algorithm is given in Algorithm 4. We note that the final action is taken as the arg max
instead of sampling from root because we only have one episode in the evaluation MDP.

5 Experiments

5.1 Environments

We build upon JAX (Bradbury et al., 2021), MCTX (DeepMind et al., 2020), JaxGCRL (Bortkiewicz
et al.), and Stoix (Toledo, 2024). For our environment, we use the ant (Fu et al., 2020) BRAX (Free-
man et al., 2021), Mujoco (Todorov et al., 2012) environment. It has an 8-dimensional continuous
action space and 29-dimensional continuous state space. The reward is only on success, where
success is the same as prior work (Bortkiewicz et al.; Eysenbach et al., 2022; Zheng et al., 2024).

Task: In the static ant environment, both the goals and the obstacles are randomly generated. For a
given instance, we generate a goal position and randomly intialized starting position for the ant. We
then generate an obstacle between the agent and the goal by randomly selecting a point on the line
connecting the goal and starting position and then perturbing the coordinates by a small margin. An
example configuration can be seen in Figure 4.

5.2 Results

Across 10 seeds, we train Q-functions with contrastive RL in the obstacle-free environment and
then do evaluation in the static ant environment. Only 10 seeds were ran because little variation
was observed. We run 256 evaluations and take the percentage of success. In Figure 3 (1), we
see that with only 64 samples, we are able to reach 70% success rate, where the pretrained goal-
conditioned policy or pure search both fail dramatically. Furthermore, in (2) and (3), we see that as
we increase the number of samples to 256 we observe a greater than 90% success rate while still
taking less than 10 ms to make a decision.
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Figure 3: (1): Success rate as a function of 15 different checkpoints taken throughout pre-training
the goal-conditioned policy and Q-function for 64 simulations. Random -values still uses the final
policy to ensure reasonable actions are sampled. Results are averaged over 10 seeds for pre-training
and 256 evaluation environments. (2)-(3): We take the final checkpoint of our Q-function and scale
the number of simulations. In (2), we see as the number of simulations increases so does the success
rate. In (3), we see that this comes at the cost of steps per second.

Figure 4: A sample environment configuration and subsequent trajectory where the ant is able to
properly avoid the obstacle and reach the goal.

5.3 Discussion

We found there is an implicit tradeoff between the number of actions in each node in your search
tree and the depth of the tree. A key limitation of tree search in continuous action spaces is that we
need a good policy distribution to sample good actions to populate our tree. However, we found that
when the policy network is too good, even with a large number of samples, there are no actions in
the search tree that can avoid the obstacle. If you add noise to the distribution, the corresponding
noisy low-level actions are not meaningful and can cause the agent to enter an unrecoverable state.
Due to this, we found that the exploratory actions were a decent heuristic to introduce meaningful
alternative actions to the goal-reaching policy. However, this is still a relatively naive heuristic. A
promising avenue would be to sample the goals according to a hierarchical controller.

6 Future Work

A key limitation of tree search in continuous action spaces is that we need a good policy distribu-
tion to sample good actions to populate our tree. As discussed in the previous section, it would be
an interesting direction to try to leverage existing goal-conditioned planning to produce subgoals
(Nasiriany et al., 2019; Dubey et al., 2021; Chane-Sane et al., 2021) that avoid obstacles. Perform-
ing experiments with stochastic environment dynamics or even changing environment dynamics
between the test and evaluation MDP, would be very interesting and potentially a major advantage
of this line of research over traditional MPC and control methods. Additionally, we also hope to ex-
tend to more realistic models potentially learning a world model in the obstacle free environment in
combination with a map as defined in Chen et al. (2019), or obstacle detection. Ultimately, we hope
that this work introduces a new paradigm for motion-planning problems, leveraging obstacle-free
information.

Acknowledgment: The work is supported in part by NSF under grants 2112471, 2240981, and
2331780.
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Supplementary Materials

The following content was not necessarily subject to peer review.

A Experiment Details

For learning the goal conditioned policy and value function, we used the default hyperparameters
provided in Bortkiewicz et al. We used a deeper architecture as recommended by Wang et al. (2025).
Specifically,

Hyperparameter Value | Description

Activation function swish | Activation function.

Number of layers 8 Number of layers in the neural network.
Hidden units per layer | 1024 | Number of neurons in each hidden layer.
Skip connections 2 Number of skip connections

Table 1: Hyperparameter settings used in the experiments.

We provide the search hyperparameters below

Hyperparameter | Value | Description

Num simulations 64 Number of simulations used in the search.

Num samples 8 Number of actions available at each node
in search.

Obstacle penalty -50 | Reward penalty for hitting an obstacle

Table 2: Hyperparameter settings used in the experiments.

B Failed Experiments

» Exploratory Bonus: Instead of Gumbel we tried to add a UCB bonus to encourage visits at the
root node of unvisited actions.

e Deterministic Actions: We tried the deterministic action selection around the unit circle around
the agent. We did not observe a substantial difference.

C Algorithms
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Algorithm 6: CRL

Input: Critic parameters v, ¢, policy parameters 6, reward-free MDP M
(S, A, p,po,y) < M
while not converged do
g~ p(9)
50 ~ Do
foreach environment step do
at ~ mg(s¢, )
St+1 ~ D(S¢, ar)
D <+ DU (at, st,7(5e,at))
end
foreach gradient step do
¥ <= 9 — aVy LRL nfoNcE (fy,6 (D))
¢ < ¢ — aV 4 LRLntoNCE(fy,6 (D))
0+ 0—aVyL,(0)
end
end




