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Abstract001

Citations are important for ensuring the in-002
tegrity of scientific literature. However, auto-003
mated citation verification remains a challenge004
due to a lack of dedicated datasets and limited005
research focus. In this paper, we introduce an006
open-source and automated pipeline that inte-007
grates citation retrieval and unrelated citation008
detection. We have built an annotated dataset009
to ensure the reliability of our pipeline, which010
can also be used by others to enhance citation011
verification tasks. We have also validated the012
pipeline’s applicability to real situations, suc-013
cessfully identifying unrelated citations in real014
scientific papers. Our work is useful as it assists015
research integrity scientists to identify potential016
scientific fraud in a more efficient way.017

1 Introduction018

Citations are an important part of scientific pa-019

pers. They are useful for tracking the progression020

of knowledge, and also for assisting readers in021

constructing a framework to build new hypothe-022

ses (Horbach et al., 2021). During the process of023

writing scientific papers, however, researchers may024

make mistakes when citing others, resulting in un-025

reliable citations. These unreliable citations can026

arise from many reasons: misinterpretation of the027

cited studies, careless writing, an error in DOI, or028

other unintentional factors. A notable example is029

the Vickers case (Vickers, 2017), where an error030

in the DOI resolution mechanism (da Silva et al.,031

2023) led to the paper being cited by thousands of032

completely unrelated studies. However, unrelated033

citations can also result from deliberate miscon-034

duct, such as citations generated by paper mills.035

Abalkina and Bishop (2023) described paper mills036

as organizations that sell authorship and citations037

for publications placed in legitimate journals.The038

citations generated by papermills are often mean-039

ingless and irrelevant to their cited studies. Such040

unrelated citations can lead to the distortion of cita- 041

tion counts and result in potential wrong decisions 042

when these numbers are used in real life (e.g. for 043

individual promotion or to calculate research im- 044

pact). 045

We introduce our automated pipeline for detect- 046

ing such unrelated citations, the ones that are unre- 047

lated and completely irrelevant to their cited stud- 048

ies (An example in Appendix 5). Detecting such 049

citations can be helpful for identifying citation ma- 050

nipulation behaviors and potential paper mills. To 051

our knowledge, many research integrity scientists 052

currently rely on manual methods to collect and 053

analyze academic articles. While some may use 054

AI chatbots (e.g., ChatGPT (Achiam et al., 2023), 055

DeepSeek (Guo et al., 2025)) to assist their work, 056

these tools may have limitations for large-scale 057

analysis due to their high costs and data privacy 058

restrictions. To the best of our knowledge, no exist- 059

ing automated pipeline or systematic method can, 060

given a paper’s DOI, verify whether its citations 061

contextually correspond to the content of the cited 062

works. 063

To address this gap, our open-source pipeline 064

integrates three key functions: citation extraction, 065

cited article retrieval, and textual similarity assess- 066

ment. Given the DOI of a paper, the pipeline auto- 067

matically verifies citations by comparing each cita- 068

tion context with the corresponding cited abstract 069

(when accessible). To validate the effectiveness of 070

our pipeline, we have also collected and annotated 071

different datasets to check the performance of meth- 072

ods integrated in our pipeline. These datasets will 073

also be open-sourced and can be used by others for 074

different purposes. We also applied our pipeline 075

on random DOIs that have cited retracted papers 076

to spot potential unrelated citations. Our pipeline1 077

enables research integrity scientists to efficiently 078

screen citations across scientific papers more effi- 079

1Link will be provided upon acceptance
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ciently, making it easier and faster to detect and080

combat unrelated citations.081

2 Related Work082

Citations in scientific papers have been a research083

subject in natural language processing (NLP) and084

scientometrics, ranging from identifying citation085

intent/function and sentiment to citation recommen-086

dation.087

Currently, there are tools such as Nicholson et al.088

(2021) that identify citation contexts and their func-089

tions in research papers to showcase how a cer-090

tain work is cited throughout the literature. Other091

researchers in NLP showed efforts in providing092

annotated datasets for citation function/sentiment093

(Athar, 2011) and approaches for automatic classi-094

fication tasks (Teufel et al., 2006). Some examples095

to the labels used in classification tasks in such096

works are "negative", "positive", and "objective"097

(Liu, 2017), or distinguishing "critical" from "non-098

critical" citations (Te et al., 2022).099

Following such use of citations in the NLP lit-100

erature, citation recommendation systems have101

emerged as an important application. It can be102

viewed as the inverse task of detecting unrelated103

or inappropriate citations. For example, Buscaldi104

et al. (2024) frame citation prediction as both a105

Mask-Filling and a Named Entity Recognition106

problem, proposing transformer-based models en-107

hanced with NLP heuristics.108

To the best of our knowledge, the only prior109

study that directly tackles the automatic detection110

of unreliable citations is Sarol et al. (2024), who111

assess citation integrity in biomedical literature,112

which is more similar to our task. For this pur-113

pose a total of 3,063 citations are annotated and114

labeled in 8 different classes: Accurate, Contra-115

dict, Not_Substantiate, Irrelevant, Oversimplify,116

Misquote, Indirect and Etiquette. The proposed117

approach is structured into 2 steps: (1) extracting118

relevant evidence from the referenced paper, and119

(2) predicting a label by integrating the citation con-120

text with the retrieved evidence. In this particular121

setup, both steps are reported to be challenging for122

both human and machine. Despite human training123

and providing guidelines, the consistency of anno-124

tators remained lower than expected. Automatic125

annotation with these 8 labels was also found to be126

extremely challenging for the models they tested127

(e.g. fine-tuned BERT model, GPT-3.5-turbo, GPT-128

4). Therefore the task was redefined using only129

three labels: ACCURATE that groups the two labels 130

Accurate and Indirect. NOT_ACCURATE by group- 131

ing the Contradict, Not_Substantiate, Oversimplify, 132

Misquote and Etiquette labels. IRRELEVANT that 133

is composed of the sole previous Irrelevant label. 134

The main difference between this work and ours is 135

our accessible pipeline and our inclusion of unre- 136

lated citations, which is completely not in the same 137

research field with the cited article. 138

In this work, we focus on detecting unreliable 139

citations, a task that requires retrieving, building 140

datasets, integrating information from the cited pa- 141

per and textual similarity assessment. While Liu 142

et al. (2024) addressed only the feasability of auto- 143

matic detection of off-topic citations, our approach 144

extends a pipeline by proposing a structured frame- 145

work to systematically evaluate citation relative- 146

ness within its broader context. 147

3 Pipeline Architecture 148

Our pipeline integrates three core functions: (1) ci- 149

tation context extraction, (2) cited abstract retrieval, 150

and (3) textual similarity assessment (Appendix A). 151

Given a list of DOIs, the pipeline first retrieves full- 152

text XML files from the PubMed Central (PMC) 153

database (Roberts, 2001). For each XML file, cita- 154

tion contexts are extracted, and the corresponding 155

cited abstracts are fetched via PubMed and Cross- 156

Ref APIs. The reliability of each citation is then 157

assessed by calculating textual similarity between 158

the citation context and the cited abstract to detect 159

unrelated citations. Due to copyright restrictions, 160

not all cited articles are fully accessible, but our 161

pipeline can easily be extended to query other data 162

sources. 163

To evaluate the retrieval coverage of our pipeline, 164

we used a sample of 2000 papers that cite re- 165

tracted publications. We retrieved2 this data from 166

the Problematic Paper Screener’s (PPS)(Cabanac 167

et al., 2022) Feet of Clay Detector which automati- 168

cally flags publications that cite retracted works for 169

post-publication reassessment. Our experiments re- 170

vealed that approximately 30% of DOIs are acces- 171

sible as full-text documents, and 50% of cited ab- 172

stracts are retrievable with CrossRef3 and PubMed 173

APIs 4 (Table 1). 174

2Downloaded on 15th of April 2025
3https://api.crossref.org/swagger-ui/index.html
4https://www.ncbi.nlm.nih.gov/home/develop/api/

2



Total Random DOIs Retrievable DOIs Abstracts of Retrievable DOIs Retrievable Abstracts
30 10 1297 631
50 15 2266 1007
50 11 1221 717
50 14 2247 1167
100 31 5254 2848

Table 1: Number of Retrievable Full-Text DOIs within Random DOIs Sampled from Feet of Clay Dataset

3.1 Citation Context Extraction175

We define the citation context as the sentence con-176

taining the reference marker (e.g., citation number177

or author-year format). To ensure sufficient context178

for analysis, we expand this to include both the179

preceding and following phrases when the original180

citation context is shorter than 125 characters. This181

extended context provides more meaningful text182

for textual similarity assessment.183

3.2 Cited Article Retrieval184

For each extracted citation context, the pipeline185

first identifies the referenced articles by prioritizing186

their PubMed PMIDs 5. If a PMID is unavailable,187

it extracts the article’s DOI instead. After that, the188

pipeline queries the PubMed and CrossRef APIs189

to locate these cited articles and retrieves their ab-190

stracts for further analysis.191

3.3 Textual Similarity Assessment192

We have experimented with two approaches: pre-193

trained language models (PLMs) approach and text-194

overlapping approach to assess the textual similar-195

ity between citation context and the cited abstract.196

To perform these experiments we build a synthe-197

sized dataset that that contains both related and198

unrelated citations 3.3.1. We then pick the best199

method to integrate into our pipeline to check its200

efficacy in real world situations.201

3.3.1 Experimental Dataset202

Our dataset includes two types of citations:203

Related Citations: Citations that are relevant204

and correspond to the cited works. These citations205

were collected from trusted journals such as The206

Lancet, Cell, and Joule using Elsevier6 and Cross-207

Ref APIs. These journals are selected for their208

rigorous peer review, assumpting thus citation reli-209

ability.210

Unrelated Citations: Citations belonging to an-211

other research topic and totally irrelevant to the212

5Unique identifiers for PubMed papers
6https://dev.elsevier.com/

cited paper. These were created artificially by pair- 213

ing citation contexts from our related citations with 214

irrelevant abstracts. To find these abstracts, we 215

searched CrossRef API using five unrelated key- 216

words, collecting about 100 abstracts per keyword 217

(500 total). Each citation context is then randomly 218

matched with 15 abstracts from three different key- 219

words. This mimics how unrelated citations often 220

appear in practice. 221

3.3.2 PLMs Approach 222

This approach calculates cosine similarity scores 223

between embeddings of citation contexts and their 224

corresponding cited abstracts. Embeddings are 225

generated using six models: BERT (Devlin et al., 226

2018), SBERT (Reimers and Gurevych, 2019), Dis- 227

tilBERT (Sanh et al., 2019), and T5 (Raffel et al., 228

2020). For each model, we extract embeddings 229

from the final hidden state, mask padding tokens, 230

and average the embeddings of all tokens in the 231

input text. 232

3.3.3 Text-Overlapping Approach 233

This approach calculates textual similarity based 234

on overlapping text proportions. It is faster and has 235

lower computational demands compared to PLMs. 236

The workflow involves two steps: (1) Remove stop- 237

words (using NLTK (Bird et al., 2009)) from both 238

the citation context and the cited abstract. (2) Ap- 239

ply different metrics: BLEU, ROUGE, and Jaccard 240

to calculate the textual similarity between citation 241

context and the corresponding cited abstract. 242

3.3.4 Threshold Selection 243

For every method in both approaches, we use 244

ROC curve to determine the optimal similarity 245

score threshold, calculated within our experimen- 246

tal dataset. If the similarity score between citation 247

context and the cited abstract is higher than the 248

threshold, then the citation is considered related, 249

vice-versa. 250

Table 2 represents the performance of different 251

methods on our dataset. 252
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Method Experimental Dataset
F1 Score Precision Recall

SBERT 0.98 0.99 0.98
DistilBERT 0.90 0.90 0.90
BERT 0.90 0.91 0.89
T5 0.70 0.73 0.68
Rouge 0.76 0.72 0.79
Bleu 0.68 0.71 0.65
Jaccard 0.86 0.93 0.81

Table 2: Performance of citation verification methods
on our synthesized experimental dataset

4 Application of the pipeline in real253

situations254

We did two experiments to analyze the possibil-255

ity of applying the pipeline in real situations. (1)256

Test on Annotated Dataset (Test-set): We built an257

annotated dataset which includes both related and258

unrelated citations extracted from real papers to test259

each method integrated in our pipeline 4.1. (2) Sim-260

ulated Deployment: We run our pipeline through261

150 random DOIs in the Feet of Clay dataset (Ca-262

banac et al., 2022), simulating how research in-263

tegrity scientists might use it to flag potential unre-264

lated citations in practice 4.2.265

4.1 Test on Annotated Dataset (Test-set)266

Dataset: We manually collected both related and267

unrelated citations in scientific papers across dif-268

ferent research fields. We have 430 unrelated and269

113 related citations in this dataset. Most of the270

unrelated citations are extracted from papers in271

Vickers’s case. Two annotators independently la-272

beled each citation by comparing its context with273

the corresponding cited paper’s abstract. Citations274

were retained in the dataset only upon full inter-275

annotator agreement, with 24 citations excluded.276

Test: For each citation in the annotated dataset,277

we apply different methods from both approaches.278

The pipeline classifies citations as reliable if their279

similarity score exceeds the threshold, and unreli-280

able otherwise. The classification performance is281

calculated using standard metrics: F1-score, pre-282

cision, and recall. The results are in the table 3.283

We noticed a drop of performance in the Annotated284

Dataset, this is mainly due to the unbalanced data,285

and the optimal threshold determined only on Ex-286

perimental Dataset. We can see that SBERT has287

the best F1 score, so we choose to use this method288

for the following simulated deployment test.289

Method Annotated Dataset (Test-set)
F1 Score Precision Recall

SBERT 0.88 0.80 0.98
DistilBERT 0.77 0.66 0.93
BERT 0.75 0.62 0.94
T5 0.52 0.45 0.63
Rouge 0.69 0.63 0.76
Bleu 0.66 0.66 0.65
Jaccard 0.68 0.54 0.92

Table 3: Performance of citation verification methods
on annotated dataset

4.2 Simulated Deployment 290

We sampled 150 DOIs randomly from the Feet of 291

Clay dataset and ran our pipeline using SBERT as 292

its textual similarity verification method. There 293

are, in total, 40 retrievable DOIs from PMC among 294

the 150 DOIs, and in total 2891 retrievable cited 295

abstracts among 5734 cited abstracts. After elimi- 296

nating 18 citations with incomplete citation context 297

or cited abstract, 38 citations within 13 DOIs have 298

been marked as Unrelated by our pipeline. Among 299

these 38 citations, two annotators verified manually 300

and agreed on spotting 15 Unrelated citations in 301

6 different DOIs. 22 of the 38 citations were an- 302

notated as Not sure, and only 1 citation was anno- 303

tated as Related. This demonstrates the pipeline’s 304

potential to assist research integrity scientists in 305

efficiently detecting potential unrelated citations, 306

even with partial data accessibility. 307

5 Conclusion and Future Work 308

In this article, we presented an open-source 309

pipeline for automated citation relativeness verifi- 310

cation. We tested the pipeline on annotated dataset 311

collected from scientific papers, and it also suc- 312

cessfully spotted potentially unrelated citations in 313

a random sample of publications. Our work can be 314

useful for assisting publishers, conference commi- 315

tees or research integrity scientists to spot potential 316

unrelated citations easier and we look forward to its 317

future use. Future work will focus on: (1) enhanc- 318

ing the retrieval coverage of our pipeline through 319

integration with other open-source APIs. (2) de- 320

veloping computationally lightweight methods to 321

improve the cost-efficiency of citation verification. 322

(3) establishing a systematic taxonomy to catego- 323

rize nuanced types of citation reliability. 324
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Limitations325

Our pipeline uses the abstracts of cited papers for326

verification, operating under the assumption that327

they contain sufficient information to assess cita-328

tion validity. While this approach proves effective329

for identifying unrelated citations, it faces chal-330

lenges in detecting nuanced discrepancies such331

as subtle misrepresentations or partial inaccura-332

cies. Similarly, our textual similarity-based meth-333

ods faces the same limitations in addressing such334

complex cases.335

The application of our pipeline in real situations336

is still limited, as our annotated dataset is not very337

large and our simulated deployment is only on the338

Feet of Clay dataset. The Feet of Clay dataset fo-339

cuses on papers citing retracted articles, which may340

not represent all types of unreliable citations we341

can come across in the literature.342

A further constraint arises from copyright re-343

strictions: our pipeline can only verify citations344

to open-access papers, resulting in lower retrieval345

rates and a reliance on the availability of publicly346

accessible content.347
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Figure 1: Structure of our pipeline
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N° Label Citation context Abstract of cited paper
(1) Related Differently, transformer is a type of

neural network mainly based on self-
attention mechanism [35], which can pro-
vide the relationships between different
features.

The best performing models also connect the encoder
and decoder through an attention mechanism. We pro-
pose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with
recurrence and convolutions entirely. ...

(2) Unrelated The contribution of organic materials has
been well acknowledged in the applica-
tion of electronic devices [28–32].

Male moths compete to arrive first at a female releas-
ing pheromone. A new study reveals that additional
pheromone cues released only by younger females may
prompt males to avoid them in favor of older but more
fecund females.

Table 4: Example of related and unrelated citations

Similarity Score
SBERT

Citation Context Abstract of Cited Paper

0.02 MicroRNAs are highly sensitive to en-
vironmental stressors, as is well demon-
strated in the lung for cigarette smoke [
297 ] and airborne pollutants [ 298 ].

The liming/unhairing operation is among the important
processes of the leather industry. It generates large
amounts of effluent that are highly loaded with organic
hazard wastes. Such effluent is considered one of the
most obnoxious materials in the leather industry, causing
serious environmental pollution and health risks. The
effluent is characterized by high concentrations of the
pollution parameters. Conventional chemical and/or bi-
ological treatment of such wastewater is inefficient to
meet the required limits of standard specifications, due
to the presence of resistant and toxic compounds. The
present investigation deals with an effective treatment
approach for the lime/unhair effluent using the Fenton re-
action followed by membrane filtration. The experiment
was extended to a laboratory pilot-scale in a continuous
treatment study. In this study the raw wastewater was
treated with the predetermined Fenton’s optimum dose
followed by membrane filtration. The wastewater was
efficiently treated and the final effluent met the standards
for unrestricted water reuse.

Table 5: A potential unrelated citation from Simulated Deployment (Also spotted in PubPeer: )
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