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Abstract

Web navigation is a unique domain that can automate many repetitive real-life
tasks and is challenging as it requires long-horizon sequential decision making
beyond typical multimodal large language model (MLLM) tasks. Yet, specialized
reward models for web navigation that can be utilized during both training and
test-time have been absent until now. Despite the importance of speed and cost-
effectiveness, prior works have utilized MLLMs as reward models, which poses
significant constraints for real-world deployment. To address this, in this work,
we propose the first process reward model (PRM) called WEB-SHEPHERD which
could assess web navigation trajectories in a step-level. To achieve this, we first
construct the WEBPRM COLLECTION, a large-scale dataset with 40K step-level
preference pairs and annotated checklists spanning diverse domains and difficulty
levels. Next, we also introduce the WEBREWARDBENCH, the first meta-evaluation
benchmark for evaluating PRMs. In our experiments, we observe that our WEB-
SHEPHERD achieves about 30 points better accuracy compared to using GPT-40
on WEBREWARDBENCH. Furthermore, when testing on WebArena-lite by using
GPT-40-mini as the policy and WEB-SHEPHERD as the verifier, we achieve 10.9
points better performance, in 10x less cost compared to using GPT-40-mini as the
verifier. Our model, dataset, and code are publicly available at LINK.
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Figure 1: Performance and cost-efficiency of WEB-SHEPHERD (3B). WEB-SHEPHERD achieves the
state-of-the-art performance while requiring significantly lower cost compared to existing baselines.
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1 Introduction

Web browsers serve as a common interface for countless digital tasks, making automation in this
space a natural focus for recent advances in intelligent agents. Recent advances in multimodal large
language models (MLLMs) have enabled agents to handle basic web interactions, such as retrieve
addresses from map services or navigating simple webpages [1, 2]. However, current agents remain
highly unreliable, often exhibiting brittle behaviors such as repeatedly entering the same query when
encountering minor issues, eventually failing the task [3—5]. This unreliability primarily stems from
the long-horizon nature of web navigation, requiring agents to reason across multiple steps and
maintain goal-directed planning, which MLLMs often find challenging [6]. Hence, to create a better
performing web agent, there is a need for better learning methods and inference-time algorithms.

One effective method that allowed large language models (LLMs) to perform well across various tasks
is using a reward model to perform search at test-time (e.g., Best-of-n), or using it for Reinforcement
Learning (e.g., RLHF). However, specially trained reward models have been under-explored in the
web navigation domain. Prior works such as Pan et al. [7] and Koh et al. [8] do not train separate
reward models, but instead employ MLLMs as evaluators in inference-time algorithms, which has
fundamental problems. First, using the evaluation from prompted MLLMs becomes a significant
constraint in web navigation where speed and cost are crucially important. For example, using only
GPT-4o for tree search on WebArena (consisting of 812 queries) requires approximately $14,000, and
running inference on one A100 takes 40 hours, which is a major obstacle to deploying MLLMs as
web navigation agents in real-world scenarios. Additionally, throughout our experiments, we confirm
that prompting MLLMs performs worse than trained reward models. In summary, considering speed,
cost, and performance, specially designed reward models for web navigation are absolutely necessary.

To address these challenges, we present WEB-SHEPHERD, which is, to the best of our knowledge,
the first reward model trained specifically for evaluating trajectories of web navigation. In
particular, WEB-SHEPHERD is designed as a process reward model (PRM) rather than an outcome
reward model (ORM), because unlike other domains, ORM cannot be integrated into test-time
algorithms in web navigation. For example, in mathematics, an LLM can write multiple solutions
and the ORM can choose one, but in web navigation, if an LLM makes eight attempts to book a plane
ticket, the airplane ticket cannot be refunded, so decisions about which action to take must be made
at the process level. Furthermore, even during training-time, PRM can provide more fine-grained
reward signals, making it more reliable than ORM [9, 10]. WEB-SHEPHERD employs a structured
checklist that explicitly decomposes high-level user instructions into clear, interpretable subgoals.
By referencing this checklist as evaluation criteria, WEB-SHEPHERD accurately assesses step-level
progress, enabling precise and robust guidance throughout agent trajectories.

The key contribution of this paper is that we also provide a suite of training data and benchmark
to test PRMs for web navigation. First, we release the WEBPRM COLLECTION, which contains
human-crafted instructions that covers diverse tasks across multiple difficulty levels. The notable
feature of the WEBPRM COLLECTION is that it contains 40K step-level annotations for which action
an agent should take and that each instruction contains an annotated checklist—structured sequences
of subgoals that enable WEB-SHEPHERD to make accurate judgments. Second, we release the
WEBREWARDBENCH, the first meta-evaluation benchmark to assess PRMs in web navigation. The
WEBREWARDBENCH allows practitioners to test newly proposed PRMs without running resource-
intensive web navigation agents, enabling efficient testing of different design choices and conducting
ablation experiments. WEB-SHEPHERD achieves 85.0% performance on the WEBREWARDBENCH
(WebArena set), significantly outperforming GPT-4o0-mini with prompting at 5.0%. Furthermore,
when using WEB-SHEPHERD’s reward as guidance in tree search on GPT-40-mini policy, it achieves
34.55% success rate on WebArena-lite [1, 11], confirming it is 10.9 points better in performance, and
10x more cost-effective than using GPT-40-mini as the evaluator.

2 Related Work

MLLM-based web agents. Multimodal large language models (MLLMs) have emerged as power-
ful foundation models for web agents due to their strong generalization capabilities and adaptability to
diverse interface. Previous work has leveraged MLLMs to complete web tasks via carefully designed
instructions, often augmented with external tools (e.g., grounding module or verification) [12—-15] or
workflow [4]. Moreover, other approaches have trained MLLM-based agents to imitate expert trajec-



tories using next-token prediction objective [16—18]. While these models perform well in-distribution,
they often fail to generalize to unseen environments. To overcome these challenges, recent research
has increasingly focused on inference-time scaling [7, 19] or reinforcement learning (RL) [20-22],
which enables agents to improve decision-making through reward feedback.

Inference-time scaling for web agents. Inference-time scaling has emerged as a crucial approach
for multi-turn interactions in web environment. Recent studies have explored techniques such as
tree search [23, 19], long chain-of-thought (CoT) [24, 25], and incorporating verifiers or judges
to enhance agent performance with natural language feedback [26, 27]. For example, Pan et al.
[27] use a prompting-based evaluator to assess whether a trajectory is successful; if not, they apply
Reflexion [26] to retry based on the generated feedback. Extending this direction, other work [8, 5]
investigates an interesting direction that tries to search the optimal browsing path with a prompted
value function and A*-like algorithm and world model.

Rewards for web navigation. Prior works rely on binary rewards (success or failure) [21, 22] from
rule-based evaluations that require human annotation and lacks scalability in dynamic web environ-
ments [1, 3]. To address these, recent studies have explored leveraging LLMs via prompting [14, 7]
or training outcome reward models (ORMs) [20]. However, binary reward offers limited guidance for
credit assignment, especially in long-horizon tasks. To enable more informative feedback, the reason-
ing literature has introduced process reward models (PRMs), which assign step-level reward [9, 10].
Building on this idea, recent work has explored using LLMs to estimate state-action values by
prompting [19, 28, 29]. Nevertheless, the reliability and efficiency of MLLMs as process-level reward
models remain underexplored. In this work, we aim to develop a PRM for web agents to support
effective learning and cost-efficient inference-time guidance.

3 Preliminaries

We formulate the web navigation problem as a partially observ-
able Markov decision process (POMDP) defined by the tuple
(S, A,0,T, R), where S is the set of environment states, A is
the set of agent actions, O is the set of observations, T'(s” | s, a)
is the transition function, R(s,a) is the reward function. At
each time step ¢, the agent receives a browser-rendered obser-
vation o, € O that only partially reflects the true underlying
state s; € S. In the context of web environments, o; consists
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4 WEBPRM COLLECTION

The major challenge of building a PRM in web navigation is the lack of a training dataset. To address
this, we collect WEBPRM COLLECTION, the first dataset for training PRMs for web agents. Our goal
is to collect a dataset D that contains (I,0,C, A*, A™), where AT is a sequence of chosen actions
(af,a3,...,a}l), ie., an expert trajectory, and A~ is a sequence of rejected actions (a; ,a; , ..., a; )
along with the checklist C, observations O = (01, 02, ..., 0, ), and user instruction I.

4.1 Collecting User Instruction and Expert Trajectory

From human experts, we collect user instructions I and the chosen actions A*. We select websites
that permit access via playwright from the pool of sites used in Mind2Web [16]. Prior to annotation,
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Figure 3: Overview of the dataset collection process of WEBPRM COLLECTION (top) and an

example instance of our dataset (bottom).

all annotators participated in a three-hour training session designed to familiarize them with our
annotation toolkit and to clarify the differences between human and agent browsing behaviors.
Following annotation, all collected data were reviewed by a panel of 10 human evaluators to ensure
quality and consistency. During this process, we filtered out invalid trajectories that could not be
reproduced, as well as vague instructions prone to misinterpretation. Annotators were instructed to

craft instructions I spanning three difficulty levels:

4.2 Annotating Checklist and Rejected Action

ChecKlist.

easy, medium, and hard.

To mitigate bias toward specific websites and reduce sensitivity to action orderings, we

construct coarse-grained checklists that emphasize meaningful task progress over exact execution
steps. For example, fine-grained actions such as filter A and filter B are abstracted into a higher-level
subgoal like filtering. This abstraction enables the model to generalize across semantically equivalent
strategies. Given an instruction I and an expert trajectory A", we use GPT-4o to generate subgoal

analysis and corresponding checklists.

Rejected actions. To collect rejected actions a; ,
we sample 5 candidate actions from diverse poli-
cies and select those that differ from the expert
action af . However, some of these alternatives
may correspond to valid but different actions to-
ward task completion (e.g., £111(423, ‘‘Sony
Camera’’) vs. click(search_box)), rather than
being truly suboptimal or incorrect. To minimize
such cases, we apply rule-based filtering and col-
lect up to five rejected actions a, per expert action
a;f. More details about dataset construction are
provided in Appendix B.

4.3 Dataset Statistics

As shown in Figure 4, we analyze two key as-
pects across difficulty levels: the length of agent
trajectories and the number of checklist subgoals.
The left violin plot illustrates that trajectory length
increases with difficulty. Easy tasks generally re-
quire fewer steps (median = 5), whereas medium
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Figure 4: Statistics of WEBPRM COLLECTION.

tasks show more variability (median ~ 9), and hard tasks involve significantly longer trajectories
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Figure 5: Overview of WEB-SHEPHERD (left) and its diverse use cases (right).

(median = 20), with some exceeding 40 steps. This indicates that our difficulty annotation effectively
reflects the complexity and required interaction depth. The right violin plot shows that the number of
checklist items also grows with task difficulty, though the range is more concentrated. Easy tasks
typically involve 3—4 checklist items, while medium and hard tasks consistently require 4-5 subgoals.

5 WEB-SHEPHERD

In this section, we introduce WEB-SHEPHERD, a process reward model designed to provide dense
and reliable supervision to web agents and enable more informative credit assignment. We train
WEB-SHEPHERD on the WEBPRM COLLECTION to support two key functionalities: (1) generating
task-specific checklists, and (2) assigning rewards based on checklist completion.

5.1 Step 1: Checklist Generation

As illustrated in Figure 5, WEB-SHEPHERD first generates a checklist that outlines key intermediate
milestones for achieving the user’s goal. Given an instruction I, it produces a checklist C' comprising a
sequence of natural language subgoals (g1, g2, - - , gk ). This checklist then serves as the foundation
for reward prediction, enabling WEB-SHEPHERD to track progress toward the goal. We further
investigate the impact of checklist quality in Section 7.1.

5.2 Step 2: Reward Modeling with Checklist

Reward modeling as next-token prediction. To leverage the internal reasoning capabilities of
MLLMs, we choose next-token prediction as our learning objective [31]. We optimize the language
modeling loss over targets formed by concatenating the feedback F' and the judgment J, treating
the full sequence as a coherent response. For example, given an input consisting of a checklist C,
an observation o, and an answer a, the model is trained to generate the corresponding feedback and
judgment in an auto-regressive manner. The loss is defined as:

Lnte = — Zlong(yt | Y<t, C, 0, a), (D
t

where y = [F; J] denotes the concatenated feedback and judgment tokens. This objective encourages
the model to learn to evaluate the trajectories based on the checklist with reasoning and provide
valuable feedback that explains the evaluation.

Scoring process reward. Since the reward is predicted via token generation, the output resides in a
discrete space. To obtain a continuous reward signal, several mapping strategies can be employed.
One approach is to sample multiple output sequences and compute the average reward. Alternatively,
we employ a verbalizer [32] to estimate soft probabilities over label tokens (e.g., “Yes”, “No”, and
“In Progress”) using the logits from the LM head. At inference time, WEB-SHEPHERD generates the
feedback F' ~ P(:|I,C, 0, a) and compute the reward for each checklist item using the probabilities



of “Yes” and “In Progress” tokens follow:
1L
ri(0,a) = I Z P(“Yes”|I,C,o0,a,F) + 0.5 x P(“In Progress”|I,C, 0,a, F), 2)
1

where L denotes the number of checklist and 7, is the score assigned to the k™ response. The final

reward is computed as the average: r(0,a) = Zszl ri (0, a). We provide an empirical comparison
of different scoring strategies in Appendix E.3.

6 Experiments

To evaluate the effectiveness of PRMs for web navigation, we conduct comprehensive experiments in
assigning process-level reward for web agents, focusing on both the accuracy of reward assignment
and the utility of those rewards in improving agent performance.

6.1 WEBREWARDBENCH

In developing PRMs, a reliable benchmark (e.g., RewardBench [33]) is essential for evaluating their
performance. However, there does not yet exist a benchmark specifically designed to evaluate how
accurately models assign process rewards to web agents’ trajectories. To address this, we introduce
WEBREWARDBENCH, a benchmark that directly measures the accuracy of predicted rewards.

6.1.1 Setup

Benchmark construction. We use two data sources, Mind2Web and WebArena, to obtain user
instructions for web navigation tasks. For Mind2Web, we utilize the expert demonstrations provided
in the dataset. In contrast, since expert trajectories are unavailable in WebArena, we manually annotate
them. As a result, we obtain 69 instances from WebArena and 707 instances from Mind2Web. To
construct a reliable benchmark for evaluating PRMs, we follow the setup of Kim et al. [34] and collect
preference pairs (o, a;, {a(;i) }4_1}), where each observation o, is paired with one chosen action

and four rejected actions. Additionally, we provide reference checklists for each tasks to ensure fair
and consistent evaluation. Further details on benchmark construction are provided in Appendix D.1.

Metrics. We evaluate process reward prediction using the following three metrics: (1) Mean
Reciprocal Rank (MRR): The average of the reciprocal ranks of the preferred action in the list of all
candidate actions sorted by predicted reward. A higher MRR indicates that the model consistently
ranks the preferred action closer to the top. (2) Step Accuracy (Acc. step): The proportion of steps
where the model assigns the highest predicted reward to the preferred action a:“ among the five
candidates. (3) Trajectory Accuracy (Acc. traj): The proportion of full trajectories where the model
ranks a™ highest at every step among the candidate actions.

Baselines. Prior work has leveraged prompted MLLM s to obtain process-level rewards by exploiting
their reasoning and image understanding capabilities [5, 8]. Following this approach, we construct
baselines using representative MLLMs from both open-source and closed-source categories. For
open-source models, we use GPT-40-mini and GPT-40; for closed-source models, we adopt Qwen-
2.5-VL-72B, which are widely used in recent literature.

Implementation of WEB-SHEPHERD. We train WEB-SHEPHERD on our dataset using the follow-
ing base models: for text-only settings, we use Qwen2.5-3B [35] and Qwen3-8B [36]; for multimodal
settings, we use Qwen2.5-VL-3B [37]. All models are trained for 3 epochs using LoRA [38].

6.1.2 Results

MLLMs struggle with assigning correct process rewards. We evaluate the ability of models to
accurately assign process rewards on WEBREWARDBENCH under different input types (text only
vs. text and image) and with or without using the checklist. As shown in Table 1, state-of-the-art
MLLMs struggle to provide reliable rewards for web navigation tasks.® This limitation is particularly

3Step accuracy is omitted due to the limited space. We provide the full results in Appendix E.



Table 1: Evaluation results on WEBREWARDBENCH. T: text observation, I: image observation.

Mind2Web WebArena
Model Inputs  Checklist Cross-Task Cross-Website Cross-Domain Test
MRR  Acc. (traj) MRR Acc. (traj) MRR Acc. (traj) MRR Acc. (traj)
T X 475 0.0 476 135 454 08 344 50
CPTdomini T 63.9 50 66.1 128 633 124 600 150
T+1 X 482 0.0 493 0.0 495 038 387 0.0
T+I 58.8 25 644 5.1 63.0 41 538 5.0
T X 56.9 5.0 55.8 26 59.8 33 592 150
GPTdo T 67.4 75 703 5.1 702 116 697 15.0
T+I X 525 50 522 0.0 528 17 497 5.0
T+1 62.4 50 68.1 154 651 6.6 597 100
T X 557 5.0 518 0.0 542 17 546 50
T 504 0.0 62.4 0.0 579 17 523 50
Qwen-2.5-VL-72B T+1 X 50.1 25 476 0.0 493 0.8 431 0.0
T+I 5209 25 535 26 520 25 473 0.0
T 876 550 880 436 872 471 9L1 600
WEB-SHEPHERD (3B) 850 425 873 410 844 372 925 650
WEB-SHEPHERD (8B) T 883 575 879 513 913  6L2 978 850

evident in the trajectory accuracy metric. In this measure, models frequently fail to assign correct
rewards consistently at each time step within a single task. In contrast, WEB-SHEPHERD significantly
outperforms all baselines, demonstrating a substantial performance gap across all benchmark settings.

Checklist allows reliable reward assignment. Table 1 demonstrates that both baseline and
our models benefit significantly from the checklist in assigning rewards. Checklists lead to
more accurate and consistent reward assignments, as evidenced by improvements in trajec-
tory accuracy across all baselines. These results suggests that checklists serve as valuable
guidance, helping models maintain coherence in predicting the process reward. Furthermore,
as shown in Figure 6, when we conduct ablation studies with models that are trained to
either assign rewards without checklists or use checklists

feedback + w/o checklist

without feedback, we observe a substantial performance 100 wio feedback + checklist
== Web-Shepherd (ours)

drop. These findings underscore the importance of both
checklists and feedback for assigning reliable rewards.

Multimodal input does not always improve perfor-
mance. Contrary to our expectations, incorporating mul-
timodal input does not always lead to performance gains;
in some cases, using multimodal input even degrades the
performance. For example, when using GPT-40 as the © " MRR (step) ACC (step) ACC (traj)
reward model, we observe a notable improvement in tra-
jectory accuracy only on the cross-website of Mind2Web
subset. This observation is consistent with the findings of
Xue et al. [6], which suggest that processing inputs from
multiple modalities can introduce ambiguity and act as a source of noise, ultimately hindering the
model performance.

40
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Figure 6: Results of ablation study with
WEB-SHEPHERD (3B).

6.2 Reward-Guided Trajectory Search

Reward-guided search using Best-of-n (BoN) sampling offers a practical proxy for evaluating the
capability of a reward model to guide policies [10, 39, 40]. Notably, it allows us to assess the potential
for reward overoptimization without relying on reinforcement learning. In addition, it provides an
effective approach to adapting an MLLM policy without fine-tuning [8, 5, 41].

Setup. We evaluate our approach on WebArena-lite and WorkArena [30] in an online setting.
WebArena-lite [11] is a subset of WebArena [1], comprising 165 instructions with error-corrected
judge code from the earlier version. WorArena is a remote-hosted benchmark of 33 tasks based on the
widely-used ServiceNow platform. Among 5 action candidates sampled from the policy, the action
that is assigned the highest reward is executed. For the policy, we use GPT-40-mini, and compare



Table 2: Success rates of trajectory search with GPT-40-mini and GPT-40 as policy on WebArena-lite.

Policy PRM Checklist | Shopping CMS Reddit GitLab Map | Total | A
w/o Trajectory Search N/A 21.74 2286  19.05 3438 1935 | 23.64 | -
X

GPT-40-mini ~ GPT-40-mini

‘WEB-SHEPHERD (3B)
WEB-SHEPHERD (8B)

21.74 3143 1429 3438 1613 | 24.24 | +0.60
32.61 37.14  19.05 3438 3226 | 32.12 | +8.48
26.09 4571  23.81 40.62 3548 | 34.55 | +10.90

\
13.04 1429 952 25.00 16.13 | 1575 | —7.89
|

wi/o Trajectory Search N/A 23.91 3143 28.57 56.25 19.35 | 31.52 | -
GPT-40 GPT-40-mini 21.74 3143  28.57 40.62 12.90 | 26.67 —4.85

WEB-SHEPHERD (3B) 28.26 37.14  47.62 53.12  25.81 | 36.97 +5.45

WEB-SHEPHERD (8B) 30.43 42.86 47.62 46.88 3548 | 39.39 | +7.87

Table 3: Success rates of trajectory search with GPT-40-mini as policy on WorkArena.

PRM Checklist \ Dashboard Form Knowledge List-filter List-sort Menu Service Catalog Total \ A
w/o Trajectory Search NA | 50.00 0.00 10.00 0.00 5.00 25.00 222 939 | -
GPT-40-mini 55.00 10.00 10.00 0.00 6.67 20.00 5.56 1242 | +3.03
Web-Shepherd (3B) 57.50 14.00 10.00 0.00 10.00 10.00 11.11 14.85 | +5.46
Web-Shepherd (8B) 65.00 14.00 20.00 0.00 10.00 20.00 7.78 15.76 | +6.37

performance when guided by our proposed PRM versus a prompt-based PRMs. We report the success
rate (SR), which measures the proportion of tasks in which the final state satisfies the condition.

Main results. We present the results in Table 2. Interestingly, when using GPT-40-mini as the
reward model, we observe a slight improvement in the GPT-40-mini policy. However, overall
performance degrades when GPT-4o is used as the policy model, dropping from 31.52 to 26.67. In
contrast, applying WEB-SHEPHERD leads to substantial performance gains for both the GPT-40-mini
and GPT-4o policies across nearly all domains. Notably, WEB-SHEPHERD boosts the GPT-40-mini’s
browsing performance from 23.64 to 34.55, which is about 3 points higher than GPT-40 without
trajectory search. These results suggest that WEB-SHEPHERD remains effective in the online setting,
even when paired with a stronger policy model.

Results on WorkArena. To assess the robustness across domains, we also evaluate our models
on WorkArena, a benchmark completely out-of-domain for WEB-SHEPHERD. As shown in Table 3,
trajectory search guided by the PRM improves the success rate in WorkArena, where the Total score
increases from 9.39 to 12.42 when comparing the baseline without trajectory search. Moreover, our
model consistently outperforms GPT-40-mini across all domains except for Menu. We attribute the
relatively low performance in the Menu domain to the complexity of its multi-level dropdowns and
embedded search boxes, which cause the policy model to produce unreliable action candidates.

Can WEB-SHEPHERD provide useful feedback? To Table 4: Results of refinement with feed-
evaluate the effectiveness of the feedback generated by back from WEB-SHEPHERD using GPT-
WEB-SHEPHERD, we conduct experiments in which the
agent performs step-wise refinement using our feedback,
similar to the Self-Refine [42]. Specifically, the agent Models | SR | A
refine current action with the feedback when its current w/o refine | 2364 | -
reward is lower than the previous reward assigned by WEB-
SHEPHERD. Interestingly, contrary to previous findings
by Chae et al. [5] suggesting that step-wise feedback from
models is not helpful and may even be detrimental, we observe notable improvements when incorpo-
rating model feedback during refinement. A possible explanation is that WEB-SHEPHERD not only
learns the impact of actions but also identifies patterns that characterize suboptimal behavior.

40-mini as the policy on WebArena-lite.

WEB-SHEPHERD (3B) | 26.67 | +3.03
WEB-SHEPHERD (8B) | 27.88 | +4.24

7 Discussion

7.1 The Impact of Checklist Quality in Reward Prediction

We assess the quality of checklists generated by both baseline models and WEB-SHEPHERD using
G-Eval [43], with GPT-4o0 as the evaluator. To ensure a reliable evaluation, we provide the reference
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Figure 7: Evaluation of checklist quality (left) and its relationship to reward accuracy (right).

Table 5: Effect of instruction proportion and the number of rejected actions on model performance.

(a) Effect of instruction proportion. (b) Ablation on the number of rejected actions.
Proportion Mind2Web WebArena # max Mind2Web WebArena
ofinstruction \iopiep)  ACC (traj) MRR (step) ACC (traj) rejected actions  \ippen) ACC (raj) MRR (step)  ACC (traj)
0.25 68.38 11.34 65.97 10.00 1 71.42 12.79 63.04 10.00
0.5 77.46 21.54 73.57 15.00 2 77.66 17.55 76.47 20.00
0.75 83.64 33.63 88.09 55.00 3 79.70 24.91 77.46 20.00
Ours (3B) 87.62 48.57 91.06 60.00 4 (Ours, 3B) 87.62 48.57 91.06 60.00

checklist to the evaluator alongside each generated checklist. The details of G-Eval are provided
in Appendix E.7. As shown in Figure 7 (left), all models, except WEB-SHEPHERD (3B), generate
high quality checklists. Notably, our model, which is trained solely for checklist generation, achieves
the highest score. Motivated by this result, we also release a standalone version of the checklist
generation model. To better understand the role of checklist quality, we analyze reward prediction
performance using checklists from various sources: an early version of our model (A), our final
models (B and C) and ground-truth checklists (D). In Figure 7 (right), we observe that high-quality
checklists lead to more reliable reward assignments. However, the results also suggest that model’s
capability imposes a natural ceiling on reward prediction performance, regardless of checklist quality.

7.2 Training Objective: Bradley-Terry Modeling vs. Generative Reward Modeling

The Bradley-Terry (BT) loss has been widely adopted as a training objective for learning reward
models based on human preferences [44]. However, its suitability for building PRMs in web
navigation remains an open question. To investigate this, we compare WEB-SHEPHERD (3B) with
a variant trained using the BT loss, with the identical training data. As shown in Figure 8, the
BT-based model underperforms than ours, particularly in WebArena subset (out-of-distribution).
We find that the BT loss fails to effectively leverage the

checklist for reward assignment, resulting in weaker Bradley-Terry Modeling 1 Web-Shepherd (ours)
sensitivity to task progress. These findings suggest that §7.687.5 K

BT modeling’s key limitation—poor generalization
observed across domains—also manifests in PRMs
for web navigation.
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7.3 Cost Efficiency of WEB-SHEPHERD

WebRewardBench Score
N
o

We assess the cost efficiency of WEB-SHEPHERD O /RR (step) ACT (stop) ACG (trall MR (step) AGE (step] ACE (iral)
by comparing it to API-based models. For WEB- Mind2Web WebArena
SHEPHERD, costs are est%mated using the hourly rate Figure 8: Analysis on the training objective.
of an A100 80GB GPU instance ($1.19/hour), com-

bined with throughput measured via vLLM [45]. Each

instance averages 81,287 input and 1,953 output tokens and we compute cost of API-based models
using publicly available prices. As shown in Figure 1 (right), WEB-SHEPHERD delivers the best
performance at the lowest cost per 1,000 instances—roughly 10x cheaper than GPT-40-mini and
100x cheaper than GPT-4o0.



7.4 Data Scaling Law for PRM Training

We conduct analysis on the effect of the (1) number of instructions, and (2) number of rejected actions
in the dataset on the performance of the PRM. Specifically, we construct datasets using the subset of
WebPRMCollection 0.25, 0.5, and 0.75 percent of instruction and its corresponding chosen-rejected
pairs and 1,2, and 3 number of max rejected actions. We trained variants of Web-Shepherd with these
datasets using the same model (i.e., Qwen-2.5-3B-Instruct) and hyperparameters. The results are
shown in Table 5a and Table 5b.

Overall, if we use about half of the original dataset (in terms of both the number of instructions and
the number of rejected actions), there is a drastic decrease in ACC (traj) on both of the benchmarks.
Especially, in the out-of-domain benchmark, WebArena, instruction ablation results in ACC (traj)
decreases from 60.0 to 15.0, which suggests it failed to generalize to unseen domains. In rejected
ablation, only decreasing by one rejected action is critical, resulting 60.0 — 20.0 ACC (traj) score in
WebArena. These results highlight that both the number of instructions and the number of rejected
actions are critical for training an effective PRM; reducing either significantly impairs generalization,
particularly in out-of-domain settings such as WebArena.

<= . Task: "Find the Nintendo Switch game card storage” -

Home & Kitchen

Reward Curve

Successful Trajectory
W Failure Trajectory

Action Candidates Reward

Action Candidates Reward

Thought: Utilize search feature (if available) ... 021 Thought: Search more items that match ...
Action: fill(1500; “Nintendo Switch game card storage") . = Action: scroll(0, 200)

= """

Thought: Explore more content or categories ... - Thought: Click on the first storage option ...
Action: scroll(0, 200) 0o 05 o7 . 10 Action: click(1697)

—* 033

— 0.52

050
Completion Rate
Thought: Navigate to the "Baskets & Conainers” - Thought: Game storage items are typically found in ...
Action: click(1959) 005 Action: click(2167)

— 018

If the policy generate an incorrect action at an earlier state, causing the trajectory to Web-Shepherd can guide the agent toward successful
deviate from the intended path, it becomes difficult to assign an appropriate reward. navigation in web environments.

Figure 9: Trends of reward score for successful and failed cases of reward-guided trajectory search.

7.5 Case Study

Figure 9 presents a qualitative analysis of WEB-SHEPHERD. We sample 30 success and 30 failure
cases and plot the reward score trends as a function of the normalized step index over the trajectory
length. While failure cases exhibit relatively flat reward curves, successful cases show a smooth and
consistent increase in reward over time. In addition, we identify the three most frequent sources
of error: (1) incorrect reasoning about the effects of actions, where the model fails to anticipate
future rewards appropriately—for example, assigning a low reward to a scroll action that would have
revealed the desired information in the next step; (2) misinterpretation of the observed state, often
due to not properly accounting for the impact of previous actions, leading the model to repeat actions
unnecessarily; and (3) hallucinations in the generated checklist, such as assuming the presence of
filtering functionality on a website when no such feature exists.

8 Conclusion

This paper studies process reward modeling for web navigation and introduces WEB-SHEPHERD,
the first PRM designed specifically for evaluating web agent trajectories. We also release two key
resources to support the development of PRMs: (1) WEBPRM COLLECTION, a dataset consisting
of human-annotated instructions and expert trajectories, and (2) WEBREWARDBENCH, a reliable
benchmark designed to evaluate the capabilities of PRMs. Our experiments demonstrate that process-
level rewards improve inference-time search, achieving 34.55% success rate on WebArena-lite
compared to 23.64% for baselines. The checklist-based approach offers a generalizable framework
that could extend beyond web navigation to other sequential decision-making domains where sparse
rewards and partial observability remain challenging. We believe WEB-SHEPHERD establishes a
foundation for developing more reliable web agents through interpretable reward modeling.
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A Limitations and Societal Impacts

A.1 Limitations

Expansion to coordinate-based actions. Recently, coordinate-based actions—where agents inter-
act with digital environments using direct coordinate inputs without requiring additional backend
programs to convert actions—have gained attention due to their adaptability across diverse interfaces.
We have also collected a dataset to extend WEB-SHEPHERD to support coordinate-based action for-
mats. However, as this direction falls outside the primary scope of this work, we leave its exploration
for future research.

Application to reinforcement learning. An interesting direction for future work is to use WEB-
SHEPHERD as a reward signal in reinforcement learning. While we plan to explore this setting, it
requires significant computational resources and is therefore left for future work. In particular, we
aim to investigate whether reward signals from PRMs can improve learning efficiency—i.e., how
quickly rewards increase during training—as well as final performance on existing benchmarks.

Selection of the base model for WEB-SHEPHERD. While our current implementation of WEB-
SHEPHERD uses relatively lightweight base models (3B—8B), the approach is model-agnostic and can
be extended to larger scales. In principle, WEB-SHEPHERD can be scaled up to stronger foundation
models in the 32B—72B range, which may further improve performance in complex web environments.
We leave the exploration of such scaling as future work, particularly in resource-rich settings.

Multimodal instructions. While most instructions in existing web agent benchmarks are purely
textual, some tasks—such as those in VisualWebArena [3]—incorporate both text and image modal-
ities. Extending WEB-SHEPHERD to handle multimodal instructions is a promising direction for
future work, as it would enable the agent to operate in more complex and realistic web environments
that require visual understanding in addition to text comprehension.

A.2 Societal Impacts

Positive impacts. Web agents have the potential to perform a wide range of tasks typically carried
out through a web browser, which serves as a universal interface for information access, online
services, and task execution. However, current agents are often restricted to simple tasks, such as
retrieving an address or clicking through static pages. We believe that WEB-SHEPHERD can broaden
the capabilities of web agents, enabling them to tackle more complex, goal-oriented tasks in dynamic
environments. This advancement could benefit users with accessibility needs, support automated
workflows in professional domains, and improve the scalability of digital assistance.

Negative impacts. Despite their potential benefits, web agents also pose several risks. Without
proper safeguards, agents with the ability to autonomously interact with websites could unintentionally
or maliciously perform harmful actions—such as submitting unauthorized forms, modifying user
data, or accessing sensitive information. Moreover, if reward models are misaligned or insufficiently
robust, agents may exploit unintended shortcuts to maximize rewards without accomplishing the
intended task. To mitigate these risks, it is crucial to incorporate safety mechanisms, including strict
execution constraints, permission controls, human-in-the-loop oversight, and careful auditing of
model outputs in deployment scenarios.

B WEBPRM COLLECTION

B.1 Data Annotation Toolkit

To reduce the burden of human annotation, we developed a specialized toolkit for collecting web
agent trajectories. It is designed to streamline the annotation process while ensuring the collection
of high-quality data. Figure 10 shows a screenshot of the toolkit interface. This tool helps the
annotators to interact with the browser by taking the user’s inputs and showing the execution output
(e.g., observation) within the graphical interface. For example, they select an action type from a
predefined set (e.g., £i11) and provide the corresponding argument (e.g., “sony headphone”) via the
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Figure 10: Our annotation toolkit used for collecting WEBPRM COLLECTION.

action panel. Selecting the action type via button clicks, rather than manually typing the entire action
sequence, significantly reduces errors. In addition, the sidebar displays snapshots of previous user
interactions, allowing annotators to easily track progress, review past actions, and undo the most
recent one if necessary.

B.2 Details of Human Annotation

Our data collection process follows the steps below:

Step 1: Website list selection. We begin by selecting candidate websites from those used in the
Mind2Web training dataset. Since web navigation requires browser automation, we manually filter out
websites that are incompatible with our annotation process—specifically, those that block Playwright
by requiring CAPTCHA verification or by rejecting HTTP requests entirely. After applying this
filtering process, we retain 50 websites that are technically accessible and semantically appropriate
for annotation.

Step 2: Annotator recruiting and education. We recruit groups of human annotators to construct
the dataset, with overall supervision and quality control handled by designated project managers.
All annotators completed a three-hour education session conducted by the project managers prior to
annotation. This training covers a detailed explanation about data annotation interface, guidelines for
writing quality task instructions, examples of good and bad trajectories, and principles for designing
judge codes. Upon completing the training, each annotator is assigned to 3-4 websites from the
filtered website list.

Step 3: Data annotation. The annotation process is structured into three distinct phases. In the first
phase, we ask each annotator to create 20 task instructions for each of their assigned websites. These
tasks are distributed across three difficulty levels: 5 easy, 10 medium, and 5 hard tasks. Annotators
are instructed to design tasks that reflect realistic user goals, such as booking a reservation, retrieving
specific information, or modifying a user profile. In the second phase, annotators execute the tasks
they created and record expert trajectories interacting with our annotation toolkit (Figure 10). These
expert trajectories have a complete sequence of observation-action pairs needed to complete the task
successfully. Lastly, annotators write a judge code that can automatically assess the trajectory towards
the user’s goal. To ensure compatibility with existing benchmarks and code bases, we follow the
format of judge code of WebArena [1].
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Step 4: Verification. To ensure the quality of WEBPRM COLLECTION, we introduce two safe-
guards throughout the annotation process.

* Automatic Verification: To verify judge codes, we conduct programmatic verification that
checks whether each judge code correctly evaluates the corresponding annotated trajectory
as ‘success’. If a mismatch is detected, the annotator is instructed to revise the judge code.

* Manual Verification: Project managers manually review all annotated trajectories and their
associated judge codes, filtering out erroneous or low-quality data. As a result, 15% of the
annotated data was discarded during this step.

B.3 Annotating Dataset with MLLMs

Reasoning for chosen action. Recent web agents widely adopt a ReAct (i.e., Reason + Act) [46]
framework, in which the agent first produces a rationale (thought) to explain its current understanding
or intent, and then selects an action based on that reasoning. However, our human-annotated
datasets lacks this intermediate reasoning step—it does not capture what the agent was thinking
when choosing each action. To enrich our dataset with such reasoning traces, we leverage Qwen-2.5-
VL-72B, prompting it with the current observation (URL, accessibility tree representation, image
screenshot), the selected action and a screenshot obtained after executing the action. The model is
then asked to generate a corresponding rationale that explains the decision behind the chosen action.

Checklist with human trajectory. To effectively extract key subgoals (i.e., checklist) that are
essential for achieving the user’s instruction, we provide GPT-40 with both user instruction and human
trajectories, which include the intermediate thoughts. The model is prompted to generated a reasoning
process that analyzes the give task, and then to produce a checklist grounded in that reasoning. This
approach significantly enhances checklist quality. In contrast, the low-quality checklist shown in
Figure 7 were generated by a model trained without the reasoning component, highlighting the
importance of the task-specific reasoning in generating reliable checklists.

Annotating additional checklist. The number of checklists obtained from human trajectories is
851 instances, which is relatively small for training. To address this, we first augmented the dataset
using 1K user instructions provided in the Mind2Web training set. For each instruction, we used
GPT-4o to generate a corresponding checklist. Subsequently, we further expanded the dataset by
prompting the model to generate new instructions based on existing examples, and then constructing
corresponding checklists for each, Through this augmentation process, we collected a total of 3.6K
checklist instances.

Collecting rejected actions from various policy models. To construct a robust reward model,
we collect diverse candidate actions from multiple policy models. These include Qwen-2.5-VL-7B
and Qwen-2.5-VL-72B (both in text-only and multimodal settings), GPT-4o-mini (used specifically
for generating negative actions that differ from the given chosen action), and a Qwen-2.5-3B model
fine-tuned with human trajectories from WEBPRM COLLECTION. For each chosen action, we collect
up to five rejected actions sampled from these policies. However, an action that differs from the
chosen one is not necessarily incorrect. For example, directly filling a search box versus clicking it
before typing can both be functionally valid. To eliminate such cases, we apply a rule-based filtering
that retains only clearly invalid (i.e., rejected) actions. Each action consists of a keyboard or mouse
operation (e.g., click and £i11) and its corresponding argument, such as a unique element ID or a
text string. We apply different filtering rules depending on the type of the chosen action, as detailed
below:

* send_msg_to_user, scroll, goto: If the operation type differs, the candidate is consid-
ered a negative action. In particular, if the operation is send_msg_to_user, we verify its
correctness using GPT-4o.

* drag_and_drop: If the candidate action’s operation is not one of drag_and_drop, scroll,
or hover, it is classified as a negative action.

e click, dclick: If the argument (e.g., element ID) does not match the chosen action’s
argument and the candidate action is not semantically equivalent (e.g., clicking an unrelated
element), it is considered incorrect.
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* click, £ill: If both actions target the same element but differ only in order, the candidate
is not considered negative. Otherwise, mismatches in target elements or unrelated inputs are
marked as negative.

* Others: Actions with unmatched operation types or arguments that do not lead to equivalent
outcomes are treated as negative.

While this rule-based filtering substantially improves the quality of negative samples, it cannot
guarantee correctness in all cases. We leave further improvement of this filtering process for future
work. Finally, if more than five valid rejected actions remain after filtering, we randomly sample a
subset to maintain a consistent number of action pairs per instance.

B.4 Statistics of WEBPRM COLLECTION

Human annotated data. Figure 11 shows the statistics of human annotated data, collected a total
of 851 tasks through ad annotation process, as detailed in Appendix B.2. These tasks are categorized
into 244 easy, 426 medium, and 181 hard tasks, covering a wide range of real-world scenarios with
varying levels of complexity. Our annotated data spans a diverse set of websites, as illustrated in
Figure 11a, which shows the distribution of verified tasks across different domains. A portion of
annotated data—amounting of 15%—was discarded during a manual verification step conducted by
project managers to ensure data quality.

Figures 11b provides a linguistic overview of the instructions in our dataset. This sunburst chart
visualizes root verbs and their most common direct objects, revealing frequent combinations such
as visit webpage and find restaurant. These patterns reflect realistic user intents and highlight the
diversity of task formulations in the dataset. In addition, Figure 11c presents the distribution of action
types observed during annotation, with click, scroll, and fill appearing most frequently.

Rejected actions. After the rejected action generation step, we obtained 30,960 rejected actions
from 9,473 chosen actions. Figure 12 presents an overview of the rejection statistics. The generation
flow—i.e., how rejected actions are derived from specific chosen actions—is shown in Figure 12a.
Also, Figure 12b compares the distributions of chosen and rejected actions. As in the statistics, the
distribution of rejected actions differs slightly from that of the chosen actions. For example, the
proportion of click actions increased, while the proportion of scroll actions decreased. We leave
the development of more refined methods to reduce this distributional difference to future work.

C WEB-SHEPHERD

C.1 Training

We train the model for 3 epochs with a learning rate of 1e-4, using LoRA with a rank of 16. Training
is conducted using DeepSpeed ZeRO Stage 2 on an RTX A6000 (48GB) server with 8 GPUs, totaling
approximately 16 GPU-hours. We leverage the LLaMA-Factory [47] framework and apply the Liger
kernel [48] optimization during training.

C.2 Inference

We use vLLM [45] to perform inference with WEB-SHEPHERD. The decoding is configured with a
temperature of 1.0, and nucleus sampling is applied to generate five output sequences per prompt.

To compute the probability of each label, we apply a mapping from semantic labels to token-level
logits. Specifically, we aggregate the logits of the following token variants corresponding to each
label:

* Yes: ["GYes" , "Yes", "CYGS" s "Cyes" R "yes" , "Cyes" s “GYES” , "YES",
"CYES", "GDone", "Done", "CDone", "GCompleted" , "Completed",
"CCompleted", "GCorrect", "Correct", "CCorrect"]

* No: ["GNO" , "No" , "CNO" , "GNO" , "NO" , "CNO" , "GNOt" , "Not" , "CNOt" ,
"GNone" , "None", "CNone ", "GNope" R "Nope" s "CNope" s "GUIl" , "Un",
"CUn", "GWrong", "Wrong", "CWrong"]
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« In Progress: ["GIn", "In", "CIn", "GPending", "Pending", "CPending",
"GPart", "Part", "CPart", "GPartial", "Partial", "CPartial",
"GInProgress", "InProgress", "CInProgress"]

Logits corresponding to these token variants are summed for each label to compute the final label
probabilities.

D WEBREWARDBENCH

D.1 Data Construction

Chosen action. For WebArena, we manually annotate the expert trajectories, since it is not provided
in the benchmark. On the other hand, Mind2Web provide them, so we use them as the chosen actions.
One important change we make on Mind2Web is converting the HTML observation space to bid-based
observation. In the HTML there exist DOM backend ids so we utilize them for the conversion. Lastly,
since it is increasingly hard to assure the quality of human-annotated rationales, we incorporate LLMs
to annotate Chain-of-Thought (CoT) in a post-hoc manner.

Rejected actions. Following the setup of Kim et al. [34], we construct a reliable benchmark by
collecting multiple rejected samples from various models. In this work, we use three MLLMs—GPT-
40-mini, Qwen-2.5-VL-7B, and Qwen-2.5-VL-72B—as policy models. For each chosen action,
we sample four rejected actions from these policies. To ensure that the rejected actions are truly
incorrect, we apply rule-based filtering (as described in Appendix B.3) and additional human filtering
performed by the authors. Finally, we collect 776 step-level data instances derived from 220 task,
each associated with one chosen and four rejected actions, resulting in a total of 3,880 test instances.

D.2 Analysis of WEBREWARDBENCH

Figure 13a shows the distribution of chosen and rejected actions categorized by action type and
source model across both WebArena and Mind2Web. In both datasets, click and £ill actions
dominate among the chosen actions, which is consistent with the typical interaction patterns required
in web navigation environments. Notably, the rejected actions across all source models exhibit similar
distributions, with click actions being the most frequently rejected. This suggests that despite
differences in model architecture and scale, the failure modes of MLLMs often concentrate on similar
types of actions. Additionally, the inclusion of multiple source models—GPT-40-mini, Qwen2.5-
7B, and Qwen2.5-72B—further contributes to the diversity of rejected actions. This model-level
heterogeneity ensures that the benchmark captures a broad range of suboptimal behaviors, enhancing
its generality and diagnostic value.

Figure 13b visualizes the joint distribution of trajectory length and the number of checklist items
associated with each task instance. The majority of trajectories fall within the 2—8 step range, while
checklist items typically range from 2 to 5. The plot reveals a general trend that longer trajectories tend
to be accompanied by a greater number of checklist items, indicating that tasks with longer horizons
are generally more complex and goal-rich. However, we also observe several short trajectories with
multiple checklist items, suggesting that brevity in execution does not necessarily imply low task
complexity. This variability further highlights the importance of step-level evaluation in addition to
trajectory-level metrics.

E Additional Results

E.1 Evaluating MLLMs as Process Reward Models for Web Navigation

We conduct experiments to investigate the most suitable format for reward prediction when using
MLLMs as preference reward models (PRMs). Specifically, we evaluate how helpful a generated
action is in progressing toward the goal from the current state. We consider two formats: a Likert
scale rating (1-5) and a 3-class classification with labels helpful, neutral, not helpful. To reduce
variance, each instance is sampled five times and the scores are averaged. Table 8 shows that the
Likert scale consistently outperforms the 3-class classification, indicating that fine-grained evaluation
provides a more informative learning signals.
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Table 6: Evaluation results on WEBREWARDBENCH without using checklist. T denotes text
observation, and I denotes image observation. Acc. (s) refers to step accuracy, while Acc. (t) refers
to trajectory accuracy.

Mind2Web WebArena
Model Inputs Cross-Task Cross-Website Cross-Domain Test
MRR Acc.(s) Acc.(t) MRR Acc.(s) Acc.(t) MRR Acc.(s) Acc.(t) MRR Acc.(s) Acc. (1)
Reward Assignment with Likert Scale

GPT-40-mini T 475 15.5 0.0 47.6 135 0.0 454 11.8 0.8 344 58 5.0
T+1 447 12.7 2.5 42.8 8.8 0.0 43.1 10.1 0.0 34.6 8.7 5.0
GPT-40 T 56.9 28.8 5.0 55.8 26.4 2.6 59.8 33.6 33 59.2 37.7 15.0
T+I 525 21.8 5.0 522 21.0 0.0 52.8 233 1.7 50.0 24.6 5.0
T 55.7 26.1 5.0 51.8 20.3 0.0 54.2 24.7 1.7 54.6 31.9 5.0

Quen25-VL-Z2B py 535 232 25 476 155 00 498 194 08 431 159 0.0

Reward Assignment with 3 Class

GPT-40-mini T 44.7 12.7 2.5 42.8 8.8 0.0 43.1 10.1 0.0 34.6 8.7 5.0
GPT-40 T 49.3 17.6 2.5 44.5 122 2.6 47.2 16.6 0.0 449 20.3 0.0
Qwen-2.5-VL-72B T 50.6 25.4 75 533 29.1 5.1 54.4 30.5 2.5 48.0 24.6 0.0

Table 7: Evaluation results on WEBREWARDBENCH with using checklist. Results are averaged over
four test set types, and reflect performance under different setting, including whether the “In Progress”
label is used during prediction.

Model Use ‘In Progress’ WEBREWARDBENCH
MRR  Acc. (step) Acc. (traj)
. X 59.3 33.5 52
GPT-40-mini 633 407 113

Table 8: Evaluation results on WEBREWARDBENCHwith using checklist. T denotes text observation,
and I denotes image observation. Acc. (s) refers to step accuracy, while Acc. (t) refers to trajectory
accuracy.

Mind2Web WebArena
Model Inputs Cross-Task Cross-Website Cross-Domain Test
MRR Acc. (s) Acc.(t) MRR Acc.(s) Acc.(t) MRR Acc.(s) Acc.(t) MRR Acc.(s) Acc. (t)
Reward Assignment with Reference Checklist

GPT-4o-mini T 63.9 40.1 5.0 66.1 42.6 5.0 63.3 40.8 124 60.0 39.1 15.0
T+1 58.8 33.8 2.5 64.4 412 5.1 63.0 39.3 4.1 53.8 29.0 5.0
GPT-40 T 67.4 46.5 7.5 70.3 52.0 5.1 70.2 51.3 11.6 69.7 53.6 15.0
T+1 62.4 39.4 5.0 68.1 50.0 15.4 65.1 432 6.6 60.0 37.7 10.0
T 59.4 352 0.0 62.4 40.5 0.0 579 329 1.7 52.3 30.4 5.0
Qwen-2.5-VL-72B T+I 529 282 25 535 277 26 520 259 25 473 246 00
Claude-3.7-sonnet T 60.7 41.6 7.5 58.7 34.5 10.3 60.3 40.3 5.8 55.2 37.7 5.0
Gemini-2.5-flash T 534 275 5.0 59.7 35.8 7.7 572 32.1 4.1 572 36.2 0.0
T 87.6 80.3 55.0 88.0 79.7 43.6 87.2 79.1 47.1 91.1 85.5 60.0
WEB-SHEPHERD GB) - p\ 1§50 768 425 873 791 410 844 741 372 925 8§70 650

WEB-SHEPHERD (8B) T 88.8 824 575 87.9 80.4 51.3 91.3 85.9 61.2 97.8 95.7 85.0
Reward Assignment with Checklist Generation

GPT-4o-mini T 553 30.3 2.5 57.7 29.7 5.1 56.6 31.7 4.1 51.3 30.4 5.0

T+I 599 36.6 2.5 55.4 27.0 0.0 57.0 32.6 5.0 57.8 37.7 15.0
GPT-40 T 59.6 39.4 7.5 54.8 324 2.6 58.4 36.9 4.1 55.4 34.8 5.0
Qwen-2.5-VL-72B T 50.4 23.2 2.5 54.8 28.4 0.0 54.8 29.0 2.5 524 31.9 0.0

T 853 75.4 50.0 83.8 74.3 333 84.8 75.3 39.7 94.6 89.9 70.0
T+1 81.1 69.7 25.0 78.6 64.9 23.1 719 64.3 223 85.9 75.4 40.0

WEB-SHEPHERD (8B) T 87.3 80.3 50.0 84.3 76.4 385 86.0 76.7 43.8 96.5 94.2 80.0

WEB-SHEPHERD (3B)
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Distribution of Chosen vs. Rejected Actions in WebArena and Mind2Web source
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(a) Distribution of chosen and rejected actions in WEBREWARDBENCH.
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Table 9: Detailed results of refinement with feedback from WEB-SHEPHERD in Table 4

Policy Model | Shopping CMS Reddit GitLab Map | Total | A
w/o refine 21.74 22.86 19.05 3438 19.35 | 23.64 -

GPT-40-mini WEB-SHEPHERD (3B) 2391 3143 19.05 3438  22.58 | 26.67 | +3.03
WEB-SHEPHERD (8B) 2391 3429 33.33 3438 16.13 | 27.88 | +4.24

Furthermore, we examine how reward prediction changes when a reference checklist is provided. We
compare two evaluation schemes: one that uses binary labels (‘Yes’ or ‘No’) for each checklist item,
and another that introduces an additional label (‘In Progress’) to indicate when an action partially
completes a checklist item. As shown in Table 7, incorporating the In Progress label leads to more
reliable reward assignments when using checklists. Based on this finding, we adopt the In Progress
setting for checklist-based reward prediction in both the WEBREWARDBENCH evaluation and the
training of WEB-SHEPHERD.

E.2 Detailed Results of Refinement

We conduct experiments for refinement with feedback from reward models (Table 4). We show the
detailed experimental results in Table 9.

E.3 Scoring Strategy: Probability vs. Token

When using generative models for reward prediction, on can either directly interpret the model’s
natural language output (e.g., ‘Yes’) as a reward signal or compute the probability of specific
response [49] to derive a reward. To investigate which approach is more effective, we compare the
following strategies:

22



Table 10: The impact of scoring strategies on reward assignment. Results are evaluated on WEBRE-
WARDBENCHand represent the average score across four types of test sets.

Model Strategy WEBREWARDBENCH
MRR  Acc. (step) Acc. (traj)
1 res 72.7 60.7 12.2
1 prob 86.3 77.0 43.1
WEB-SHEPHERD (3B) 500" g37 752 295
5 prob 88.5 81.2 514
1 res 71.7 67.4 14.8
1 prob 86.9 79.2 48.2
WEB-SHEPHERD (8B) 57, 0" gg'g 82.9 51.6
5 prob 91.3 86.1 63.7

Table 11: Impact of the ratio between chosen and rejected samples on WEB-SHEPHERD's perfor-
mance.

Sample ratio ‘ WebArena-Lite [11]
Model (ch : rejected)
chosen : reJecte® | Total | Shopping CMS Reddit GitLab Map
1:1 2485 | 2391 2571 19.05 3438 19.35
WEB-SHEPHERD (8B) 1 : 4 (Ours) ‘ 32.12 ‘ 3261 37.14 1905 3438 32.26

* 1 res: Sample a single response at temperature 0 and use the output directly for reward
assignment.

* 1 prob: Compute the probability of a specific word (e.g., ‘Yes’) at temperature 0.

* 5 avg: Sample five responses at temperature 1, convert each to a reward directly and compute
average.

* 5 prob: Sample five responses at temperature 1 and compute the average probability of the
targe word.

This setup allows us to analyze the trade-offs between deterministic and stochastic decoding, as well
as between output-based and probability-based reward estimation. As illustrated in Table 10, we
observe that sampling multiple responses (e.g., 5 samples) leads to more effective reward estimation
overall. When using only a single sample, computing the probability or the target tokens yeilds
significantly better results than relying on the raw token output—especially at the treajectory level,
where the performance gap is more pronounced.

E.4 Relationship between Reward and Task Success

A potential issue in using signal from reward model in RL is reward over-optimization, where policy
is overfitted to the imperfect reward signal [34]. In such cases, the model may receive high reward
signals despite failing the actual task, resulting in degraded performance. To mitigate this, the reward
model must be well-aligned with actual task success and progression. Therefore, we examine the
alignment between WEB-SHEPHERD and task success. Figure 14 presents the correlation between
final-step rewards and task success, based on the reward-guided trajectory search results described
in Section 6.2. To compare rewards across trajectories, we normalize the final-step reward by
subtracting the average reward of preceding steps within the same trajectory. For WEB-SHEPHERD,
we observe that higher normalized final-step rewards are associated with higher success rates, while
GPT-40-mini shows no clear correlation between normalized rewards and task success. This suggests
that WEB-SHEPHERD is better aligned with actual task success and thus less susceptible to reward
over-optimization compared to GPT-40-mini.

E.5 The Impact of the Ratio between Chosen and Rejected Actions in Training Dataset
To better understand the effect of learning to criticize rejected actions, we construct training datasets

with two different ratios of positive to negative examples: 1:1 and 1:4. Using GPT-40-mini as the
policy model, we conduct trajectory search experiments on WebArena-Lite. As shown in Table 11,
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Figure 14: Task success rates binned by normalized final-step reward for WEB-SHEPHERD (3B) (left)
and GPT-40-mini (right).

models trained with the 1:4 ratio provide more effective guidance at inference-time. This finding
suggests that learning to predict rewards across diverse set of rejected actions is more beneficial, even
wen the ratio of positives is highly imbalanced.

E.6 Cost Efficiency

Table 12: Cost per 1,000 instances

We provide the full cost breakdown for WEB-SHEPHERD (USD) across different models

and the baseline models in Table 12. The cost of WEB-

SHEPHERD is estimated as follows: first, we compute the Model Cost (USD)
number of input and output tokens per instance by running GPT40 435.74
the model on the evaluation set. Then, we measure the GPT-40-mini 4357
throughput—defined as the number of tokens (input + Qwen-2.5-VL-72B 53.69
output) processed per minute—on a server equipped with gl;?f:lslogl(l}?rc?)7 23;3
a single A100 80GB GPU. Finally, using the hourly cost : :
WEB-SHEPHERD 3B 4.67

of the hardware ($1.19/hour), we derive the cost per 1,000
instances. This allows for a fair comparison with API-based models, whose costs are based on pricing
information from OpenRouter*, OpenAI’, Anthropic®, and Google’.

E.7 Evaluating the Quality of the Generated Checklist

We use LLM-as-a-Judge method [43] to evaluate the quality of the generated checklists. However,
since LLMs are trained on large-scale web data but do not possess complete or up-to-date knowledge
of all websites, their evaluations can be unreliable in this context. To address this limitation, we
provide a reference checklist during evaluation, allowing the LLM to assess the generated output
relative to a known, task-specific ground truth. We evaluate the quality of checklist along three key
dimensions: (1) Validity—whether any incorrect or irrelevant checklist items are generated; (2)
Subgoal Granularity—whether the steps are overly fine-grained or unnecessarily detailed; and (3)
Goal Coverage—whether the checklist includes all key steps necessary to complete the final goal.
Specifically, the LLM is prompted to assign a quality score on a Likert scale (i.e., from 1 to 5), along
with a rationale explaining the evaluation. To reduce evaluation variance, each instance is rated three
times, and we report the average score.

Table 13 presents the checklist quality across different checklist sources, evaluated along three
dimensions and an overall score. We observe that, with the exception of our initial model version
(trained only on checklist generation without reasoning) and WEB-SHEPHERD (3B), most models
produce checklists of comparable quality. Notably, the model trained solely for checklist generation
(i.e., without multi-task learning like WEB-SHEPHERD), suggesting the benefit of task-specific
supervision. Based on this observation, we also release the checklist—only model to support broader
use cases.

*https://openrouter.ai/qwen/qwen2.5-v1-72b-instruct
https://openai.com/pricing
https://www.anthropic.com/pricing
"https://ai.google.dev/gemini-api/docs/pricing
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Table 13: Results of G-Eval on checklist quality evaluation.

Checklist Source Overall \ Validity Subgoal Granularity Goal Coverage
GPT-40-mini 4.14 4.39 4.12 3.92
GPT-40 4.16 4.42 4.15 3.90
Qwen-2.5-VL-72B 4.18 4.36 4.21 3.97
Early version of ours (low quality) 2.97 3.08 3.10 2.74
WEB-SHEPHERD (3B) 3.86 4.00 3.97 3.60
WEB-SHEPHERD (8B) 391 4.07 3.97 3.68
Checklist only model (ours, 8B) 4.21 4.50 4.17 3.97

F Details of Experiments

F.1 WEBREWARDBENCH

Evaluation. We evaluate model performance under the following default setting: five sampled
outputs are generated using a temperature of 1.0. In the baseline setting without a checklist, outputs
are assessed using a Likert-scale. For the checklist-based reward prediction setup, we evaluate the
completion status of each checklist item using three labels: Yes, In Progress, and No. The prompts
used to evaluate PRMs on WEBREWARDBENCH are presented below:

» Reward prediction w/o checklist: Figure 18
* Checklist generation: Figure 19 (baseline), Figure 21 (ours)
» Reward prediction based on checklist: Figure 20 (baseline), Figure 22 (ours)

F.2 Reward-guided Trajectory Search

Environment. We use BrowserGym [50], a unified framework for evaluating web agents in on-
line environments. BrowserGym standardizes the action space across different implementations,
improving reproducibility. It also processes both textual and visual observations through an overlay
of set-of-marks, enabling richer interaction signals. Additionally, it supports automatic Docker-based
website resets and identifies task dependencies to prevent unintended side effects between tasks.

Policy and action selection. We use GPT-40-mini and GPT-40 as the policy model. To obtain
action candidates, we sample 20 output sequences using nucleus sampling with a temperature of 1.0.
The top-n most frequent actions across these samples are selected as candidates.

We then score each candidate action using the reward model and select the one with the highest
predicted reward. In cases where multiple actions receive the same score, we execute the action that
was sampled more frequently.

Refinment experiments. We use reward model’s thought and checklist evaluation re-
sponses—excluding the actual reward score—as feedback for refinement. The refinement is repeated
up to two times, as long as it leads to a higher reward score than the previous step. At the end of the
refinement step, we obtain up to three action candidates and select the one with the highest reward
score as the final action.

G Case Study
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Goal: I recently moved, my address is 111 Magnolia Path, Atlanta, GA, 30303, update my information on OneStopShopping accordingly

] '
u

ne Stop Market!

First Name *

Last Name *

Company
'

1
Phone Number * }

Compare Products Street Address *

Address

agnolia Path, Atlanta, GA, 30303] '

Action Candidate 1: scroll(0,200) O

Think:

The previous action failed because the save button was not
present or clickable. Therefore, | will scroll to find any visible
buttons that could trigger the submission of the address update.

Reward Thought:
* Checklist 1: Access My Account Section
- ...(thought omitted): Yes

* Checklist 2: Open Address Book
- ...(thought omitted): Yes

* Checklist 3: Locate and Edit Existing Address
- ...(thought omitted): Yes

* Checklist 4: Input New Address Details
- ...(thought omitted): Yes

* Checklist 5: Save Changes
- ...(thought omitted): No

Reward: 0.588

Action Candidate 2: click(‘1422’) e
Think:

There is a button that needs to be clicked to save the changes
made to the address. | will now search for the appropriate button
to submit the changes.

Reward Thought:
* Checklist 1: Access My Account Section
- ...(thought omitted): Yes

* Checklist 2: Open Address Book
- ...(thought omitted): Yes

* Checklist 3: Locate and Edit Existing Address
- ...(thought omitted): Yes

* Checklist 4: Input New Address Details
- ...(thought omitted): Yes

* Checklist 5: Save Changes
- ...(thought omitted): No

Reward: 0.754 (Chosen)

Figure 15: Erroneous Example. Failed to properly anticipate future rewards, the agents clicked a

sub-optimal bid instead of scrolling to find the save button.
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Goal: What is the price range for products from EYZUTAK?

Previous Action: click('242’)

Misunderstanding observations and

Ine Stop Market!

previous actions led to repeated action

""" =50

.
iy :

One Stop Market

Product Showcases

V8 +Energy, Healthy Energy Drink,
Steady Energy from Black and

ked Gingerbread House Kit,
Value Pack, 17 oz., Pack of 2, Total |

od Inn Fine Teas, Orange,
WVanilla Caffeine-free Fruit

cious Dairy Free Comwh\p:
Light, Vegan, Non-GMO Project |

Belle Of The Ball Princess
! Sprinkle Mix| Wedding Colorful

Action Candidate 1: click(242) €9

Think:

The current webpage provides a product listing that includes an
EYZUTAK product which is priced at $9.99. My next action should
be to navigate back to the home page.

Reward Thought:
* Checklist 1: Access Product Search
- ...(thought omitted): Yes

* Checklist 2: Enter Brand Name
- ...(thought omitted): Yes

* Checklist 3: Identify Relevant Products
- ...(thought omitted): Yes

* Checklist 4: Analyze Price Range
- ...(thought omitted): No

Reward: 0.655 (Chosen)

Action Candidate 2: click(‘539’) Q

Think:
The page currently displays a product from EYZUTAK with a price
of $9.99. 1 will click on 'Beauty & Personal Care', as it may include
EYZUTAK offerings.

Reward Thought:

* Checklist 1: Access Product Search

- ...(thought omitted): Yes

* Checklist 2: Enter Brand Name
- ...(thought omitted): Yes

* Checklist 3: Identify Relevant Products
- ...(thought omitted): No

* Checklist 4: Analyze Price Range
- ...(thought omitted): No

Reward: 0.582

Figure 16: Erroneous Example. By misinterpreting the current observation and ignoring previous

actions, the agent performs repetitive actions.
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Goal: Show me the name of the customers who have expressed dissatisfaction with Chloe tank

Hallucinations in the generated checklist
led to inaccurate reward calculations.

70 records found

! gamingprodss@gmail.com

" adamgarcia@gmail.com

essjunkie22@yahoo.com

alex martin@gmail.com

xander thomas@hotmail.com

[ 1005}
amanda.kim@gmail.com ¥ General : :07030 nited States :Newjersey

1015} e~

: anna.nguyen@yahoo.com : General : 713555

1
RO 0 I N

Action Candidate 1: click(‘173’) 8 Action Candidate 2: fill (‘2387’, Chloe tank) o
Think: Think:

— I need to find customer feedback regarding the Chloe tank. | The current webpage is focused on the Admin Dashboard under
should go back to the "Dashboard" section since this is the next the Customers section. | will fill in the search box with "Chloe
logical action. tank" to look for r feedback or records.
Reward Thought: Reward Thought:

* Checklist 1: Access Customer Reviews Section * Checklist 1: Access Customer Reviews Section

- ...(thought omitted): No - ...(thought omitted): No

* Checklist 2: Locate Product Page * Checklist 2: Locate Product Page

- ...(thought omitted): No - ...(thought omitted): No

* Checklist 3: Identify Dissatisfied Customers * Checklist 3: Identify Dissatisfied Customers

- ...(thought omitted): No - ...(thought omitted): No

* Checklist 4: Communicate Dissatisfied Customers' Names * Checklist 4: Communicate Dissatisfied Customers' Names
- ...(thought omitted): No - ...(thought omitted): No

Reward: 0.014 (Chosen) Reward: 0.012

Figure 17: Erroneous Example. When generating the checklist, hallucinations such as navigating
to non-existent sections (Customer Reviews Section) or referencing pages that don’t exist (Product
Page) lead to incorrect reward calculations.
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H Prompts Used in Our Works

You are an expert evaluator of web agent.
Your task is to assess how helpful a given agent’s THOUGHT and ACTION is in making
progress toward the user’s goal, based on the current state of the webpage.

# Action space:
[Description of Action space]

# Task Description
Evaluate how helpful the given thought and action is for achieving the goal.
Use the following scale:

**Scoring Criteria (1 to 5):**

- **5 (Very Helpful)**: The action directly and effectively moves toward fulfilling a key part
of the goal.

- *#4 (Helpful)**: The action contributes meaningfully to progress, though it may require
follow-up actions.

- *##3 (Somewhat Helpful)**: The action is partially relevant or a preparatory step, but doesn’t
make immediate progress.

- #%2 (Slightly Helpful)**: The action is weakly related to the goal or might only indirectly
help.

- #*] (Not Helpful)**: The action is unrelated, redundant, or distracts from the goal.

# Given Information
## User Instruction
{intent}

## Trajectory
{trajectory}

## Current State

### Current URL
{current_url}

#i#t# AXTREE

Note: [bid] is the unique alpha-numeric identifier at the beginning of lines for each element
in the AXTree. Always use bid to refer to elements in your actions.

{text_observation}

### SOM Image Screenshot

Here is a current image screenshot of the page, it is annotated with bounding boxes and
corresponding bids:

<IMAGE_PLACEHOLDER>

## Agent’s Response

THOUGHT:
{thought}

ACTION:
{action}

# Output Format
Please return your response in the following format:

REASON:
[Your explanation for the scorel

SCORE:
[1-5]

- J

Figure 18: Prompt used to assign reward with Likert-scale for baseline models.
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You are an Al assistant tasked with generating structured checklists that highlight key
subgoals necessary to complete a task.

## Task Description

User Instruction (Goal): {intent}
Start Website URL: {start_url}
Guidelines for Checklist Generation

1. Identify Essential High-Level Subgoals:
- A subgoal should represent a significant step involving user interaction that leads to
noticeable page transitions or meaningful changes in system state.

- Consolidate closely related user actions (such as applying multiple filters or select-
ing several options) into a single subgoal, rather than separate checklist items for each action.

- Prioritize only the most critical interactions necessary for meaningful progression,
avoiding the inclusion of minor or unnecessary steps (e.g., scroll, hover).

2. Provide a Concise Subgoal Analysis:
- Before creating the checklist, offer a brief paragraph summarizing the main subgoals,
emphasizing significant transitions or page-level interactions.

3. Ensure Clear Goal:
- If multiple related interactions occur (e.g., setting filters 1, 2, and 3), combine them into one
subgoal with clear criteria verifying all required conditions.

- The checklist should contain only essential steps, explicitly excluding unnecessary
actions, and should not exceed five critical subgoals. It is not necessary to use all five
checklist items if fewer steps adequately represent the essential subgoals.

### Output Format

Before generating the checklist, first produce a concise subgoal analysis in a single
paragraph summarizing the required interactions. Then, based on this, generate the checklist
following the format below:

[SUBGOAL ANALYSIS]
[One-paragraph summary explaining the key subgoals and their logical
sequence in task completion.]

[CHECKLISTS]
Checklist X:
[Short title of the action/goall

- Goal:
[Brief description of the subgoal at this stage, emphasizing the
purpose of the action.]

Figure 19: Prompt used to generate checklist for baseline models.

NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
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You are an expert evaluator of web agent.
Your task is to assess how helpful a given agent’s THOUGHT and ACTION is in making
progress toward the user’s goal, based on the current state of the webpage.

# Action space:
[Description of Action spacel

# Task Description

Your task is to evaluate how well the agent’s THOUGHT and ACTION satisfy each item in
the checklist.

Use the task instruction, trajectory (including previously completed steps from history),
current webpage state, and the agent’s current response as evidence for your evaluation.

For each checklist item:

- Mark it as “Yes’ if it is clearly and fully satisfied either in the current response or already
completed in the history.

- Mark it as ‘In Progress’ if the agent has made partial but meaningful progress toward
completing the item.

- Mark it as ‘No’ if there is ambiguity, insufficient evidence, or the step is incomplete or not
yet started.

# Given Information
## User Instruction
{intent}

## Trajectory
{trajectory}

## Current State
### Current URL
{current_url}

### AXTREE

Note: [bid] is the unique alpha-numeric identifier at the beginning of lines for each element
in the AXTree. Always use bid to refer to elements in your actions.

{text_observation}

### SOM Image Screenshot

Here is a current image screenshot of the page, it is annotated with bounding boxes and
corresponding bids:

<IMAGE_PLACEHOLDER>

## Agent’s Response
THOUGHT:
{thought}
ACTION:

{action}

## Output Format
Please return your response in the following format:

REASON:

[Write a single, coherent paragraph explaining how well the agent’s
response satisfies the checklist overall. Use both the history and
the agent’s current thought/action as evidence. Mention specific
strengths or missing elements that influence your decision.]

CHECKLIST EVALUATION:
Checklist X:
[Yes / In Progress / Nol

Figure 20: Prompt used to assign rewards with checklist for baseline models.

Justification: The abstract and the introduction well reflect our contributions. Especially, the
third and the last paragraph covers our scope and contributions, respectively.
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You are an Al assistant tasked with generating structured checklists that highlight key
subgoals necessary to complete a task.

# Task Description

Generate a checklist which are key milestones for achieving the given instruction.

Frist, provide a concise subgoal analysis in a single paragraph summarizing the required
interactions.

Then, based on this, generate the checklist with brief description.

# Given Information
## User Instruction
{intent}

## Current URL

{start_url}
_ W,

Figure 21: Prompt used to generate checklist for WEB-SHEPHERD.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
Justification: We discuss the limitation of our work in Appendix A.1.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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You are an expert evaluator of web agent.
Your task is to assess how helpful a given agent’s THOUGHT and ACTION is in making
progress toward the user’s goal, based on the current state of the webpage.

# Task Description

Evaluate how well the agent’s THOUGHT and ACTION satisfy each item in the checklist
using the task instruction, trajectory (including previously completed steps), current webpage
state, and the agent’s latest response.

Start by writing a concise paragraph summarizing the agent’s overall performance.

Refer to the reasoning provided in the trajectory, and discuss whether the THOUGHT is
appropriate and the ACTION moves the task forward.

Then, assess each checklist item individually using the following labels:

- Yes: The item is fully and clearly satisfied, either in the current response or previously
completed.

- In Progress: There is meaningful partial progress toward completing the item.

- No: The item is not satisfied due to ambiguity, insufficient evidence, or lack of progress.

# Given Information
## User Instruction
{intent}

## Trajectory
{trajectory}

## Current State
### Current URL
{current_url}

### AXTREE

Note: [bid] is the unique alpha-numeric identifier at the beginning of lines for each element
in the AXTree.Always use bid to refer to elements in your actions.

{text_observation}

### SOM Image Screenshot

Here is a current image screenshot of the page, it is annotated with bounding boxes and
corresponding bids:

<IMAGE_PLACEHOLDER>

## Checklist
{checklist}

## Agent’s Response
THOUGHT:
{thought}

ACTION:

{action}
\ Y,

Figure 22: Prompt used to assign rewards for WEB-SHEPHERD.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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# Instructions

You are given a draft thought and action for the current step. This draft has not been executed yet.

It was evaluated by a reward model using a checklist based on the task goals.

Your task is to reflect on the checklist-based feedback and improve the proposed action.

Based on the page state and the provided feedback, revise the thought if needed and produce a better
action that will be executed.

Your answer will be interpreted and executed by a program, so be precise and follow the formatting
instructions.

# Goal:
{intent}

# Current State
## Current URL:
{current_url}

## AXTree:

Note: [bid] is the unique alpha-numeric identifier at the beginning of lines for each element in the
AXTree. Always use bid to refer to elements in your actions.

Note: only elements that are visible in the viewport are presented. You might need to scroll the page, or
open tabs or menus to see more.

Note: You can only interact with visible elements. If the "visible" tag is not present, the element is not
visible on the page.

{text_observation}

# History of interaction with the task:
{trajectory}

# Action space:
[Description of Action spacel

# Draft Thought and Action:
Thought: {thought}
Action: {action}

# Reward Model Feedback:
The reward model evaluates actions using a checklist derived from task-specific goals. Each checklist
item represents a key subgoal or intermediate step.

Feedback:
<feedback>
{feedback}
</feedback>

# Concrete Examples
Here is a concrete example of how to format your answer.
Make sure to follow the template with proper tags:

<EXAMPLE_PLACEHOLDER>

# Your Response:

<think>

To move toward Checklist 1-accessing the **Showerthoughts** forum-I should
first make it easier to locate that forum in the long list. Clicking the
*x‘‘Alphabetical’’** link will reorder all forums alphabetically, so I can then
quickly scroll to ‘‘Showerthoughts’’ and open it. This directly progresses us
to the first checklist item.

</think>

<action>

click(’117?)

</action>

Figure 23: Prompt used to generate a refined action for Refinement.

Answer: [NA]
Justification: We do not have any theoretical results.

Guidelines:
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You are an expert evaluator of web agent. Your task is to assess how helpful a given agent’s
THOUGHT and ACTION is in making progress toward the user’s goal, based on the current
state of the webpage.

# Action space:
[Description of Action spacel

# Given Information
## User Instruction
{intent}

## Trajectory
{trajectory}

## Current State
### Current URL
{current_url}

#i#t# AXTREE

Note: [bid] is the unique alpha-numeric identifier at the beginning of lines for each element
in the AXTree. Always use bid to refer to elements in your actions.

{text_observation}

## Agent’s Response
THOUGHT: {thought}
ACTION: {action}

# Output Format:

Please return your response in the following format:
REASON: [Your explanation for the scorel

SCORE: [1-5]

. J

Figure 24: Prompt used to assign rewards with Likert-scale for baseline models in trajectory search.

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-

perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We fully provide the experimental details in Appendix D. In addition, we
release the code and data to allow easy reproduction of our results.
Guidelines:
» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
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You are an expert evaluator of web agent. Your task is to assess how helpful a given agent’s
THOUGHT and ACTION is in making progress toward the user’s goal, based on the current
state of the webpage.

# Action space:

[Action Space Description]

# Task Description

Your task is to evaluate how well the agent’s THOUGHT and ACTION satisfy each item in
the checklist.

Use the task instruction, trajectory (including previously completed steps from history),
current webpage state, and the agent’s current response as evidence for your evaluation.
Clearly consider any items already successfully completed or currently in progress according
to the provided trajectory.

For each checklist item:
- Mark it as ‘Yes’ if it is clearly and fully satisfied either in the current response or already
completed in the history.
- Mark it as ‘In Progress’ if the agent has made partial but meaningful progress toward
completing the item.
- Mark it as ‘No’ if there is ambiguity, insufficient evidence, or the step is incomplete or not
yet started.

# Given Information
## User Instruction
{intent}

## Trajectory
{trajectory}

## Current State
### Current URL
{current_url}

#i## AXTREE

Note: [bid] is the unique alpha-numeric identifier at the beginning of lines for each element
in the AXTree. Always use bid to refer to elements in your actions.

{text_observation}

## Checklist
{checklist}

## Agent’s Response
THOUGHT: {thought}
ACTION: {action}

# Output Format

Please return your response in the following format:

REASON: [Write a single, coherent paragraph explaining how well

the agent’s response satisfies the checklist overall. Use both the
history and the agent’s current thought/action as evidence. Mention
specific strengths or missing elements that influence your decision.]
CHECKLIST EVALUATION:

Checklist X: [Yes / In Progress / Nol

. J

Figure 25: Prompt used to assign rewards with checklists for baseline models in trajectory search.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
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## Instruction

You are an expert evaluator tasked with assessing checklists for goal-directed web navigation.
These checklists are designed to guide an agent through multi-step tasks on a website.

Each checklist consists of subgoals, presented step-by-step, with brief descriptions explaining
the purpose of each step. Using the provided intent, start URL, and the reference checklist,
evaluate the quality of the checklist according to the following criterion.

Criteria: Checklist Validity
- Does the checklist contain only valid, relevant, and logically consistent steps that align with
the intent and the reference checklist, without introducing incorrect or misleading actions?

Using the rubric below, provide a brief justification and assign a score from 1 to 5
(number only, where 1 = very poor and 5 = excellent).

Rubric:
-1: Very poor: Checklist contains multiple invalid, irrelevant, or misleading steps that conflict
with the intent or contradict the reference checklist.

-2: Poor: Checklist includes some valid steps but also contains serious logical errors
or clearly irrelevant actions that compromise task validity.

-3: Fair: Most steps are reasonable and aligned with the task, but there are one or
two questionable or weakly justified steps that reduce overall reliability.

-4: Good: Checklist is mostly valid and logically sound, with only minor issues
such as slight ambiguities or borderline-relevant steps.

-5: Excellent: All steps are valid, relevant, and logically consistent with the intent
and reference checklist, with no incorrect or misleading content.

Respond in the following format:
Justification:
Score:

## Input
Intent:
{intent}

start_url:
{start_url}

reference checklist:
{reference_checklist}

generated checklist:
{generated_checklist}

## Output

. J

Figure 26: Prompt used to evaluate the quality of the generated checklist based on checklist validity.

of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.
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## Instruction

You are an expert evaluator tasked with assessing checklists for goal-directed web navigation.
These checklists are designed to guide an agent through multi-step tasks on a website.

Each checklist consists of subgoals, presented step-by-step, with brief descriptions explaining
the purpose of each step. Using the provided intent, start URL, and the reference checklist,
evaluate the quality of the checklist according to the following criterion.

Criteria: Subgoal Granularity
- Are the checklist steps appropriately scoped, neither too fine-grained nor too coarse, and
aligned with the level of detail found in the reference checklist?

Using the rubric below, provide a brief justification and assign a score from 1 to 5
(number only, where 1 = very poor and 5 = excellent).

Rubric:
-1: Very poor: Checklist is extremely unbalanced in granularity, with most steps being ei-
ther overly fine-grained or excessively coarse, making the structure difficult to interpret or use.

-2: Poor: There are several steps with inappropriate granularity—too detailed or too
broad—and the overall checklist lacks consistency in how actions are broken down.

-3: Fair: The checklist has a mix of well-scoped and poorly scoped steps, with a
few instances of overly fine or coarse granularity that cause mild disruption in flow.

-4: Good: Most steps are appropriately scoped, with only minor inconsistencies in
granularity or density that do not significantly hinder readability or execution.

-5: Excellent: The generated checklist strikes an appropriate level of granularity—neither too
coarse nor too fine—closely resembling the reference checklist. In addition, the progression
through the checklist items is relatively uniform in density.

Respond in the following format:
Justification:
Score:

## Input
Intent:
{intent}

start_url:
{start_url}

reference checklist:
{reference_checklist}

generated checklist:
{generated_checklist}

## Output

- J

Figure 27: Prompt used to evaluate the quality of the generated checklist based on subgoal granularity.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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## Instruction

You are an expert evaluator tasked with assessing checklists for goal-directed web navigation.
These checklists are designed to guide an agent through multi-step tasks on a website.

Each checklist consists of subgoals, presented step-by-step, with brief descriptions explaining
the purpose of each step. Using the provided intent, start URL, and the reference checklist,
evaluate the quality of the checklist according to the following criterion.

Criteria: Goal Coverage
- Does the checklist comprehensively reflect the key steps necessary to achieve the final goal,
as captured in the reference checklist?

Using the rubric below, provide a brief justification and assign a score from 1 to 5
(number only, where 1 = very poor and 5 = excellent).

Rubric:
-1: Very poor: Checklist omits most key steps found in the reference checklist and contains
vague, irrelevant, or misleading content.

-2: Poor: Checklist includes a few relevant steps, but misses many essential ones
from the reference checklist, resulting in a structure that does not support goal completion.

-3: Fair: Checklist reflects most major steps from the reference checklist but misses
one or two key actions or includes loosely related steps.

-4: Good: Checklist includes nearly all essential steps from the reference checklist,
with only minor omissions or slight ambiguities in an otherwise coherent structure.

-5: Excellent: Checklist fully captures all key steps covered in the reference check-
list, with clear subgoals that directly support achieving the final goal.

Respond in the following format:
Justification:
Score:

## Input
Intent:
{intent}

start_url:
{start_url}

reference checklist:
{reference_checklist}

generated checklist:
{generated_checklist}

## Output

. J

Figure 28: Prompt used to evaluate the quality of the generated checklist based on goal coverage.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code for our experiments and example data from WEBPRM COLLECTION
and WEBREWARDBENCH are included in the supplemental material.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.
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* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide the training and inference hyperparameters in Appendix C.2.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: In the experiment in Section 6.2 we sample 20 outputs from the policy to allow
reliable experiment.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.
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8.

10.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The compute resources used for running the experiments are described in
Appendix C.2.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have carefully read the code of ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss them in Appendix A.2.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

¢ If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.
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* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: We describe the verification process for constructing our dataset in Appendix B.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We include the citations and the explanations for the models, benchmarks, and
code used in our work.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
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Justification: We provide the details of WEBPRM COLLECTION and WEB-SHEPHERD in
Appendix B and Appendix C.2, respectively.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

» At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

15.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]
Justification: We detail the human annotation process in Appendix B.2.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: All annotation is made by the authors.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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