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Abstract001

In our era of widespread false information,002
human fact-checkers often face the challenge003
of duplicating efforts when verifying claims004
that may have already been addressed in other005
countries or languages. As false information006
transcends linguistic boundaries, the ability to007
automatically detect previously fact-checked008
claims across languages has become an in-009
creasingly important task. This paper presents010
the first comprehensive evaluation of large lan-011
guage models (LLMs) for multilingual previ-012
ously fact-checked claim detection. We as-013
sess seven LLMs across 20 languages in both014
monolingual and cross-lingual settings. Our015
results show that while LLMs perform well016
for high-resource languages, they struggle with017
low-resource languages. Moreover, translating018
original texts into English proved to be benefi-019
cial for low-resource languages. These findings020
highlight the potential of LLMs for multilin-021
gual previously fact-checked claim detection022
and provide a foundation for further research023
on this promising application of LLMs.024

1 Introduction025

The proliferation of false information is a global026

issue affecting societies across diverse linguistic027

and cultural boundaries. With the growing spread028

of false information across digital platforms, fact-029

checking has become a crucial mechanism for veri-030

fying claims and debunking false narratives. How-031

ever, manual fact-checking is a resource-intensive032

process, often requiring significant time and exper-033

tise. The automation of fact-checking has emerged034

as a promising avenue to support the work of fact-035

checkers, rather than fully replace them, by pro-036

viding efficient approaches to assist in identifying037

and evaluating the growing scale of false informa-038

tion (Vosoughi et al., 2018; Aïmeur et al., 2023).039

Previously fact-checked claim detection (PFCD)040

is a crucial sub-task of fact-checking that involves041

identifying whether a given claim has already been042

2Milliards d'hommes pour 5milliards de femmes dans le monde , et certaines
exigent encore la monogamie. 🙄 Quel égoïsme 🤔

EN translation: 2 billion men for 5 billion women in the world, and some still require
monogamy. 🙄 How selfish 🤔

United Nation's 2019 first quarter report shows there are 7.8 billion people on earth
with 5.6 billion women and 2.2 billion men.

(False statement)

World’s population stands at 7.8 billion people with 5.6 billion women and 2.2 billion
men – United Nations first quarter demography report 2019

(False statement)

Iceland has a shortage of men and will pay immigrants up to $5,000 to marry
Icelandic women.
(False statement)

28.2 million Americans are still waiting under Obamacare and remain uninsured!
(Half true statement)

RelevantPreviously fact-checked claims

Figure 1: An example of a Facebook post with four
previously fact-checked claims retrieved by the mul-
tilingual E5 embedding model, annotated by human
annotators for relevance. Two claims are relevant to the
post, while two are irrelevant.

verified. AI systems performing PFCD compare 043

input claims against thousands of already checked 044

claims in a database to detect matches. An ex- 045

ample is shown in Figure 1. Fact-checking or- 046

ganizations aim to reduce redundant efforts and 047

efficiently respond to recurring false claims, includ- 048

ing those that circulate across languages (Barrón- 049

Cedeño et al., 2020; Nakov et al., 2021; Micallef 050

et al., 2022). This is especially important in non- 051

English speaking regions, where language barriers 052

can limit access to existing fact-checks. Hrckova 053

et al. (2024) highlighted that fact-checkers often 054

duplicate efforts by re-verifying previously fact- 055

checked claims, leading to inefficiencies. In addi- 056

tion, interviews with fact-checkers identified PFCD 057

as a key component of the fact-checking process. 058

Rather than predicting veracity, which can be un- 059

reliable for novel claims and often lacks necessary 060

context, multilingual PFCD systems help by retriev- 061

ing relevant fact-checks, enabling fact-checkers to 062

focus on new, unverified claims. 063

LLMs have shown strong potential for automat- 064

ing various fact-checking tasks (Vykopal et al., 065
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2024). In particular, they can also enhance the de-066

tection of previously fact-checked claims by iden-067

tifying relevant fact-checks even across languages.068

This addresses key challenges such as linguistic069

diversity and the limitations of existing embedding-070

based methods, which often underperform for low-071

resource languages (Kazemi et al., 2021; Pikuliak072

et al., 2023). We believe that multilingual LLMs073

are beneficial because of their cross-lingual capa-074

bilities and ability to leverage resources from other,075

higher-resourced languages.076

In this study, we evaluate for the first time the077

capabilities of seven LLMs to identify relevant pre-078

viously fact-checked claims in multilingual and079

cross-lingual scenarios. We include 20 languages080

from different language families and scripts, con-081

sidering high and low-resource languages1. Our082

research fills an important gap in detecting previ-083

ously fact-checked claims in a multilingual context.084

Our contributions are as follows:085

• We provide the first comprehensive evalua-086

tion of LLMs for detecting previously fact-087

checked claims in monolingual and cross-088

lingual settings, analyzing the effectiveness089

of various prompting techniques. Our study090

offers insights into multilingual PFCD using091

LLMs and outlines the effectiveness of differ-092

ent strategies for instructing LLMs.093

• We introduce a novel manually annotated094

multilingual dataset for PFCD, comprising095

16K pairs that assess the relevance between096

social media posts and fact-checked claims.097

2 Related Work098

Previously Fact-Checked Claim Detection. De-099

tecting previously fact-checked claims, also known100

as claim-matching, aims to identify relevant claims101

for a given input (Shaar et al., 2020), reducing the102

need to revisit previously fact-checked information.103

Research in this field primarily focuses on utilizing104

information retriever (IR) systems that measure the105

similarity between input claims and fact-checked106

claims (Kazemi et al., 2022; Larraz et al., 2023).107

Most studies have evaluated these systems in mono-108

lingual settings, mostly in English (Shaar et al.,109

2020, 2022; Hardalov et al., 2022).110

Recent efforts have expanded the PFCD task to111

a multilingual context by developing multilingual112

1Code and data are available at: https://anonymous.
4open.science/r/llms-pfcd

datasets and exploring the performance of existing 113

IR systems (Kazemi et al., 2021). Pikuliak et al. 114

(2023) created the MultiClaim dataset with over 27 115

languages, demonstrating that English embedding 116

models with translated data achieved superior re- 117

sults compared to multilingual models with input 118

in the original language. 119

LLMs for Detecting Previously Fact-Checked 120

Claims. The rise of advanced LLMs has opened 121

new possibilities for PFCD in both monolingual 122

and multilingual settings. While most existing re- 123

search relies on embedding-based similarity mod- 124

els, only a few studies have applied LLMs to PFCD, 125

and these are limited to single-language scenar- 126

ios (Vykopal et al., 2024) Two main strategies 127

dominate prior LLM-based approaches: textual en- 128

tailment (Choi and Ferrara, 2024a,b), which labels 129

claim relationships as entailment, contradiction or 130

neutral, and generative re-ranking (Shliselberg and 131

Dori-Hacohen, 2022; Neumann et al., 2023), which 132

re-ranks retrieved fact-checks based on conditional 133

probabilities. 134

Our work extends previous research in several 135

ways. First, we provide the first evaluation of 136

LLMs for PFCD across 20 languages. Second, we 137

move beyond entailment-based framing by distin- 138

guishing between entailment, semantic similarity, 139

and a broader concept of relevance. In practice, the 140

relationship between posts and fact-checked claims 141

is highly variable – fact-checked claims may entail, 142

contradict, or refer to a more specific or general 143

version of a claim, and prior approaches often fail 144

to capture this variability (see Appendix B). 145

We define relevance as a fact-checked claim’s 146

potential to assist in verifying a post, regardless 147

of stance. This broader notion aligns with human 148

fact-checking workflows and emphasizes shared 149

information useful for verification. 150

3 Methodology 151

We assess the ability of LLMs to determine the rel- 152

evance between social media posts and previously 153

fact-checked claims by instructing them to classify 154

each post-claim pair as either relevant or irrelevant. 155

Our experiments consider both monolingual set- 156

tings, where the post and fact-checked claim are 157

in the same language, and cross-lingual settings, 158

where they are in different languages. 159

We proposed a pipeline, illustrated in Figure 2, to 160

facilitate the evaluation by identifying fact-checked 161

claims relevant to a given social media post. The 162
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Retrieval Relevance Classification using LLMs 

MultiClaim

Query

         Retriever

Zero-Shot
Task description

Zero-Shot

Few-Shot
Task description

Chain-of-Though

Cross-Lingual-
Thought prompt

Relevant

Not Relevant

Fact-checked claimFact-checked claimFact-checked claim

Top N relevant
fact-checks

Figure 2: Our PFCD pipeline, consisting of (1) a re-
trieval of the top N most similar previously fact-checked
claims (left-hand side) and (2) a classification of the rel-
evance between social media posts and fact-checked
claims using LLMs (right-hand side).

pipeline consists of two main steps. First, the re-163

triever component retrieves the N most similar pre-164

viously fact-checked claims from a database (Sec-165

tion 3.1) using an embedding-based similarity. In166

the second step, an LLM determines the relevance167

of the retrieved claims to the social media post. The168

role of LLM is, therefore, to filter out false posi-169

tives from the first stage. To validate the pipeline,170

we created a manually annotated dataset, where171

human annotators assessed the relevance between172

posts and retrieved claims (Section 3.2).173

3.1 Dataset174

We evaluate LLM capabilities on the PFCD task us-175

ing the MultiClaim dataset (Pikuliak et al., 2023),176

which comprises 206K fact-checks in 39 languages177

and 28K social media posts in 27 languages, with178

31K pairings between fact-checks and posts. Pairs179

of social media posts and fact-checks were col-180

lected based on annotations made by professional181

fact-checkers, who reviewed the posts and linked182

them to appropriate fact-checks. These data were183

sourced directly from fact-checks, which specify184

the social media posts they address. Since each185

fact-check typically covers only a few posts related186

to the target claim, there are many potentially cor-187

rect pairings between posts and fact-checks that are188

not annotated. In other words, the annotations are189

not exhaustive, making it impossible to measure re-190

call and allowing only a precision-based evaluation.191

In our experiments, we considered 20 languages192

with at least 100 posts each, selecting representa-193

tive subsets for each language.194

3.2 Human Annotation195

To ensure a comprehensive evaluation, we aim to196

address the lack of exhaustiveness in MultiClaim197

as much as possible. Approximating retrieval ac- 198

curacy requires a complete annotation, but measur- 199

ing recall directly is infeasible, as it would require 200

comparing each post to every claim in the database. 201

Instead, we approximate recall by retrieving and an- 202

notating a representative subset of the data. While 203

this selection is biased toward the retriever and does 204

not allow for exact recall measurement, we believe 205

it provides the most fair evaluation possible. 206

Data Selection. We selected 20 languages from 207

diverse language families and scripts to ensure 208

broad linguistic coverage. For monolingual set- 209

tings, we selected 40 posts per language and re- 210

trieved their top 10 fact-checked claims in the same 211

language using Multilingual E5 Large embedding 212

model (Wang et al., 2024). 213

For cross-lingual settings, we defined 20 lan- 214

guage pairs, incorporating a variety of language 215

combinations (e.g., Slovak posts with English fact- 216

checks). For each post, we retrieved the top 100 217

fact-checked claims in languages different from 218

the post’s language. From these, we selected 400 219

post-claim pairs per language combination. 220

Our dataset, AMC-16K (Annotated-MultiClaim- 221

16K), consists of 8K monolingual and 8K cross- 222

lingual pairs, as detailed in Table 3 in Appendix E. 223

Annotation. Six annotators evaluated the rele- 224

vance of 16K claim-post pairs. For each pair, they 225

assessed the relevance between the post and fact- 226

checked claim as relevant (Yes), irrelevant (No) 227

or Cannot tell according to guidelines we pub- 228

lish alongside this paper. Following the initial 229

annotation, all cases marked as cannot tell were 230

reviewed and re-categorized into Yes and No cate- 231

gories. While each pair received a single annotation 232

due to the dataset size, we implemented two agree- 233

ment evaluations. First, a pre-annotation alignment 234

test with all annotators to assess their understanding 235

of the guidelines, yielding a Fleiss’ kappa score 236

of 0.60 (moderate agreement). Second, the four 237

most active annotators completed a post-annotation 238

test, which resulted in a score of 0.62 (substantial 239

agreement), confirming sufficient consistency of 240

our methodology. More details on human annota- 241

tion can be found in Appendix C. 242

Annotation results for languages and settings 243

(monolingual vs. cross-lingual) are shown in Fig- 244

ure 3. Overall, 16% of pairs were labeled relevant, 245

with the rest classified as irrelevant. In languages 246

like English, Malay, Portuguese, and German, the 247

proportion of relevant pairs exceeded 30%. 248
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Figure 3: The proportion of relevant pairs among 400
annotated samples per language in monolingual and
cross-lingual settings. Confidence intervals were com-
puted using the Agresti-Coull method.

3.3 Experimental Setup249

To assess LLMs’ ability to identify the relevance250

between posts and fact-checked claims, we lever-251

aged our AMC-16K dataset, four baselines, seven252

LLMs and five prompting strategies.253

Baselines. As baselines, we use two text em-254

bedding models (TEMs): the Multilingual-E5255

Large and the English-only GTR-T5 Large. Se-256

mantic similarity scores between posts and fact-257

checked claims are converted to binary labels using258

thresholds optimized for Youden’s Index.259

In some sense, our task is similar to Natural260

Language Inference (NLI): if a post is entailed261

or paraphrased by a fact-checked claim, it can be262

considered relevant. Given this connection, we263

included two NLI models as baselines, DeBERTa264

v3 Large2 and mDeBERTa v3 Base3. We clas-265

sify NLI relations between posts and fact-checked266

claims, treating entailment relations as relevant and267

all other labels as irrelevant (see Appendix H).268

Large Language Models. Based on preliminary269

experiments (see Appendix G), we selected the top270

three open-source LLMs with less than 10B param-271

eters, referred to hereafter as 10B- LLMs, and four272

LLMs with more than 70B parameters, referred to273

as 70B+ LLMs. To optimize resource efficiency for274

70B+ LLMs, we employed their quantized versions.275

Table 1 lists all LLMs used in our experiments.276

Prompting Strategies. In our study, we investi-277

gated five strategies for instructing LLMs to iden-278

tify relevant claim-post pairs. These strategies were279

shown to be effective in prior research (Brown et al.,280

2020; Huang et al., 2023). We explore (1) zero-281

shot; (2) zero-shot with task description; (3) few-282

2https://huggingface.co/MoritzLaurer/
DeBERTa-v3-large-mnli-fever-anli-ling-wanli

3https://huggingface.co/MoritzLaurer/
mDeBERTa-v3-base-mnli-xnli

Model # Params # Langs Organization Citation

Mistral Large 123 B 11 Mistral AI Mistral AI Team (2024)
C4AI Command R+ 104 B 23 Cohere For AI Cohere For AI (2024)
Qwen2.5 Instruct 72 B 29 Alibaba Yang et al. (2024)
Llama3.1 Instruct 70 B 8 Meta Grattafiori et al. (2024)

Llama3.1 Instruct 8 B 8 Meta Grattafiori et al. (2024)
Qwen2.5 Instruct 7 B 29 Alibaba Yang et al. (2024)
Mistral v3 7 B 1 Mistral AI Jiang et al. (2023)

Table 1: A list of models evaluated on the task of detect-
ing previously fact-checked claims.

shot with task description; (4) chain-of-thought; 283

and (5) cross-lingual-thought prompting. Rather 284

than extensively engineering prompts, we here aim 285

to benchmark out-of-the-box LLM performance. 286

Consequently, our selected prompts align with hu- 287

man relevance judgments. Examples of our prompt 288

templates are shown in Figure 8. 289

In Zero-shot prompting, we rely entirely on the 290

LLM’s ability to infer relationships based on pro- 291

vided texts without providing any task description. 292

In contrast, the zero-shot with task description 293

approach enhances original zero-shot settings by 294

providing a task description in the system prompt. 295

Another technique employed in our experiments 296

involves few-shot with task description, which 297

combines task-specific demonstrations and a task 298

description. Demonstrations were drawn from a 299

subset of manually annotated data from Pikuliak 300

et al. (2023). For each pair, the top five positive 301

(Yes) and five negative (No) samples were selected. 302

More details on the selection process of demonstra- 303

tions are in Appendix F. 304

Recognizing the importance of reasoning in 305

fact-checking, we adopt chain-of-thought (CoT) 306

prompting (Wei et al., 2024), which guides LLMs 307

to provide the reasoning process before generating 308

the decision through the prompt "Let’s think step 309

by step". By encouraging intermediate reasoning, 310

CoT aims to improve the understanding of posts 311

and their relationship to fact-checked claims. 312

The last considered prompting strategy is cross- 313

lingual-thought prompting (XLT) (Huang et al., 314

2023), which was found beneficial with non- 315

English inputs. Using this technique, we instruct 316

LLMs to translate social media posts and fact- 317

checked claims into English before evaluating their 318

relevance, leveraging the stronger performance of 319

many English-centric LLMs. 320

3.4 Evaluation 321

We evaluate the capabilities of LLMs for PFCD 322

as a binary classification, aiming to determine the 323

relevance of fact-checked claims and a given post. 324
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Figure 4: Performance comparison of LLMs across five
prompting strategies in the original language, measured
by Macro F1 score with confidence intervals. Horizontal
lines indicate the best-performing baselines.

For evaluation, we leverage Macro F1 due to the325

fact that the annotated dataset is inherently imbal-326

anced. In addition, we calculate True Negative327

Rate (TNR), reflecting the proportion of irrelevant328

pairs correctly filtered, and the False Negative Rate329

(FNR), indicating how many relevant pairs were330

incorrectly identified as irrelevant.331

4 Experiments and Results332

This section presents overall findings on LLMs’333

performance for the PFCD task (Section 4.1), fol-334

lowed by evaluations in monolingual (Section 4.2)335

and cross-lingual settings (Section 4.3). We also336

assess the impact of English translations – provided337

in the MultiClaim dataset via the Google Translate338

API – on LLMs’ performance (Section 4.4). Since339

the translations are provided with the dataset, we340

do not compare different translation models or eval-341

uate translation quality. Statistical significance is342

tested using the Mann-Whitney U test for pairwise343

comparisons and the Kruskal-Wallis test for multi-344

ple groups, with significance defined as p < 0.05.345

4.1 Overall Assessment346

Figure 4 presents the overall results. LLMs gener-347

ally show strong performance in identifying rele-348

vant fact-checked claims across languages, with top349

LLMs achieving Macro F1 above 80%. However,350

performance varies notably by model size, prompt-351

ing strategy, and language. 70B+ LLMs consis-352

tently outperformed their smaller counterparts353

(statistically significant; p < 0.05), with Mistral354

Large and C4AI Command R+ emerging as particu-355

larly effective. Many LLMs and prompting strate-356

gies surpassed the baselines, while Llama3.1 8B357

and Mistral 7B lagged behind in most strategies.358

The effectiveness of prompting strategies de-359

pends on the LLM’s size and training. For 70B+360

LLMs, few-shot prompting yields the best re- 361

sults for Mistral Large and Qwen2.5 72B (p < 362

0.05), suggesting these LLMs can effectively lever- 363

age demonstrations to understand the task and 364

enable them to leverage context effectively. In 365

contrast, 10B- LLMs perform better with CoT 366

prompting, indicating they benefit from the reason- 367

ing (e.g., Qwen2.5 7B); this was statistically signif- 368

icant (p < 0.05) compared to other techniques, ex- 369

cept Zero-Shot + Task description, where no signif- 370

icant difference was found. CoT also demonstrated 371

strong performance for LLMs with advanced capa- 372

bilities, such as Llama3.1 and Mistral Large. 373

4.2 Monolingual Evaluation 374

Figure 5 (left-hand side) highlights the average 375

performance across prompting techniques for each 376

LLM. The capabilities to process languages vary 377

among LLMs. For example, C4AI Command R+, 378

trained on 23 languages, exhibits high performance 379

across many languages. However, even LLMs that 380

cover fewer languages can perform well (e.g., 381

Mistral Large). This suggests that 70B+ LLMs 382

demonstrate generalization on multilingual data. 383

In monolingual settings, some languages per- 384

form poorly, which is mostly the case for Slavic 385

languages, Hungarian and Burmese, where the per- 386

formance was lower than for other languages and 387

language families. In contrast, high-resource lan- 388

guages achieved superior results in most cases 389

(p < 0.05). However, these results depend not only 390

on the language but also on the data’s complexity 391

– specifically, variations in data across languages 392

and other attributes that affect how easily the LLM 393

can predict the correct answer. This was evident 394

since performance differences persisted even af- 395

ter translating all data into English. Additionally, 396

factors such as topic distribution may influence per- 397

formance, with languages that cover a wider range 398

of topics potentially benefiting from this. 399

DeBERTa v3 Large, fine-tuned on NLI data, per- 400

formed well in monolingual settings for many lan- 401

guages, often outperforming weaker LLMs. How- 402

ever, it struggled with low-resource and non-Latin 403

languages, resulting in lower average performance 404

overall. Other baselines also underperformed, high- 405

lighting the superior generalization ability of LLMs 406

in identifying claim-post relevance. 407

As shown in Figure 6, adding task descrip- 408

tions improved performance across most LLMs 409

and CoT reasoning boosted results in many lan- 410

guages. Demonstrations helped some LLMs, espe- 411
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Figure 5: Performance of 70B+ and 10B- LLMs across 20 individual languages (left-side) and 20 cross-lingual
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Figure 6: Averaged Macro F1 performance for each
prompting technique across all LLMs and across 20
languages in a monolingual setting. ZS denotes Zero-
Shot, and FS denotes Few-Shot prompting. Languages
marked with * use a non-Latin script.

cially Mistral Large and Qwen2.5, highlighting412

that providing more information enhances LLM413

performance (see Figure 11 in Appendix I).414

4.3 Cross-Lingual Evaluation415

We compare LLMs performance in monolingual416

and cross-lingual settings with Macro F1 scores417

presented in Table 2 and across techniques for418

each language combination in Figure 5 (right-hand419

side). Overall, performance declined in cross-420

lingual settings, with an average decrease of ap-421

proximately 4.5%, especially for 10B- LLMs. This422

highlights the challenges of processing inputs in423

different languages.424

Few-shot prompting proved effective when ap-425

plied to multilingual LLMs. In contrast, CoT426

helped mitigate the cross-lingual performance427

gap for smaller models (5% improvement com-428

pared to XLT prompting), providing a reasoning429

approach that transfers well across languages.430

The C4AI Command R+ model exhibited supe-431

rior performance for a monolingual scenario in432

zero-shot settings (p < 0.05). In contrast, Mistral 433

Large emerged as the best-performing LLM in few- 434

shot settings and reasoning (CoT and XLT prompt- 435

ing) with original language inputs (p < 0.05). 436

These findings suggest that LLMs with less ex- 437

tensive language coverage during training can out- 438

perform highly multilingual LLMs when advanced 439

prompting techniques are leveraged. 440

For 10B- LLMs, Qwen2.5 7B consistently 441

achieved superior performance in both settings 442

across prompting techniques (p < 0.05), excluding 443

XLT in monolingual settings. This demonstrates 444

the effectiveness of Qwen2.5’s training in equip- 445

ping the LLM with strong generalization capabili- 446

ties across different prompting strategies. 447

4.4 Translation-Based Approaches 448

We analyze the performance difference between 449

original language inputs and their English trans- 450

lations, as illustrated in Figure 7. The results re- 451

veal that English translation generally enhanced 452

LLM performance across most scenarios (p < 453

0.05). This finding highlights the potential of 454

translation-based approaches (translating to En- 455

glish or using XLT) for enhancing the performance 456

of models with limited multilingual capabilities. 457

English translations not only improve cross- 458

lingual performance, but also demonstrate that 459

LLMs often achieve higher accuracy when oper- 460

ating in English. However, English translations 461

can sometimes negatively impact performance, 462

as observed for the C4AI Command R+ model. This 463

LLM, trained with a higher number of languages, 464

performed better with original language inputs, sug- 465

gesting that extensive multilingual training may 466
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Model Version Zero-Shot Zero-Shot +
Task Description

Few-Shot +
Task Description CoT XLT Average

Mono Cross Mono Cross Mono Cross Mono Cross Mono Cross Mono Cross

Baselines

Multilingual-E5 Large Og 64.92 65.50 64.92 65.50 64.92 65.50 64.92 65.50 64.92 65.50 64.92 65.50
En 77.53 68.45 77.53 68.45 77.53 68.45 77.53 68.45 77.53 68.45 77.53 68.45

GTR-T5 Large En 75.52 67.88 75.52 67.88 75.52 67.88 75.52 67.88 75.52 67.88 75.52 67.88

DeBERTa v3 Large (NLI) Og 70.32 64.51 70.32 64.51 70.32 64.51 70.32 64.51 70.32 64.51 70.32 64.51
En 74.05 68.11 74.05 68.11 74.05 68.11 74.05 68.11 74.05 68.11 74.05 68.11

mDeBERTa v3 Base (NLI) Og 67.38 58.68 67.38 58.68 67.38 58.68 67.38 58.68 67.38 58.68 67.38 58.68
En 64.84 59.05 64.84 59.05 64.84 59.05 64.84 59.05 64.84 59.05 64.84 59.05

LLMs with more than 70B parameters (70B+ LLMs)

Mistral Large 123B Og 72.06 67.09 74.20 71.33 82.46 80.54 79.40 71.60 81.98 74.29 78.02 72.97
En 75.50 67.41 79.39 72.38 81.64 78.06 78.95 72.09 - - 78.87 72.49

C4AI Command R+ 104B Og 79.29 70.34 83.20 79.08 76.26 74.54 64.98 58.66 65.90 61.36 73.93 68.80
En 80.00 77.28 81.92 75.50 80.40 75.40 66.43 58.78 - - 77.19 71.74

Qwen 2.5 72B Instruct Og 70.87 69.69 66.30 60.77 81.68 77.87 74.78 67.59 72.56 67.04 73.24 68.59
En 76.16 68.48 69.70 61.76 82.00 77.52 76.55 68.46 - - 76.10 69.06

Llama 3.1 70B Instruct Og 69.99 62.54 72.08 67.69 60.64 61.20 75.90 68.65 77.86 72.07 71.29 66.43
En 71.87 63.77 75.27 67.46 77.01 76.79 78.29 70.66 - - 75.61 69.67

Average Og 73.05 67.42 73.95 69.72 75.26 73.54 73.77 66.63 74.58 68.69 74.12 69.20
En 75.88 69.24 76.57 69.28 80.26 76.94 75.06 67.50 - - 76.94 70.74

LLMs with less than 10B parameters (10B- LLMs)

Llama 3.1 8B Instruct Og 48.63 47.19 70.88 69.70 47.78 42.15 68.71 62.61 71.77 64.48 61.55 57.23
En 60.57 53.51 76.48 71.11 64.22 56.93 74.27 66.33 - - 68.89 61.97

Qwen 2.5 7B Instruct Og 65.40 64.18 79.95 74.44 71.43 72.52 80.74 75.15 66.97 66.49 72.90 70.56
En 66.76 64.02 81.07 76.09 69.02 70.89 81.02 75.10 - - 74.47 71.53

Mistral v3 7B Og 64.92 61.26 65.98 60.46 57.91 53.31 72.97 67.36 65.67 59.10 65.49 60.30
En 68.69 63.94 71.01 63.49 68.67 62.79 74.00 66.08 - - 70.59 64.08

Average Og 59.65 57.54 72.27 68.20 59.04 55.99 74.14 68.37 68.14 63.36 66.65 62.69
En 65.34 60.49 76.19 70.23 67.30 63.54 76.43 69.17 - - 71.32 65.86

Table 2: Performance comparison of LLMs and baselines in monolingual and cross-lingual settings using Macro F1
score. The best results for the version with original language (Og) are in bold, and for the version with English
translations (En) are underlined for each category.

outperform translation-based strategies.467

LLMs trained predominantly on Latin-script468

data, such as Llama3.1, showed significant per-469

formance gains when translations to English470

were employed (e.g., a 16% improvement in Macro471

F1 in few-shot settings), observed as statistically472

significant (p < 0.05). Translation-based ap-473

proaches also proved effective in addressing non-474

Latin scripts (p < 0.05), making them a practical475

alternative in cross-lingual settings.476

However, across almost all LLMs, CoT prompt-477

ing combined with English translations yielded478

only marginal improvements (p < 0.05), sug-479

gesting that CoT prompting alone can serve as a480

viable substitute for translation in achieving compa-481

rable performance. This highlights the potential of482

reasoning-based strategies to bridge cross-lingual483

gaps without relying on intermediate translations.484

Additionally, the impact of English translations485

proved less effective for few-shot settings, with486

Mistral Large and Qwen2.5 7B models showing487

a negative effect on the results in these scenarios.488

5 Error Analysis489

This section analyzes the errors in the reasoning490

generated by LLMs, focusing on the CoT and XLT491

techniques. We categorize errors into two types.492
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Figure 7: Overall difference between English translation
and the original language using Macro F1 score.

First, output consistency errors, where LLM’s re- 493

sponses are inconsistent or deviate from the ex- 494

pected format. Second, reasoning errors, which 495

account for misclassified relevance pairs. 496

5.1 Output Consistency Errors 497

Output consistency errors can be detected using 498

automatic tools such as language identification or 499

sequence repeating analysis. For language identifi- 500

cation, we employed FastText (Joulin et al., 2017, 501

2016) and langdetect to identify the output lan- 502

guage. To identify repeating sequences, we em- 503

7



ployed sequence occurrence analysis.504

A commonly observed issue relates to the lan-505

guage of LLM outputs, as all responses were ex-506

pected in English. Llama3.1 models with CoT507

prompting frequently generated non-English out-508

puts – 37% for 8B version and 28% for 70B version.509

More details are given in Table 8 in Appendix J.510

Other errors included repeating sequences,511

mainly observed in Llama3.1 8B with CoT prompt-512

ing (215×). Other LLMs, such as Llama3.1 (33×),513

Mistral Large (16×) and Qwen2.5 72B (11×),514

exhibited fewer occurrences using XLT prompting.515

Llama3.1 refused to generate responses for five516

pairs due to the disinformation content.517

5.2 Reasoning Errors518

We selected 20 random samples incorrectly classi-519

fied for each LLM and for the CoT and XLT tech-520

niques, which we manually reviewed to identify521

common reasoning errors. For CoT, we also in-522

cluded the version with English translations, which523

resulted in 420 annotated samples overall. Our anal-524

ysis revealed several types of errors, particularly525

those contributing to false positives.526

The most common error was incorrect reason-527

ing based on topic similarity (around 65%), where528

posts and fact-checked claims were misclassified as529

relevant based solely on shared topics. This was es-530

pecially frequent with COVID-19, vaccination top-531

ics and cases when both statements are attributed532

to the same entity. Some incorrectly identified533

samples exhibit contradictory reasoning (approxi-534

mately 7%), mostly for Mistral 7B with CoT. For535

example, while individual statements are correctly536

classified as irrelevant, the LLM focused on the537

topic similarity rather than the actual irrelevance,538

leading to misclassifications (see Appendix J.1).539

Other reasoning errors arise from missing con-540

text in posts or fact-checked claims, especially541

when referencing images or videos that LLMs can-542

not process or that are irrelevant. We thus ignored543

posts that contained visual information through544

links or embedded media during the selection pro-545

cess for our annotation. Some of the posts were546

missing URL links, but referred to images. Such547

posts with visual information were not filtered.548

6 Discussion549

Multilingual Previously Fact-Checked Claim550

Detection and Low-Resource Languages. Our551

experiments revealed that LLMs work reason-552

ably well in English and high-resource languages, 553

demonstrating robust capabilities in detecting pre- 554

viously fact-checked claims. However, a notable 555

performance gap persists for some low-resource 556

languages and those with non-Latin scripts. This 557

disparity emphasizes the need for tailored adapta- 558

tions, particularly for non-English settings. 559

Superiority of Translations-Based Approaches. 560

Translation-based approaches were particularly ef- 561

fective for low-resource languages and non-Latin 562

scripts, as well as when using 10B- LLMs. Trans- 563

lating inputs into English (using machine transla- 564

tion) allows LLMs to benefit from their extensive 565

training in English, which typically provides more 566

robust results. This method is useful in scenarios 567

where processing of low-resource languages would 568

otherwise lead to suboptimal outcomes. 569

Prompting Techniques. No single prompting 570

technique emerged as universally superior across 571

all settings. Zero-shot was beneficial for high- 572

resource languages but did not work well with low- 573

resource languages due to limited contextual un- 574

derstanding and sparse pre-training data. Few-shot 575

prompting showed improvements in low-resource 576

languages, but required carefully selected samples. 577

For high-resource scenarios, using larger LLMs 578

with few-shot prompting in the original language 579

provides reliable results across languages. In 580

contrast, resource-constrained scenarios benefited 581

from combining 10B- LLMs, CoT and translation- 582

based approaches. These findings emphasize that 583

the choice of technique should be guided by spe- 584

cific languages and other considerations. 585

7 Conclusion 586

This paper provides a comprehensive evaluation of 587

seven LLMs, ranging from 7B up to 123B parame- 588

ters, for detecting previously fact-checked claims 589

in monolingual and cross-lingual settings. We cre- 590

ated and released the dataset consisting of 16,000 591

manually annotated pairs of posts and fact-checked 592

claims. Among the LLMs, Mistral Large and 593

C4AI Command R+ achieved the best performance. 594

In contrast, the Qwen2.5 7B model exhibited strong 595

capabilities with Chain-of-Though prompting, out- 596

performing LLMs with significantly larger param- 597

eter counts. These findings underscore the impor- 598

tance of both LLM selection and prompting strate- 599

gies in optimizing performance for previously fact- 600

checked claim detection tasks. 601
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Limitations602

Model Selection. Our study focused on state-of-603

the-art large language models that are openly avail-604

able. We excluded closed-source models like GPT-605

4 since our experiments required analyzing token606

probabilities, which are only accessible in open-607

source models. Additionally, open-source mod-608

els offer greater experimental control compared609

to closed-source LLMs. Furthermore, our analy-610

sis considered models released before July 2024,611

which marked the primary research period of this612

study.613

Language Support. The selected LLMs exhibit614

varying degrees of multilingual capabilities, rang-615

ing from primarily English-centric models to those616

supporting 29 languages. While model cards indi-617

cate intended language support, the models may618

demonstrate capabilities in additional languages619

due to the training data diversity and potential data620

contamination. Our analysis spans 20 languages621

across different language families and writing sys-622

tems, making multilingual support a key selection623

criterion. Although some languages in our study624

lack explicit support in any of the evaluated mod-625

els, we assume that the models might still demon-626

strate some capacity to assess text similarity in627

these languages. This setup enabled us to evaluate628

the models’ multilingual capabilities and compare629

their performance for PFCD across different lan-630

guages.631

Retrieval Quality. Our study focused on the per-632

formance of LLMs, not on retrieval strategies or633

their impact on results. Retrieval was used only634

to collect data for human annotation, prioritizing635

more similar claim-post pairs to reduce irrelevant636

fact-checks and class imbalance. We did not eval-637

uate the effect of retrieval on classification perfor-638

mance, as this was beyond our scope. For this639

purpose, we used the Multilingual E5 large640

model, which achieved the best results on the Mul-641

tiClaim dataset among the evaluated TEMs.642

Language Detection for Error Analysis. For643

error analysis of LLM outputs, we employed lan-644

guage identification using two tools, especially645

FastText and langdetect. Due to the varying accu-646

racy across different languages (mostly concerned647

with low-resource languages), we employed both648

tools in parallel for the final language analysis. Out-649

puts were identified as a different language than650

English when both tools agreed on identifying a651

non-English language, providing a more robust de- 652

tection mechanism for language-related errors in 653

model responses. However, the performance of 654

these tools can vary across languages, and their per- 655

formance can be lower for low-resource languages, 656

which can result in incorrect identification of the 657

language for some inputs. 658

Ethical Consideration 659

Intended Use. The annotated dataset is intended 660

primarily for research purposes and is derived from 661

the existing MultiClaim dataset (Pikuliak et al., 662

2023). In our work, we selected a subset of Multi- 663

Claim and annotated a portion of the data, specif- 664

ically assessing the relevance between social me- 665

dia posts and fact-checked claims. Along with 666

the dataset, we also release code to reproduce our 667

results. Both the datasets and code are only for 668

research use, and reproducing the results requires 669

access to the original MultiClaim dataset. 670

Usage of AI Assistants. We have used the AI 671

assistant for grammar checks and sentence struc- 672

ture improvements. We have not used AI assistants 673

in the research process beyond the experiments 674

detailed in the Methodology section (Sec. 3). 675
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A Computational Resources 875

For our experiments, we leveraged a computational 876

infrastructure consisting of A40 PCIe 40GB, A100 877

80GB and H100 NVL 94GB NVIDIA GPUs while 878

our experiments ran in parallel on multiple GPUs. 879

In total, our experiments required approximately 880

1500 GPU hours. 881

B Relevance Definition 882

Our definition of the relevance differs from the 883

textual entailment, since there is not only the strict 884

relationship, whether a retrieved claim contradicts 885

or entails with the given post. There is no general 886

relation that always holds. Therefore, we defined 887

the relevance less strictly without considering the 888

stance of the post or retrieved claim. 889

Theoretical Example. Given a claim "Vaccines 890

cause autism", which can relate to claim "mRNA 891

vaccines cause autism", which is more specific, 892

but it also relates to claim "Vaccines are harmful", 893

which is more general. In the first case, there is 894

an entailment between the claims. However, in the 895

second case, there is only partial overlap, while the 896

entailment model can classify that as neutral. In the 897

case of partial overlap, the fact-checker can reuse 898

parts of the fact-checks and evidence that can be 899

employed to verify the information. 900

Dataset Example Given post: "This is a re- 901

cent photo of the peasant protests in the Nether- 902

lands. German media do not report on the cur- 903

rent protests." and a previously fact-checked claim: 904

"This is what they don’t show you Port of Rotter- 905

dam, Thursday 18 November flat, strikes Media 906

has plenty of time for riots". In this examples, there 907

is no direct entailment or contradiction, while the 908

post and fact-checked claims are relevant to each 909

other and parts or all information can be reused to 910

verify the information. 911

C Human Annotation 912

C.1 Characteristics of Human Annotators 913

For the purpose of annotating a subset of Mul- 914

tiClaim data, we employed six annotators. The 915

annotators are all from our research team and 916

have backgrounds in artificial intelligence and fact- 917

checking. The annotation involved three men and 918

three women, all from European countries, aged 919

between 20 and 30 years. 920
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C.2 Annotation Process921

Each annotator was provided with both the original922

texts and their English translations, enabling them923

to annotate based on their proficiency in the origi-924

nal languages – particularly if the annotator was a925

native speaker. However, due to the diversity of the926

20 languages included in the study, in many cases,927

the annotators relied primarily on the English trans-928

lations. Annotators were selected from various929

countries and were not limited to native speakers of930

a specific language. Each annotator was assigned931

a unique subset of data for annotation, and inter-932

annotator agreement was assessed using designed933

sets: pre-annotation and post-annotation sets, an-934

notated before and after the annotation process.935

D Analyzed Languages936

All languages and language pairs that are included937

in our experiments are listed in Table 3 along with938

the proportion of relevant pairs annotated by human939

annotators.940

Moreover, Table 4 reports the proportion of rele-941

vant pairs identified for each language and language942

pair out of 400 pairs for each of them.943

E Dataset944

Our dataset encompasses several popular topics,945

primarily related to COVID-19, the Russia-Ukraine946

war, vaccination, migration, and election fraud. Ad-947

ditionally, it includes the misattributed claims in-948

volving various politicians or public figures, such949

as Donald Trump, Greta Thunberg or George950

Orwell. Furthermore, the dataset covers region-951

specific topics that are prevalent in certain coun-952

tries, such as claims related to Slovak politics or953

protests in specific regions.954

In our work, we consider French, Portuguese,955

Spanish, German, Dutch, English, Arabic, and956

Hindi to be high-resource and other languages to be957

mid- or low-resource, based on Singh et al. (2024).958

We classified them based on the data available for959

training the LLMs.960

F Prompt Templates961

To evaluate the capabilities of LLMs to identify962

the relevance between social media posts and fact-963

checked claims, we utilized five prompting tech-964

niques, which are commonly employed in exper-965

iments with LLMs. In Figure 8, we provide tem-966

plates and system prompts used to instruct LLMs967

for different prompting strategies. Our experiments968

Code Language Average WC
Posts

Average WC
FC claims # posts # FC claims

ara Arabic 57.26 ± 92.63 30.82 ± 49.46 69 825
bul Bulgarian 169.18 ± 238.08 11.95 ± 3.87 40 118
ces Czech 151.54 ± 181.16 11.09 ± 8.87 56 201
deu German 114.74 ± 146.74 19.90 ± 17.08 60 558
ell Greek 120.62 ± 237.78 19.67 ± 8.47 40 271
eng English 195.66 ± 266.51 23.92 ± 30.45 111 2651
fra French 129.27 ± 152.93 18.52 ± 12.33 55 823
hbs Serbo-Croatian 130.70 ± 162.29 23.77 ± 25.12 40 405
hin Hindi 46.95 ± 39.16 24.20 ± 14.18 43 326
hun Hungarian 127.51 ± 155.68 10.68 ± 3.60 55 111
kor Korean 95.19 ± 103.14 9.96 ± 7.19 48 172
msa Malay 146.50 ± 196.29 13.42 ± 5.61 50 576
mya Burmese 51.91 ± 52.08 7.78 ± 5.79 42 75
nld Dutch 110.17 ± 113.22 21.24 ± 18.72 45 240
pol Polish 139.75 ± 173.43 20.38 ± 15.63 71 808
por Portuguese 105.28 ± 121.96 37.29 ± 61.69 40 1242
ron Romanian 126.65 ± 140.73 13.78 ± 4.60 40 131
slk Slovak 222.77 ± 562.15 13.61 ± 8.63 91 154
spa Spanish 91.06 ± 142.76 20.55 ± 13.08 61 366
tha Thai 82.50 ± 66.99 4.00 ± 2.92 55 137

Table 3: Statistics of AMC-16K dataset. We provide
the averaged word count (WC) with standard deviation
for posts and fact-checked claims (FC claims). We also
calculated the number of posts and fact-checked claims
for each language.

include zero-shot, zero-shot with task description, 969

few-shot with task description, Chain-of-Though 970

and Cross-Lingual-Thought prompting. 971

Few-Shot Prompting Selection. The demonstra- 972

tions used for few-shot prompting were drawn from 973

a subset of manually annotated data from Piku- 974

liak et al. (2023), which consists of 3390 man- 975

ually annotated pairs of social media posts and 976

fact-checked claims. We excluded from this initial 977

seed overlapping social media posts to prevent bias, 978

resulting in 3310 multilingual samples. 979

To select demonstrations for a particular pair of 980

social media posts and fact-checked claims, we 981

employed the selection based on the similarity be- 982

tween input and demonstrations. However, our 983

analyzed samples and samples from the demonstra- 984

tions pool consist of two texts, especially social 985

media posts and fact-checked claims. To address 986

this issue, we first calculated the similarity between 987

the input social media post and social media posts 988

from the seed pool and the similarity between the 989

input fact-checked claim and fact-checked claims 990

from the seed pool. This resulted in two similar- 991

ity scores for each sample, one similarity between 992

posts and another between fact-checked claims. To 993

obtain only one similarity for each sample, we mul- 994

tiplied those two similarity scores to get the overall 995

similarity between the analyzed pair and the pair 996

from the demonstration pool. Furthermore, the top 997

five positive (Yes) and five negative (No) samples 998

were selected and randomly ordered in the prompt. 999
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Claim: {document}

Post: {query}

Is the claim relevant to the social media
post? Respond with a single word, either
"Yes" or "No", in English only.

You are a fact-checker responsible for
determining the relevance of previously
debunked claims to a given social media
post. Your task is to assess if the claim is
relevant to the post and whether it is
possible to infer main statements from the
post from the debunked claim.

Based on your analysis, provide one of the
following answers:
- 'Yes' if the claim is relevant to the social
media post.
- 'No' if the debunked claim is not relevant
to the social media post.

Template

System
Prompt

Claim: {document}

Post: {query}

Is the claim relevant to the social media
post? Respond with a single word, either
"Yes" or "No", in English only.

You are a fact-checker responsible for
determining the relevance of previously
debunked claims to a given social media
post. Your task is to assess if the claim is
relevant to the post and whether it is
possible to infer main statements from the
post from the debunked claim.

Based on your analysis, provide one of the
following answers:
- 'Yes' if the claim is relevant to the social
media post.
- 'No' if the debunked claim is not relevant
to the social media post.

{ 5 negative and 5 positive
examples in random order }

Claim: {document}
Post: {query}
Answer: 

You are a fact-checker responsible for
determining the relevance of previously
debunked claims to a given social media
post. Your task is to assess if the claim is
relevant to the post and whether it is
possible to infer main statements from the
post from the debunked claim.

Based on your analysis, provide one of the
following answers:
- 'Yes' if the claim is relevant to the social
media post.
- 'No' if the debunked claim is not relevant
to the social media post.

Claim: {document}

Post: {query}

Let's think step by step.

I want you to act as a fact-checker.
Claim: {document}
Post: {query}
You should retell the claim and the post in
English.
You should determine whether the claim is
relevant to the social media post.
You should step-by-step answer the
request.
You should tell me Yes if the claim is
relevant to the post, otherwise No, in this
format 'Answer: Yes/No'.

Zero-Shot
Zero-Shot

Task Description
Few-Shot

Task Description Chain-of-Though Cross-Lingual-
Thought Prompting

Figure 8: Thy system prompts and prompt templates for all prompting strategies used in our experiments. System
prompts are the same for zero-shot and few-shot with task descriptions and also for CoT prompting.

Languages Relevant pairs
[%]

Language pairs
(post - fact-check)

Relevant pairs
[%]

ara 20.00 spa - eng 17.50
bul 11.25 hin - eng 5.25
ces 16.50 eng - ara 5.25
deu 30.25 fra - eng 12.00
ell 26.75 deu - eng 15.25
eng 38.50 eng - por 6.00
fra 19.25 spa - por 1.50
hbs 19.50 deu - fra 16.75
hin 22.25 slk - ces 7.50
hun 13.75 slk - eng 36.25
kor 13.25 pol - hbs 11.00
msa 36.00 ces - eng 22.50
mya 9.50 ces - pol 9.00
nld 20.00 nld - deu 12.25
pol 20.25 msa - ara 2.25
por 31.75 kor - eng 27.50
ron 11.50 mya - msa 0.50
slk 14.25 ara - fra 2.25
spa 23.50 hun - pol 13.75
tha 12.25 tha - por 7.75

Table 4: List of analyzed languages and language pairs
in our experiments along with the proportion of relevant
pairs annotated by human annotators out of 400 pairs.
Each language and language combination consists of
400 pairs.

G Preliminary Experiments1000

Before conducting the experiments on all the data1001

annotated in our study, we explored the perfor-1002

mance of 16 open-sourced LLMs in zero-shot set-1003

tings to identify a final list of models for the final1004

experiments. These LLMs included various models1005

of sizes ranging from 7B up to 123B parameters1006

and with different model families, such as Llama,1007

Qwen, Mistral, etc.1008

For the purpose of the preliminary experiments,1009

we leveraged manually annotated data from (Piku-1010

liak et al., 2023), which consists of 3900 annotated1011

Model Zero-Shot Zero-Shot +
Task description

Mistral 7B 0.70 (0.77) 0.70 (0.77)
Qwen2 7B 0.68 (0.79) 0.68 (0.79)
Qwen2.5 7B 0.73 (0.82) 0.81 (0.88)
Llama3 8B 0.68 (0.72) 0.69 (0.73)
Llama3.1 8B 0.58 (0.60) 0.72 (0.78)
AYA Expanse 8B 0.72 (0.81) 0.71 (0.77)

AYA Expanse 32B 0.77 (0.86) 0.67 (0.79)
AYA 35B 0.72 (0.86) 0.82 (0.88)
C4AI Command R 35B 0.77 (0.81) 0.57 (0.59)

Llama3 70B 0.71 (0.76) 0.70 (0.74)
Llama3.1 70B 0.79 (0.88) 0.71 (0.74)
Llama3.1 Nemotron 70B 0.79 (0.88) 0.58 (0.81)
Qwen2 72B 0.79 (0.84) 0.78 (0.82)
Qwen2.5 72B 0.81 (0.87) 0.75 (0.78)
C4AI Command R+ 104B 0.84 (0.90) 0.80 (0.84)
Mistral Large 123B 0.84 (0.88) 0.74 (0.78)

Table 5: Preliminary experiments with 16 LLMs using
zero-shot settings (with and without task description).
We report Macro F1 (Accuracy) in each cell. The best
result is in bold, and the second best is underlined.

pairs of social media posts and fact-checked claims 1012

(1212 are in monolingual and 2178 are in cross- 1013

lingual settings). We investigated whether these 1014

LLMs are able to predict the relevance between 1015

two texts and the best models were selected for 1016

the final experiments. Table 5 presents the results 1017

obtained in zero-shot settings with and without pro- 1018

viding the task description. 1019

The results demonstrated that without using the 1020

task description, the C4AI Command R+ model per- 1021

formed the best, while Mistral Large obtained 1022

comparable results. In contrast, AYA 35B proved 1023

to be effective when the task description was pro- 1024
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vided to the model. Based on these preliminary1025

results, we categorized the models into two cat-1026

egories: 10B- LLMs and 70B+ LLMs. We de-1027

cided not to include LLMs with a parameter size1028

between 10 and 70 billion and to focus only on1029

the comparison of the above-mentioned categories.1030

As LLMs with over 70B parameters, Llama3.1,1031

Qwen2.5, C4AI Command R+ and Mistral Large1032

proved to be the most capable models for further1033

exploration. On the other hand, we extended a list1034

of LLMs with three models with less than 10B pa-1035

rameters from the same model families, especially1036

Llama3.1 8B, Qwen2.5 7B and Mistral 7B.1037

For our final experiments, we excluded older1038

versions of the Qwen (Qwen2) and Llama (Llama3)1039

models, as well as the AYA Expanse 8B model,1040

which performed worse when incorporating task1041

description into the prompt. The Mistral 7B1042

model was selected to ensure both smaller and1043

larger counterparts of the same model were rep-1044

resented, specifically as a smaller counterpart to1045

the Mistral Large model.1046

H Textual Entailment1047

As a baseline, we evaluated several fine-tuned1048

models for the Natural Language Inference (NLI)1049

task. The models selected for this purpose include1050

DeBERTa-v3-large-mnli-fever-anli-ling-wanli4 re-1051

ferred to as DeBERTa v3 Large; mDeBERTa-1052

v3-base-mnli-xnli5 referred to as mDeBERTa v31053

Base; mDeBERTa-v3-base-xnli-multilingual-nli-1054

2mil76 referred to as mDeBERTa v3 Base (2mil7);1055

and xlm-v-base-mnli-xnli7, referred to as XLM-V1056

Base.1057

In our experimental setup, each post was con-1058

sidered as the premise and the corresponding fact-1059

checked claim as the hypothesis. The models were1060

used to infer the probabilities of three possible re-1061

lations between the premise and hypothesis: entail-1062

ment, contradiction or neutral. We explored textual1063

entailment under two settings. In the first setting,1064

termed as Entailment + Contradiction, pairs clas-1065

sified as either entailment or contradiction were1066

considered relevant, while neutral predictions were1067

treated as irrelevant. In the second setting, Entail-1068

4https://huggingface.co/MoritzLaurer/
DeBERTa-v3-large-mnli-fever-anli-ling-wanli

5https://huggingface.co/MoritzLaurer/
mDeBERTa-v3-base-mnli-xnli

6https://huggingface.co/MoritzLaurer/
mDeBERTa-v3-base-xnli-multilingual-nli-2mil7

7MoritzLaurer/xlm-v-base-mnli-xnli

Entailment + Contradiction Entailment
Og En Og En

DeBERTa v3 Large 55.65 52.47 68.61 72.15
mDeBERTa v3 Base (2mil7) 49.02 49.58 63.75 65.56
mDeBERTa v3 Base 52.33 48.30 64.65 63.13
XLM-V Base 48.97 49.35 61.25 62.61

Table 6: Performance of fine-tuned NLI models on the
textual entailment task under two evaluation settings.
Results are shown for both the original (Og) and English-
translated versions of the dataset. The best results are
highlighted in bold.

ment, only entailment-labeled pairs were consid- 1069

ered relevant; contradiction and neutral labels were 1070

treated as irrelevant. 1071

Table 6 presents the results obtained for various 1072

models across both settings. DeBERTa v3 Large 1073

achieved the highest performance, consistently out- 1074

performing other fine-tuned NLI models. This 1075

model is monolingual and fine-tuned only on En- 1076

glish NLI datasets. The second-best performance 1077

was observed for mDeBERTa v3 Base, a multilin- 1078

gual model fine-tuned on multilingual NLI data. 1079

Based on their best performance, these two models 1080

were selected for further comparison in the main 1081

part of the study. 1082

I Additional Results 1083

In this section, we present additional results and 1084

findings based on our experiments with LLMs to 1085

identify relevant pairs of social media posts and 1086

fact-checked claims in both monolingual and cross- 1087

lingual settings. The overall results with the best 1088

combination of the LLM and prompting techniques 1089

are illustrated in Figure 15. 1090

The trade-off between TNR and FNR, using the 1091

Pareto curve from Figure 9, reveals distinct optimal 1092

configurations across LLM sizes and thresholds 1093

based on the probabilities of Yes and No tokens. 1094

In practical deployments, the choice of LLM and 1095

prompting strategy impact the balance between 1096

correctly identifying irrelevant claims and mis- 1097

takenly filtering out relevant ones. The results 1098

confirm our previous findings that Mistral Large 1099

and Qwen2.5 7B prove to be most effective among 1100

LLMs while consistently maintaining an optimal 1101

TNR-FNR trade-off across thresholds. 1102

With the release of the highly multilingual 1103

Gemma3 model (Team et al., 2025), we extended 1104

our original experimental setup to include the 1105

largest version of the Gemma3 model, especially 1106

the 27B version, using its quantized form. The 1107

overall results along with the Gemma3 model are 1108
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Figure 9: Visualization of the Pareto-optimal curve,
highlighting the best combination of LLM and prompt-
ing technique for each threshold. Only Pareto points are
shown. Og denotes input in the original language, while
En denotes English translation.
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Figure 10: Performance comparison of seven LLMs
from the main part + Gemma3 27B across five prompting
strategies in the original language, measured by Macro
F1 score with confidence intervals. Horizontal lines
indicate the best-performing baselines.

shown in Figure 10. Among all the evaluated mod-1109

els, Gemma3 exhibited the lowest average perfor-1110

mance. Notably, only a few-shot prompting outper-1111

formed the provided baselines. In addition, most1112

10B- LLMs achieved superior results compared to1113

Gemma3.1114

Furthermore, extended results for the Gemma31115

27B model are included in Tables 9, 10, 11 and 12.1116

I.1 Monolingual Evaluation1117

The evaluation of the monolingual performance of1118

70B+ LLMs across languages is shown in Figure 111119

and for 10B- LLMs is shown in Figure 12. The1120

results demonstrated that for some languages, the1121

performance is lower than for others, especially1122

languages such as Czech, Hungarian, Polish, and1123

Slovak. This confirms our previous findings that1124

LLMs have lower capabilities in Slavic languages. 1125

I.2 Cross-Lingual Evaluation 1126

Table 13 shows the cross-lingual performance of 1127

70B+ LLMs. In addition, the results for models 1128

with less than 10B parameters are illustrated in 1129

Figure 14. 1130

Along with the Macro F1 scores, we also calcu- 1131

lated True Negative Rate (TNR) and False Negative 1132

Rate (FNR). The results are shown in Table 12. 1133

I.3 Translation-based Evaluation 1134

The Pareto curve, see Figure 9, shows a compari- 1135

son of the efficiency of English translations against 1136

original language inputs. For 10B- LLMs, the 1137

Llama3.1 8B model demonstrates improved per- 1138

formance and occurs more frequently on the Pareto 1139

curve when processing English translations. 1140

I.4 Experiments with Optimized Thresholds 1141

Since we store the probabilities of Yes and No to- 1142

kens, we conducted experiments to identify the op- 1143

timal threshold for each combination of models and 1144

prompting techniques. This investigation is prob- 1145

lematic for CoT and XLT prompting because the 1146

final prediction can be anywhere in the predicted 1147

response. Therefore, we limited our investigation 1148

only to zero-shot and few-shot results, where only 1149

the final prediction is generated. 1150

To identify the optimal threshold and the result- 1151

ing performance, we calculated Youden’s index and 1152

selected the threshold with the highest Youden’s 1153

index. The Macro F1 performance and thresholds 1154

are shown in Table 7. The final thresholds demon- 1155

strate that most LLMs generated Yes tokens with a 1156

high probability, which resulted in higher optimal 1157

thresholds. 1158

Many of the optimal thresholds are close to 0 or 1159

1, suggesting that the model assigns probabilities 1160

near these extremes, resulting in fewer predictions 1161

distributed across the intermediate range. A man- 1162

ual review of the predicted probabilities revealed 1163

that LLMs, particularly larger ones, often exhib- 1164

ited high confidence in their predictions, frequently 1165

assigning a high probability to the predicted class. 1166

J Error analysis 1167

Table 8 outlines the frequency of output consis- 1168

tency errors across LLMs and prompting tech- 1169

niques when using the original language (Og) or 1170

English translation (En). The Llama3.1 8B model 1171

demonstrated significant issues, producing over 1172
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Model Zero-Shot Zero-Shot +
Task Description

Few-Shot +
Task Description

Threshold Macro F1 Threshold Macro F1 Threshold Macro F1

LLMs with more than 70B parameters (70B+ LLMs)

Mistral Large 123B 0.99 0.76 1.00 0.84 0.83 0.78
C4AI Command R+ 104B 0.10 0.75 0.22 0.79 0.15 0.73
Qwen 2.5 72B Instruct 0.55 0.71 1.00 0.78 0.30 0.79
Llama 3.1 70B Instruct 0.78 0.72 0.87 0.76 0.08 0.62

LLMs with less than 10B parameters (10B- LLMs)

Llama 3.1 8B Instruct 0.94 0.64 0.61 0.73 0.60 0.48
Qwen 2.5 7 B Instruct 0.05 0.61 0.00 0.73 0.00 0.73
Mistral v3 7B 0.75 0.63 0.84 0.64 0.73 0.55

Table 7: The Macro F1 performance of LLMs based on
optimal thresholds calculated using Youden’s index.

Model Prompting
technique

Incorrect
language

Repeating
sequences Refusal

Mistral Large 123B
CoT (Og) 0 0 0
CoT (En) 0 0 0
XLT (Og) 0 16 0

C4AI Command R+
CoT (Og) 3 0 0
CoT (En) 0 0 0
XLT (Og) 0 4 0

Qwen2.5 72B Instruct
CoT (Og) 0 0 0
CoT (En) 0 0 0
XLT (Og) 8 11 0

Llama 3.1 70B Instruct
CoT (Og) 5970 0 0
CoT (En) 1 2 0
XLT (Og) 20 33 0

Llama 3.1 8B Instruct
CoT (Og) 4556 215 1
CoT (En) 0 5 3
XLT (Og) 11 0 1

Qwen2.5 7B Instruct
CoT (Og) 7 1 0
CoT (En) 0 0 0
XLT (Og) 2 1 0

Mistral 7B v3
CoT (Og) 0 0 0
CoT (En) 0 0 0
XLT (Og) 23 0 0

Table 8: Summary of the frequency of output consis-
tency errors across different LLMs and prompting tech-
niques. The Llama3.1 models exhibited the highest
number of such errors.

4,500 outputs in the incorrect language and more1173

than 200 outputs containing repeating sequences.1174

For incorrect language errors, we identified the1175

most problematic languages for specific LLMs.1176

The Llama3.1 70B model, when using CoT1177

prompting, struggled the most with French (733×),1178

German (607×), or Serbo-Croatian (498×). In1179

contrast, the Llama3.1 8B model encountered the1180

most errors with Polish (568×), Czech (481×), or1181

Dutch (406×). Additionally, other models exhib-1182

ited most of the errors in generating outputs for the1183

Burmese language.1184

J.1 Output Consistency Errors Examples1185

J.1.1 Example #1 - Incorrect Language1186

Post (En): The senseless dying in Ukraine to save1187

George Soros’ billions and US interests contin-1188

ues. Apparently the actual number of deaths on1189

the Ukrainian side is much larger than admitted. In 1190

order to be able to resist the Russians at all, women 1191

are now also being conscripted. It is irrelevant 1192

whether they are mothers with children. That could 1193

surpass the cruelty of the dictators in World War II 1194

Fact-check (En): A video showing how the 1195

Ukrainian army prepared a fake massacre in 1196

Boutcha inadvertently leaked to the media. 1197

Ground truth relevance: No 1198

Model: Llama3.1 70B using CoT prompting 1199

Generated response: Pour évaluer la pertinence 1200

du claim par rapport au post, nous devons analyser 1201

les éléments clés de chaque texte. 1202

Le claim parle d’une vidéo montrant l’armée 1203

ukrainienne préparant un faux massacre à Boutcha, 1204

diffusée par inadvertance dans les médias. Cela 1205

implique que le claim est lié à une accusation de 1206

manipulation de l’information ou de propagande 1207

de guerre. 1208

Le post, en revanche, parle de la situation en 1209

Ukraine, en mentionnant les morts, l’implication 1210

de George Soros et des États-Unis, ainsi que la mo- 1211

bilisation des femmes, y compris les mères avec des 1212

enfants, pour résister aux Russes. Le post se con- 1213

centre sur la critique de la situation en Ukraine et de 1214

ses acteurs, mais n’aborde pas spécifiquement sur 1215

des accusations de manipulation de l’information 1216

ou de propagande de guerre. 1217

En comparant les deux textes, nous pouvons con- 1218

clure que le claim n’est pas directement lié au post, 1219

car il ne traite pas des mêmes thèmes ou des mêmes 1220

événements. Le post se concentre sur la situation 1221

en Ukraine et ses implications politiques, tandis 1222

que le claim parle d’une accusation spécifique de 1223

manipulation de l’information. 1224

Answer: No 1225

J.1.2 Example #2 - Repeating Sequence 1226

Post: (1) First batch of GZ boys military train- 1227

ing graduation ceremony GZ children are happy 1228

like smiles It’s just like that Norse and Karen girls 1229

I started to surround GZ Run away GZ ARMY 1230

KIA/KNU responsibility Thank you Nosy short 1231

girls from the forest/mountains Pick flowers and 1232

give flowers gave I always keep the words of heroes 1233

in my heart We are Federal ARMY in Myanmar 1234

Country WeLoveWeRace GZ guys crd. 1235

Fact-check: "China is right" it’s bad to send 1236

clothes "bundles of used clothes used by people" 1237

Those who have died from the virus 1238

Ground truth relevance: No 1239

Model: Mistral Large using XLT prompting 1240
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Generated response: ### Claim and Post in En-1241

glish1242

**Claim:** "China is indeed evil for sending1243

bundles of used clothing that have been worn by1244

people who died from the virus."1245

**Post:** "(1) GZ brothers, first news, GZ broth-1246

ers are like this, they are like this, they are like this,1247

the Karen brothers are like this, GZ brothers are1248

like this, they are like this, they are like this, they1249

are like this, they are like this, they are like this,1250

they are like this, they are like this, they are like1251

this, they are like this, they are like this, ...1252

J.1.3 Example #3 - Refusal1253

Post (En): : *This woman keeps a newspaper from1254

2011 which says "to reduce the world’s population,1255

it will be forced by means of vaccination"* It’s true1256

that I said what I’ve shared about bill gates.. just1257

the video. Still save1258

Fact-check (En): Video “Jews are lying to the1259

world as if they were in a vaccine when they are1260

not”1261

Ground truth relevance: No1262

Model: Llama3.1 8B using CoT prompting1263

Generated response: I cannot generate content1264

that promotes hate speech. Is there anything else I1265

can help you with?1266

J.2 Reasoning Errors Examples1267

J.2.1 Example #4 - Similar Topic1268

Post (En): Brief info from a friend who works in a1269

retirement home (Graz)! 75 were vaccinated! 9 are1270

still alive! Short info from a friend who works in1271

a retirement home (Graz)! 75 were vaccinated! 91272

still alive!1273

Fact-check (En): 70% of people hospitalized be-1274

cause of Covid-19 are fully vaccinated, proof that1275

the vaccine does not work.1276

Ground truth relevance: No1277

Model: Llama3.1 70B using CoT prompting1278

Generated response: To assess the relevance of1279

the debunked claim to the social media post, let’s1280

break down the information provided.1281

1. The debunked claim states that 70% of people1282

hospitalized due to Covid-19 are fully vaccinated,1283

which is used to argue that the vaccine does not1284

work. This claim is about the effectiveness of the1285

vaccine in preventing hospitalizations.1286

2. The social media post shares information from1287

a friend who works in a retirement home in Graz.1288

It mentions that 75 residents were vaccinated, and1289

9 are still alive. This post appears to be making1290

a claim about the vaccine’s effectiveness in pre- 1291

venting deaths, specifically in a retirement home 1292

setting. 1293

Now, let’s analyze the relevance: 1294

- Both the debunked claim and the social media 1295

post are related to the effectiveness of the Covid-19 1296

vaccine. 1297

- However, the debunked claim focuses on hos- 1298

pitalizations, while the social media post focuses 1299

on deaths in a specific setting (a retirement home). 1300

- The post does not mention hospitalizations, and 1301

the debunked claim does not mention deaths in a 1302

retirement home. 1303

Considering these points, while both the de- 1304

bunked claim and the social media post are related 1305

to vaccine effectiveness, they focus on different 1306

aspects (hospitalizations vs. deaths in a specific 1307

setting). However, the core idea of questioning 1308

vaccine effectiveness is present in both. 1309

Answer: Yes 1310

J.2.2 Example #5 - Missing Context 1311

Post (En): A message from a month ago at 1312

news.cafe..... 1313

Fact-check (En): Photo of Dutch protests is cur- 1314

rent 1315

Ground truth relevance: No 1316

Model: C4AI Command R+ using CoT prompting 1317

Generated response: Reasoning: The claim and 1318

the social media post refer to different time frames. 1319

While the claim suggests that the photo is from a 1320

recent event, the post indicates that the message is 1321

from a month ago. 1322

Answer: Yes 1323

J.2.3 Example #6 - Contradiction 1324

Post (En): RIP THE NURSE vaccinated yesterday 1325

DIED. Media and politicians try to hide the truth 1326

and desperately prevent the grieving family from 1327

getting the truth out to the whole world. We have 1328

clear proof that their vaccines are made to KILL 1329

DEPOPULATION. All the politicians, MEDIA, 1330

doctors, etc. - are UNFORTUNATE CRIMINALS, 1331

who campaign for these vaccines.. Make crimi- 1332

nal complaints against organized criminal group of 1333

organized crime and genocide, qualified premed- 1334

itated murder, abuse of office This nurse did kill 1335

her colleague manlawfully. Was it reckless? Is this 1336

injection really safe? Jane’s Post update you’ve 1337

all been wa you the to share Not much and prob- 1338

ably not what you were wanting to hear he will 1339

let us know the The questions can an Caucasian 1340
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female Time of proximately to 10 hours he thanks1341

all of you for your condolences so bad Me too.1342

My mom doesn’t want her name released to the1343

public. They’re going to do an to us within 481344

hours. She wanted to be cremated so we’re do-1345

ing a small family ceremony. ll keep you updated1346

but it seems my family doesn’t want the publicity1347

or her name remembered like that. Conectează-1348

te Ninnyd Waiting 4 t... 10 h Sadly I’m hearing1349

the nurse who collapsed who took the vaccine has1350

since passed away, it seems social media is trying1351

to stop the family from speaking out, yet they are1352

trying to non the less to warn people, I hope this1353

is wrong but from what I’ve seen it looks to be1354

true. RIP HET US KNOW ENE BUTopay reauna1355

curtir sure they’ll say it wasn’t vaccine related in1356

the The questions I can answer are Age: 42, Cau-1357

casian female. Time of death approximately 8 to1358

10 hours after vaccine Înregistrează-te She thanks1359

all of you for your condolences. so bad This nurse1360

did her colle maiatulty, whitvélang Is this injec-1361

tion really sale Me too. My mom doesn’t want her1362

name released to the public. They’re going to do an1363

autopsy and release her body to us within 48 hours.1364

She wanted to be cremated so we’re doing a small1365

family ceremonukeen vuundated Pot,i răspunde la1366

această conversaţie Ninnyd Waiting 4 ... 20 m1367

Fact-check (En): Spike proteins in Covid-191368

mRNA vaccines are toxic.1369

Ground truth relevance: No1370

Model: Mistral 7B with CoT prompting with1371

English translations1372

Generated response: The social media post is1373

expressing condolences for a nurse who died af-1374

ter receiving a vaccine, and questioning the safety1375

of the vaccine. The debunked claim is that spike1376

proteins in Covid-19 mRNA vaccines are toxic.1377

While the post does not explicitly mention spike1378

proteins, it does question the safety of the vaccine,1379

which is a common concern raised in relation to the1380

debunked claim. Therefore, it is possible to infer1381

that the debunked claim about spike proteins being1382

toxic could be relevant to the post.1383

However, it is important to note that the post1384

does not provide evidence to support the claim that1385

the vaccine caused the nurse’s death. The claim that1386

the vaccine is made to kill people is not supported1387

by any evidence and is a conspiracy theory.1388

Answer: Yes, but with a significant caveat that1389

the claim is not supported by evidence presented in1390

the post.1391
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Figure 11: Monolingual performance evaluation of 70B+ LLMs across individual languages (except those from
Figure 5) for different prompting strategies. ZS denotes Zero-Shot, and FS denotes Few-Shot prompting.
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Figure 12: Monolingual performance evaluation of 10B- LLMs across individual languages for different prompting
strategies. ZS denotes Zero-Shot, and FS denotes Few-Shot prompting.
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Figure 13: Cross-lingual performance evaluation of 70B+ LLMs across 20 language pairs for different prompting
strategies. ZS denotes Zero-Shot, and FS denotes Few-Shot prompting.
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Figure 14: Cross-lingual performance evaluation of 10B- LLMs across eight selected language pairs for different
prompting strategies. ZS denotes Zero-Shot, and FS denotes Few-Shot prompting.

Model Original English

Zero-Shot
Zero-Shot +

Task Description
Few-Shot +

Task Description
CoT XLT Zero-Shot

Zero-Shot +
Task Description

Few-Shot +
Task Description

CoT

All irrelevant 45.64 45.64 45.64 45.64 45.64 45.64 45.64 45.64 45.64
All relevant 13.83 13.83 13.83 13.83 13.83 13.83 13.83 13.83 13.83

Semantic similarity baseline

Multilingual-E5 Large 68.30 68.30 68.30 68.30 68.30 73.46 73.46 73.46 73.46
GTR-T5 Large 60.20 60.20 60.20 60.20 60.20 72.25 72.25 72.25 72.25

Textual entailment baseline

DeBERTa v3 Large 68.61 68.61 68.61 68.61 68.61 72.15 72.15 72.15 72.15
mDeBERTa v3 Base 64.65 64.65 64.65 64.65 64.65 63.13 63.13 63.13 63.13

LLMs with more than 70B parameters

Mistral Large 123B 70.14 73.33 81.88 76.12 78.73 72.04 76.45 80.31 76.12
C4AI Command R+ 104B 76.61 82.02 75.83 62.36 64.17 79.13 79.31 78.52 63.07
Qwen 2.5 72B Instruct 70.94 64.05 80.25 71.70 70.32 73.10 66.22 80.32 73.01
Llama 3.1 70B Instruct 66.78 70.43 61.17 72.82 75.61 68.30 71.89 77.10 75.06

LLMs with less than 10B parameters

Llama 3.1 8B Instruct 48.41 70.81 45.05 66.20 68.68 57.48 74.37 61.00 70.92
Qwen 2.5 7B Instruct 65.57 77.99 72.09 78.63 67.33 65.85 79.20 70.01 78.74
Mistral v3 7B 63.58 63.96 56.02 70.68 62.95 66.84 67.79 66.16 70.63

Gemma3 Experiments

Gemma3 27B 62.66 59.93 72.56 55.95 50.31 59.68 60.27 70.77 54.26

Table 9: The Macro F1 performance across LLMs and prompting techniques for both original language input
and English translations. The best performance is highlighted in bold, with the overall best performance for each
prompting strategy marked in green. Only Llama3.1 8B with few-shot prompting achieved lower performance as
the baseline.
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Model Original English

Zero-Shot
Zero-Shot +

Task Description
Few-Shot +

Task Description
CoT XLT Zero-Shot

Zero-Shot +
Task Description

Few-Shot +
Task Description

CoT

All irrelevant 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00
All relevant 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00

Semantic similarity baseline

Multilingual-E5 Large 0.81 / 0.34 0.81 / 0.34 0.81 / 0.34 0.81 / 0.34 0.81 / 0.34 0.84 / 0.26 0.84 / 0.26 0.84 / 0.26 0.84 / 0.26
GTR-T5 Large 0.74 / 0.42 0.74 / 0.42 0.74 / 0.42 0.74 / 0.42 0.74 / 0.42 0.81 / 0.20 0.81 / 0.20 0.81 / 0.20 0.81 / 0.20

Textual entailment baseline

DeBERTa v3 Large 0.97 / 0.66 0.97 / 0.66 0.97 / 0.66 0.97 / 0.66 0.97 / 0.66 0.98 / 0.63 0.98 / 0.63 0.98 / 0.63 0.98 / 0.63
mDeBERTa v3 Base 0.98 / 0.75 0.98 / 0.75 0.98 / 0.75 0.98 / 0.75 0.98 / 0.75 0.99 / 0.79 0.99 / 0.79 0.99 / 0.79 0.99 / 0.79

LLMs with more than 70B parameters

Mistral Large 123B 0.73 / 0.04 0.77 / 0.04 0.91 / 0.19 0.80 / 0.05 0.85 / 0.10 0.76 / 0.06 0.80 / 0.05 0.87 / 0.13 0.81 / 0.07
C4AI Command R+ 104B 0.97 / 0.51 0.91 / 0.21 0.95 / 0.48 0.63 / 0.06 0.64 / 0.03 0.95 / 0.39 0.86 / 0.12 0.89 / 0.24 0.63 / 0.06
Qwen 2.5 72B Instruct 0.77 / 0.15 0.64 / 0.02 0.88 / 0.14 0.75 / 0.05 0.74 / 0.06 0.84 / 0.27 0.67 / 0.03 0.88 / 0.15 0.77 / 0.06
Llama 3.1 70B Instruct 0.70 / 0.09 0.73 / 0.05 0.97 / 0.79 0.79 / 0.13 0.84 / 0.18 0.72 / 0.10 0.75 / 0.06 0.94 / 0.42 0.81 / 0.12

LLMs with less than 10B parameters

Llama 3.1 8B Instruct 0.42 / 0.06 0.77 / 0.13 0.45 / 0.31 0.72 / 0.17 0.78 / 0.23 0.58 / 0.14 0.82 / 0.17 0.67 / 0.25 0.80 / 0.21
Qwen 2.5 7B Instruct 0.78 / 0.36 0.90 / 0.27 0.96 / 0.58 0.90 / 0.27 0.75 / 0.21 0.91 / 0.62 0.92 / 0.31 0.95 / 0.60 0.91 / 0.29
Mistral v3 7B 0.73 / 0.30 0.70 / 0.21 0.68 / 0.44 0.83 / 0.31 0.75 / 0.35 0.84 / 0.45 0.76 / 0.22 0.83 / 0.44 0.80 / 0.23

Gemma3 Experiments

Gemma3 27B 0.62 / 0.04 0.58 / 0.02 0.81 / 0.19 0.52 / 0.01 0.44 / 0.01 0.58 / 0.04 0.58 / 0.02 0.77 / 0.15 0.49 / 0.01

Table 10: The capabilities of LLMs in filtering irrelevant and relevant pairs using TNR (higher is better) and FNR
(lower is better) metrics. Each cell is presented as TNR / FNR, with the highest TNR and lowest FNR bolded for
each prompting technique within each model category. C4AI Command R+ and Llama3.1 70B achieved the highest
true negative rate, while Qwen2.5 72B achieved the lowest false negative rate.

Model Original English

Zero-Shot
Zero-Shot +

Task Description
Few-Shot +

Task Description
CoT XLT Zero-Shot

Zero-Shot +
Task Description

Few-Shot +
Task Description

CoT

All irrelevant 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00
All relevant 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00

Semantic similarity baseline

Multilingual E5 Large 0.66 / 0.19 0.66 / 0.19 0.66 / 0.19 0.66 / 0.19 0.66 / 0.19 0.74 / 0.16 0.74 / 0.16 0.74 / 0.16 0.74 / 0.16
GTR-T5 Large 0.58 / 0.26 0.58 / 0.26 0.58 / 0.26 0.58 / 0.26 0.58 / 0.26 0.80 / 0.19 0.80 / 0.19 0.80 / 0.19 0.80 / 0.19

Textual entailment baseline

DeBERTa v3 Large 0.34 / 0.03 0.34 / 0.03 0.34 / 0.03 0.34 / 0.03 0.34 / 0.03 0.37 / 0.02 0.37 / 0.02 0.37 / 0.02 0.37 / 0.02
mDeBERTa v3 Base 0.25 / 0.02 0.25 / 0.02 0.25 / 0.02 0.25 / 0.02 0.25 / 0.02 0.21 / 0.01 0.21 / 0.01 0.21 / 0.01 0.21 / 0.01

LLMs with more than 70B parameters

Mistral Large 123B 0.96 / 0.27 0.96 / 0.23 0.81 / 0.09 0.95 / 0.20 0.90 / 0.15 0.94 / 0.24 0.95 / 0.20 0.87 / 0.13 0.93 / 0.19
C4AI Command R+ 104B 0.49 / 0.03 0.79 / 0.09 0.52 / 0.05 0.94 / 0.37 0.97 / 0.36 0.61 / 0.05 0.88 / 0.14 0.76 / 0.11 0.94 / 0.37
Qwen2.5 72B Instruct 0.85 / 0.23 0.98 / 0.36 0.86 / 0.12 0.95 / 0.25 0.94 / 0.26 0.73 / 0.16 0.97 / 0.33 0.85 / 0.12 0.94 / 0.23
Llama3.1 70B Instruct 0.91 / 0.30 0.95 / 0.27 0.21 / 0.03 0.87 / 0.21 0.82 / 0.16 0.90 / 0.28 0.94 / 0.25 0.58 / 0.06 0.88 / 0.19

LLMs with less than 10B parameters

Llama3.1 8B Instruct 0.94 / 0.58 0.87 / 0.23 0.69 / 0.55 0.83 / 0.28 0.77 / 0.22 0.86 / 0.42 0.83 / 0.18 0.75 / 0.33 0.79 / 0.20
Qwen2.5 7B Instruct 0.64 / 0.22 0.73 / 0.10 0.42 / 0.04 0.73 / 0.10 0.79 / 0.25 0.38 / 0.09 0.69 / 0.08 0.40 / 0.05 0.71 / 0.09
Mistral v3 7B 0.70 / 0.27 0.79 / 0.30 0.56 / 0.32 0.69 / 0.17 0.65 / 0.25 0.55 / 0.16 0.78 / 0.24 0.56 / 0.17 0.77 / 0.20

Gemma3 Experiments

Gemma3 27B 0.96 / 0.38 0.98 / 0.42 0.81 / 0.19 0.99 / 0.48 0.99 / 0.56 0.96 / 0.42 0.98 / 0.42 0.85 / 0.23 0.99 / 0.51

Table 11: The comparison of True positive rate (TPR, higher is better) and False positive rate (FPR, lower is better)
metrics for each prompting technique. Each cell is presented as TPR / FPR, with the highest TPR and lowest FPR
bolded for each prompting technique within each model category.
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Model Version Zero-Shot Zero-Shot +
Task Description

Few-Shot +
Task Description CoT XLT

Mono Cross Mono Cross Mono Cross Mono Cross Mono Cross

Semantic similarity baseline

Multilingual-E5 Large Og 0.64 / 0.13 0.97 / 0.72 0.64 / 0.13 0.97 / 0.72 0.64 / 0.13 0.97 / 0.72 0.64 / 0.13 0.97 / 0.72 0.64 / 0.13 0.97 / 0.72
En 0.87 / 0.27 0.82 / 0.24 0.87 / 0.27 0.82 / 0.24 0.87 / 0.27 0.82 / 0.24 0.87 / 0.27 0.82 / 0.24 0.87 / 0.27 0.82 / 0.24

GTR-T5 Large Og 0.50 / 0.20 0.96 / 0.82 0.50 / 0.20 0.96 / 0.82 0.50 / 0.20 0.96 / 0.82 0.50 / 0.20 0.96 / 0.82 0.50 / 0.20 0.96 / 0.82
En 0.82 / 0.20 0.80 / 0.20 0.82 / 0.20 0.80 / 0.20 0.82 / 0.20 0.80 / 0.20 0.82 / 0.20 0.80 / 0.20 0.82 / 0.20 0.80 / 0.20

Textual entailment baseline

DeBERTav3 Large Og 0.96 / 0.61 0.97 / 0.75 0.96 / 0.61 0.97 / 0.75 0.96 / 0.61 0.97 / 0.75 0.96 / 0.61 0.97 / 0.75 0.96 / 0.61 0.97 / 0.75
En 0.98 / 0.59 0.98 / 0.70 0.98 / 0.59 0.98 / 0.70 0.98 / 0.59 0.98 / 0.70 0.98 / 0.59 0.98 / 0.70 0.98 / 0.59 0.98 / 0.70

mDeBERTa v3 Base Og 0.97 / 0.69 0.98 / 0.84 0.97 / 0.69 0.98 / 0.84 0.97 / 0.69 0.98 / 0.84 0.97 / 0.69 0.98 / 0.84 0.97 / 0.69 0.98 / 0.84
En 0.99 / 0.75 0.99 / 0.86 0.99 / 0.75 0.99 / 0.86 0.99 / 0.75 0.99 / 0.86 0.99 / 0.75 0.99 / 0.86 0.99 / 0.75 0.99 / 0.86

LLMs with more than 70B parameters

Mistral Large 123B Og 0.71 / 0.04 0.74 / 0.03 0.73 / 0.04 0.79 / 0.04 0.89 / 0.19 0.91 / 0.18 0.81 / 0.05 0.80 / 0.05 0.86 / 0.11 0.84 / 0.09
En 0.76 / 0.06 0.75 / 0.06 0.81 / 0.05 0.80 / 0.03 0.87 / 0.14 0.88 / 0.10 0.81 / 0.07 0.81 / 0.06 - -

C4AI Command R+ 104B Og 0.96 / 0.42 0.98 / 0.66 0.89 / 0.15 0.94 / 0.32 0.95 / 0.47 0.95 / 0.50 0.61 / 0.05 0.64 / 0.07 0.62 / 0.03 0.67 / 0.03
En 0.94 / 0.38 0.95 / 0.40 0.86 / 0.13 0.86 / 0.12 0.89 / 0.23 0.89 / 0.26 0.63 / 0.06 0.64 / 0.05 - -

Qwen 2.5 72B Instruct Og 0.72 / 0.12 0.82 / 0.20 0.62 / 0.02 0.65 / 0.01 0.87 / 0.15 0.88 / 0.12 0.75 / 0.06 0.75 / 0.03 0.73 / 0.07 0.75 / 0.05
En 0.84 / 0.24 0.84 / 0.32 0.67 / 0.03 0.67 / 0.02 0.87 / 0.15 0.89 / 0.16 0.78 / 0.07 0.76 / 0.04 - -

Llama 3.1 70B Instruct Og 0.70 / 0.09 0.70 / 0.09 0.71 / 0.06 0.75 / 0.04 0.97 / 0.79 0.98 / 0.80 0.79 / 0.14 0.79 / 0.12 0.83 / 0.17 0.84 / 0.20
En 0.73 / 0.11 0.72 / 0.09 0.76 / 0.07 0.75 / 0.05 0.94 / 0.44 0.94 / 0.38 0.82 / 0.12 0.81 / 0.12 - -

LLMs with less than 10B parameters

Llama 3.1 8B Instruct Og 0.38 / 0.07 0.46 / 0.04 0.73 / 0.13 0.80 / 0.13 0.47 / 0.35 0.44 / 0.24 0.71 / 0.16 0.73 / 0.18 0.78 / 0.23 0.77 / 0.24
En 0.58 / 0.13 0.59 / 0.15 0.82 / 0.17 0.83 / 0.17 0.68 / 0.24 0.67 / 0.25 0.80 / 0.20 0.79 / 0.23 - -

Qwen 2.5 7B Instruct Og 0.73 / 0.32 0.83 / 0.43 0.89 / 0.24 0.91 / 0.33 0.96 / 0.60 0.96 / 0.56 0.90 / 0.26 0.90 / 0.30 0.70 / 0.20 0.80 / 0.24
En 0.92 / 0.61 0.91 / 0.63 0.92 / 0.30 0.92 / 0.32 0.94 / 0.61 0.95 / 0.56 0.91 / 0.28 0.91 / 0.32 - -

Mistral v3 7B Og 0.72 / 0.30 0.75 / 0.30 0.68 / 0.18 0.73 / 0.27 0.67 / 0.43 0.69 / 0.45 0.83 / 0.31 0.83 / 0.30 0.74 / 0.33 0.75 / 0.38
En 0.84 / 0.44 0.84 / 0.46 0.77 / 0.22 0.76 / 0.23 0.84 / 0.44 0.82 / 0.43 0.81 / 0.22 0.79 / 0.24 - -

Gemma3 Experiments

Gemma3 27B Og 0.59 / 0.04 0.65 / 0.04 0.55 / 0.02 0.60 / 0.01 0.79 / 0.18 0.83 / 0.21 0.48 / 0.01 0.55 / 0.01 0.39 / 0.01 0.47 / 0.01
En 0.58 / 0.04 0.58 / 0.04 0.58 / 0.02 0.58 / 0.01 0.77 / 0.16 0.77 / 0.12 0.47 / 0.01 0.51 / 0.01 - -

Table 12: The comparison of TNR (higher is better) and FNR (lower is better) metrics for each prompting technique
in monolingual and cross-lingual settings. The best results (highest TNR and lowest FNR) for the original language
are bolded, and English translations are underlined for each category of LLMs (10B- vs. 70B+).
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Figure 15: Overall analysis of LLMs with prompting techniques for each language, sorted by Macro F1 score in
descending order. Mistral Large performed the best for 10 out of 20 languages using few-shot and XLT prompting.
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