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Abstract

Large Language Models (LLMs) have demon-001
strated near-human performance in summariza-002
tion tasks based on traditional metrics such as003
ROUGE and BERTScore. However, these met-004
rics do not adequately capture critical aspects005
of summarization quality, such as factual ac-006
curacy, particularly for long narratives (>100K007
tokens). Recent advances, such as LLM-as-a-008
Judge, address the limitations of metrics based009
on lexical similarity but still exhibit factual in-010
consistencies, especially in understanding char-011
acter relationships and states. In this work, we012
introduce NARRATIVEFACTSCORE (NFS), the013
first “Agent-as-a-Judge” framework that evalu-014
ates and refines factuality in narrative summa-015
rization. By leveraging a Character Knowledge016
Graph (CKG) extracted from input narrative,017
NARRATIVEFACTSCORE evaluates the factual-018
ity and provides actionable guidance for refine-019
ment, such as identifying missing or erroneous020
facts. Our experimental results demonstrate021
that constructing the CKG enables reasoning022
with 1/3 of the factuality computation used in023
prior approach, and achieve three times higher024
correlation with human judgments. Further-025
more, refinement with actionable guidance im-026
proves the quality of the summary.1027

1 Introduction028

The rise of LLMs (OpenAI, 2023; Dubey et al.,029

2024) has brought significant advancements to sum-030

marization tasks, achieving performance close to031

human levels (Pu et al., 2023). Most evaluation032

metrics (Lin, 2004; Zhang et al., 2019; Yuan et al.,033

2021) for summarization measure lexical or seman-034

tic similarity between summary and ground truth.035

In our target scenario of summarizing long036

narratives (> 100K tokens), metrics such as037

BooookScore (Chang et al., 2024) can measure038

coherence, but evaluating factuality has remained039

challenging (Subbiah et al., 2024). This is because040

1https://anonymous.4open.science/r/NFS-1240

# 14. BAG END LIVING ROOM

…

Bilbo: It’s mine, my own. my precious

(Frodo rushes into Bag End. He stops and picks up 

the ring at his feet.) …

# 25. BAG END KITCHEN

…

Gandalf: Sauron needs only this ring to cover all 

the lands in the second darkness. He is seeking it, 

seeking it, all his thought is bent on it. …

Frodo: Alright! ...

input story

Gandalf warned Frodo, who carries the Ring, that 

its master is Sauron. Sauron is searching for the 

Ring and is pursuing Gandalf.

generated summary

FActScore: 

100.0%

LLM Judge Agent Judge

NarrativeFactScore: 75.0%, 

Feedback: Sauron pursues Frodo, not Gandalf

Frodo, carry, Ring

Sauron, desire, Ring

Sauron, pursue, Frodo

Figure 1: Comparison of factuality evaluation by LLM
and Agent Judge with NARRATIVEFACTSCORE. Given
scenes from The Lord of the Rings, the summary incor-
rectly claims “Sauron is pursuing Gandalf.” The LLM
Judge assigns 100% factuality score, while our Agent
Judge correctly identifies this error through analyzing
atomic facts about characters, assigning 75% NARRA-
TIVEFACTSCORE, with specific feedback.

it requires comparing summaries not only against 041

complex facts but also against the evolving relation- 042

ships among characters in long narratives. Thus, 043

judging the factuality of such long narratives has 044

therefore inevitably relied on costly human evalua- 045

tions (Kim et al., 2024). 046

More recently, LLM-as-a-Judge metrics (Min 047

et al., 2023; Bishop et al., 2024) have leveraged 048

LLM to assess the factuality, offering a more cost- 049

effective alternative to human annotations. If ap- 050

plied to narrative summarization, these metrics split 051
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the summary into smaller units, retrieve similar052

scenes from the input story, and quantify factuality053

by LLM.054

However, directly using LLM to evaluate factu-055

ality has two limitations. First, as demonstrated by056

Kim et al. (2024), the LLM judge often fails to ac-057

curately assess factuality in narratives that require058

indirect reasoning, such as understanding charac-059

ter relationships or states. For example, in Figure 1,060

although Sauron is pursuing Frodo in order to ob-061

tain the Ring in The Lord of the Rings, the062

LLM judge inaccurately evaluates the factuality of063

a summary which incorrectly reports that “Sauron064

is pursuing Gandalf”. This limitation stems from065

the inability of the LLM judge to consistently track066

and reason about character relationships, highlight-067

ing the need to maintain structured and consistent068

CKG.069

Second, the LLM judge evaluates factuality070

as a score with no interpretability, whereas071

ROUGE (Lin, 2004) and BERTScore (Zhang et al.,072

2019) enable to interpret why a given score was073

assigned and further facilitates the generation of074

actionable feedback. Desirably, evaluation metrics075

for summary can provide feedback, when the score076

is low, to explain why it is incorrect and suggest077

how to improve.078

We propose an Agent-as-a-Judge (Zhuge et al.,079

2024) framework, using interpretable evalua-080

tion of summaries with a novel NARRATIVE-081

FACTSCORE, based on which we can refine and082

improve summary quality. CKG achieves consis-083

tency by constructing a names graph that consoli-084

dates character aliases and variations across scenes085

and by performing multiple rounds of relationship086

extraction, selecting relationships that frequently087

appear across scenes as edges, inspired by Wang088

et al. (2023). This construction process ensures089

that only well-supported character relationships are090

retained. By leveraging this consistent relationship091

graph when evaluating the factuality, we can ac-092

curately assess even complex narrative facts that093

require understanding intricate character dynamics.094

To improve the interpretability of the metric,095

NARRATIVEFACTSCORE also provides feedback096

for interpretation and refinement when the sum-097

mary is incorrect. For each statement in the sum-098

mary, our metric retrieves relevant scenes and char-099

acter relationships from our CKG to calculate a100

factuality score. Based on the retrieved evidence,101

ours evaluates each statement and generates feed-102

back identifying discrepancies between claims and103

supporting evidence. Since our metric operates 104

autonomously, it is more cost-effective and faster 105

than Human-as-a-Judge. In addition, it offers feed- 106

back for low scores, which makes it more reliable 107

than LLM-as-a-Judge metrics. Recognizing the 108

causes of low scores also contributes to generat- 109

ing more accurate summaries through agent-based 110

refinement. 111

Using NARRATIVEFACTSCORE provides two 112

key advantages for long narrative summarization. 113

First, it offers a labor-efficient and fast metric that 114

also approximates human evaluation when eval- 115

uating the factuality of summaries. Our metric 116

demonstrates a statistically strong correlation with 117

human evaluation, and a test for differences be- 118

tween human evaluation and our metric yielded 119

statistically significant results, with the p-value 120

falling below 0.05. Second, since it provides feed- 121

back on factually incorrect parts, agent-based re- 122

finement can improve summarization performance. 123

We show that agent-based refinement improves fac- 124

tuality (+14.03), ROUGE (+2.05), and BERTScore 125

(+0.13) on MovieSum (Saxena and Keller, 2024a), 126

a movie script summarization dataset, and also 127

improves factuality (+12.26), ROUGE (+2.47), 128

and BERTScore (+0.21) on MENSA (Saxena and 129

Keller, 2024b), a movie scene saliency dataset. 130

2 Related Work 131

2.1 Long Narrative Summarization 132

Summarizing long narratives (Saxena and Keller, 133

2024a,b) is challenging due to the high com- 134

putational and memory demands required by 135

transformer-based models. In prior work (Pilault 136

et al., 2020; Li et al., 2021; Wu et al., 2021; Chang 137

et al., 2024), a method called hierarchical merg- 138

ing was introduced, where individual chunks of 139

the narrative are summarized separately and then 140

combined to form a coherent final summary. Al- 141

though this method preserves the logical structure 142

of the narrative, hallucinations remain a frequent 143

challenge, especially when capturing global infor- 144

mation such as character relationships. Thus, our 145

focus is on improving the factuality of the sum- 146

maries. 147

2.2 Character Knowledge Graph (CKG) 148

Since characters are integral to narrative (Gurung 149

and Lapata, 2024), prior work has aimed to con- 150

struct a graph to easily utilize them. In narrative 151

texts, CKG shows the unidirectional relationship 152
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between a subject and an object character. This pro-153

cess is similar to creating a triple (subject-predicate-154

object) list in knowledge graph construction (Chen155

et al., 2020). Andrus et al. (2022) utilized the Ope-156

nIE system (Angeli et al., 2015) for story comple-157

tion and question-answering tasks, integrating it158

with GPT-3 (Brown et al., 2020) to enhance its ef-159

fectiveness. Alternatively, a recent method (Zhao160

et al., 2024) that assembles CKG directly using161

LLMs is more robust approach, as it better captures162

the nuanced and complex relationships. Our dis-163

tinction lies not only in constructing CKGs but also164

in utilizing them to measure and enhance factuality.165

2.3 Summarization Metrics for Evaluating166

Factuality167

In recent research, efforts have been made to168

evaluate factuality of long documents. LongDoc-169

FACTScore (Bishop et al., 2024) improves this170

process by calculating BARTScore (Yuan et al.,171

2021) only on the semantically similar portions of172

the source text for each summary sentence, making173

it an effective method for handling long documents.174

FActScore (Min et al., 2023) further enhances fac-175

tuality evaluation by decomposing text into atomic176

facts and verifying each with LLM using informa-177

tion retrieved from the knowledge source. Unlike178

these metrics, our metric focuses on character re-179

lationships to accurately evaluate factuality and180

provide actionable feedback to refine factually in-181

correct parts.182

3 Proposed Method183

In this section, we elaborate on NARRATIVE-184

FACTSCORE for evaluating factuality of long nar-185

rative summarization. Figure 2 illustrates three186

phases of our framework, which will be detailed in187

Section 3.1, 3.2, and 3.3 respectively.188

3.1 CKG Extraction189

We construct a consistent CKG, to overcome the190

inconsistencies of CKG reported in Kim et al.191

(2024); Zhao et al. (2024), losing information (Liu192

et al., 2024) in long narratives and failing to reason193

over many implicit relationships at once. To ad-194

dress these issues, we perform reasoning multiple195

times (Wang et al., 2023) for each scene and select196

frequent relationships to improve consistency and197

accuracy. We note this requires only 1/3 of the198

original cost while improving correlation threefold.199

(See Appendix 5.4.)200

Given a narrative represented as a collection of 201

scenes N = {S1,S2, . . . ,Sm}, where m denotes 202

the number of scenes, the goal is to extract a graph 203

G that encapsulates character relationships. Each 204

scene Si (1 ≤ i ≤ m) is processed individually 205

to extract relation triples (subject-predicate-object) 206

using GPT-4o-mini (OpenAI, 2023), as detailed in 207

Section D.1. The extracted triples are used to ini- 208

tialize the nodes and determine the edges based on 209

the main relationships between the nodes, forming 210

the final CKG G through the following two steps. 211

First, to maintain consistency in character identi- 212

fication, we construct a names graph Gname, con- 213

solidating aliases or variations in names in scenes. 214

Our framework processes each scene in turn, ex- 215

tracts all character names, and determines several 216

names refer to same character based on the con- 217

text using LLM. For example, in The Lord of 218

the Rings, ‘Frodo’ and ‘Frodo Baggins’ are rec- 219

ognized as the same character. As illustrated by 220

‘Frodo / Frodo Baggins’ in Figure 3(a), each name 221

variation is a node.2 This step ensures an accurate 222

capture of relationships, even when names vary 223

across scenes. The CKG is initialized using names 224

from the names graph. 225

Second, to preserve the consistency of rela- 226

tionships, we sample extracted triples multiple 227

times (Wang et al., 2023; Brown et al., 2024) and 228

select frequent ones as the final edges. Let the node 229

set V be the set of all character in the names graph: 230

V = {v | v ∈ Gname} (1) 231

Only triples with named entities as subjects and 232

objects are used; if an object is missing, a self-loop 233

is added to represent the state of character. We then 234

define the edge set E of our CKG as 235

E =
{
(s, p, o) | s, o ∈ V, freq(p | s, o) ≥ τ

}
(2) 236

where (s, o) denotes a character pair, freq(p | s, o) 237

is the frequency of predicate p for (s, o), and τ is 238

the frequency threshold.3 Finally, the consistent 239

CKG is given by 240

G = (V,E). (3) 241

For triples with the same subject and object, fre- 242

quent predicates capture temporal changes as di- 243

rected edges. For example, since the early scenes 244

2In practice, an undirected edges is added between nodes
that refer to the same character.

3Adjusting the threshold allows for control over the graph:
a higher threshold ensures greater consistency, while a lower
threshold increases diversity.
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Narrative (𝒩)
Narrative (𝒩)

CKG (𝐺)

Initial 

summary (𝑍)

summarize

Decomposed

summary (𝑎1)

feedbacks 

(𝑓1, 𝑓2, ...)

Decomposed 

summary (𝑎1, 𝑎2, …)

improved

summary (𝑦)

extract

CKG

Retrieved 

scene (𝒮𝑖)

1. CKG extraction 2. Factuality calculation 3. Agent-based refinement

feedback (𝑓1)

Narrative (𝒩)

refine

summary

decompose

...

retrieval

Retrieved 

subgraph (𝑔)

...
...

Fact-check

Retrieval

Fact Decomposition

Figure 2: The main figure illustrates the overall process of evaluation and refinement, which includes three main
stages. First, it shows the extraction of CKG G from narrative N . Next, it depicts the calculation of factuality by
comparing the decomposed summary ak against the retrieved character relationship subgraph g and narrative scene
Si. Finally, it illustrates the agent-based refinement process, where feedbacks (f1, f2, ...) are used to improve the
factual accuracy of the summary.

Frodo /

Frodo Baggins

GandalfSauron

guided by

hobbit,

own Ring

fear, 

resist

pursue

wizard
Dark Lord,

desire Ring

enemy of

enemy of

ally of

((a)) Knowledge graph.

<subject>Frodo
<predicate>hobbit, own Ring

<object>Gandalf
<predicate>guided by

<object>Sauron
<predicate>fear, resist

<subject>Gandalf
<predicate>wizard

<object>Frodo
<predicate>ally of

<object>Sauron
<predicate>enemy of

<subject>Sauron
<predicate>Dark Lord, desire Ring

<object>Frodo
<predicate>pursue

<object>Gandalf
<predicate>enemy of

((b)) Linearized knowledge graph.

Figure 3: (a) Part of a knowledge graph generated from The Lord of the Rings, with three named entities.
‘Frodo/Frodo Baggins’ is a single entity with two names. (b) The same graph is in linearized form.

show that ‘Frodo’ fears ‘Sauron’ and the later245

scenes show that he resists ‘Sauron’, the CKG in246

Figure 3(a) displays two distinct relationships. The247

process of deciding edges is repeated to construct248

a CKG that can effectively evaluate the factuality249

of summaries.250

3.2 NARRATIVEFACTSCORE Calculation251

We invent a new metric to guide agentic evaluation,252

unlike existing factuality metrics (Min et al., 2023;253

Bishop et al., 2024) that do not provide evidence254

or feedback for their scores, by considering events 255

in the input story superficially but overlooking re- 256

lational information about characters. Our metric 257

addresses these limitations by incorporating char- 258

acter relationship graphs and providing detailed 259

feedback. To calculate the factuality of the narra- 260

tive summary, we first generate an initial summary 261

Z using the prompt described in Section D.2. 262

To evaluate the factuality of the initial summary 263

Z, we decompose it into smaller verifiable units, 264

similar to the approach used in Min et al. (2023). 265
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Using the prompt in Section D.3, each sentence266

in the initial summary Z is divided into a list of267

atomic facts A = {a1, a2, . . . , az}.268

To evaluate each atomic fact ak, we need the269

scene and information about the characters that270

appear in the atomic fact. First, we retrieve the most271

relevant scene Si within the narrative N , by using272

the BGE-M3 (Chen et al., 2024). Second, we also273

retrieve the subgraph g from the linearized CKG G,274

as illustrated in Figure 3(b), which contains triples275

involving the characters mentioned in ak.276

Using the retrieved information, each atomic fact277

ak is evaluated to determine its factuality and to278

obtain feedback supporting the evaluation. We then279

define an indicator Ik for factuality based on:280

Ik = 1[ak is factual given Si, g)] (4)281

where 1 is the indicator function, yielding 1 if the282

atomic fact ai is factual and 0 otherwise. This283

evaluation is carried out using the prompt detailed284

in Section D.4, which produces 1 if the atomic fact285

is accurate. If the atomic fact is determined to be286

inaccurate, then feedback fk is provided on how287

to correct it. Finally, the NARRATIVEFACTSCORE288

is calculated as the proportion of atomic facts that289

are found to be factual, defined by the following290

equation:291

NARRATIVEFACTSCORE =

∑z
i=1 Ik
z

(5)292

3.3 Agent-based Fact Refinement293

The new metric leveraging consistent CKG enables294

LLM agent to guide refinement by using feedback295

from the evaluation. This process involves three296

key inputs: original narrative to provide global con-297

text, the initial summary that requires modification,298

and the feedback detailing the inaccuracies and299

reasons for those errors. Using a prompt that incor-300

porates these inputs in Section D.5, LLM refines301

the initial summary by correcting only the factu-302

ally inaccurate parts provided from feedback, then303

generates the improved summary y.304

Motivated by Madaan et al. (2024), the improved305

summary can be further evaluated as outlined in306

Section 3.2. This allows the agent-based refinement307

to be iterative, where each iteration further refines308

the summary to enhance overall factuality.309

4 Experiments310

4.1 Implementation Details311

Uniform Language Model Usage To ensure that312

performance gain is due to our framework and not313

the underlying language model, we use only gpt- 314

4o-mini-2024-07-18 in our experiments. This 315

model is applied across all components, including 316

CKG extraction, summarization, fact decomposi- 317

tion, fact check, and agent-based fact refinement. 318

This approach prevents superior LLMs from influ- 319

encing the results, allowing us to rigorously evalu- 320

ate the effectiveness of our framework. 321

Generating Initial Summary To generate the 322

initial summary Z, we adopt hierarchical merg- 323

ing (Chang et al., 2024) that ensures the logical 324

structure of the narrative is preserved. The nar- 325

rative is first divided into chunks Ci where each 326

chunk is formed incrementally by adding scenes 327

until a predefined context size4 is reached. Once 328

this limit is exceeded, a new chunk begins, result- 329

ing in a sequence of chunks C = {C1, C2, ..., Cn}. 330

Each chunk Ci is then independently summarized 331

using the prompt specified in Section D.2, and the 332

resulting chunk summaries are sequentially merged 333

to produce the initial summary Z. 334

Retrieving Relevant Scene and Subgraph Us- 335

ing the BGE-M3 embedding model (Chen et al., 336

2024), we retrieve information relevant to each 337

atomic fact ak. Specifically, we identify the most 338

similar scene Si from the narrative N and a sub- 339

graph containing the three most relevant triples in 340

the linearized CKG G. All retrieval computations 341

were performed on a single NVIDIA RTX 3090 342

GPU. 343

4.2 Evaluation Metrics 344

We assess the performance of our framework us- 345

ing several key evaluation metrics. ROUGE (Lin, 346

2004) assesses n-gram overlap with reference 347

summaries, including R-1 (unigram), R-2 (bi- 348

gram) and R-L (longest common subsequence). 349

BERTScore (Zhang et al., 2019) (BSp, BSr, 350

BSf1) evaluates similarity using BERT embed- 351

dings (Devlin et al., 2019), where BSp repre- 352

sents precision, BSr recall and BSf1 the F1-score. 353

BARTScore (Yuan et al., 2021) measures the qual- 354

ity of summaries by scoring them as conditional 355

language generation tasks. Finally, we propose 356

NARRATIVEFACTSCORE (NFS) as a novel metric 357

to measure the factuality of the generated sum- 358

maries. 359

We report ROUGE and BERTScore as reference 360

points for lexical and semantic similarity, while 361

4we set predefined context size of a chunk to 1024.
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emphasizing that these metrics were not designed362

to capture factual accuracy. Our primary factuality363

comparisons are instead carried out with dedicated364

metrics such as FActScore (Min et al., 2023) and365

LongDocFACTScore (Bishop et al., 2024).366

4.3 Correlation with Human Factuality Scores367

Metrics STORYSUMM FABLES
Spearman KENDALL Spearman KENDALL

ROUGE-1 0.25 0.18 -0.20 -0.14
ROUGE-2 0.30 0.22 -0.04 -0.03
ROUGE-L 0.31 0.22 -0.18 -0.14
BERTScoref1 0.19 0.13 -0.13 -0.08
BARTScore 0.09 0.06 -0.30 -0.22
LongDocFACTScore 0.07 0.05 0.24 0.16
FActScore 0.19 0.13 0.16 0.09
NFS 0.43 0.31 0.47 0.33

Table 1: Spearman and KENDALL’s tau correlation
coefficients between different metrics and human factu-
ality assessments on STORYSUMM and FABLES. Co-
efficients indicating strong correlation are underlined.5

Metrics STORYSUMM FABLES
Spearman KENDALL Spearman KENDALL

(A) NFS 0.43 0.31 0.47 0.33
(B) − consistency 0.21 0.14 0.19 0.13
(C) − CKG 0.30 0.21 0.25 0.16

Table 2: Ablation results on STORYSUMM and FA-
BLES, showing the impact of using different CKG.

Dataset To evaluate whether the NARRATIVE-368

FACTSCORE we proposed correlates effectively369

with human factuality, we conducted a series of370

experiments. For this purpose, we used STORY-371

SUMM (Subbiah et al., 2024) and FABLES (Kim372

et al., 2024), which include multiple summaries373

generated by LLM for each narrative. These sum-374

maries were then evaluated by human annotators375

based on their factual accuracy.376

Results We computed the Spearman (Spear-377

man, 1961) correlations and KENDALL’s378

tau (KENDALL, 1938) correlations for each379

metric in relation to the human factuality scores, as380

shown in Table 1. NARRATIVEFACTSCORE is the381

only metric that shows a strong correlation with382

human annotations in all datasets. This correlation383

is statistically significant, with p-values below 0.05384

for all datasets.385

Ablation Study To verify the effectiveness of386

CKG in evaluating factuality, we conducted an abla-387

tion study in Table 2. NARRATIVEFACTSCORE (A)388

5We follow widely adopted interpretations reported in Ta-
ble 4.

iteratively reasons about character relationships, se- 389

lects frequent relationships to construct a consis- 390

tent CKG, and utilizes it for factuality evaluation. 391

In contrast, (B) generates the CKG by reasoning 392

character relationships in a single step and evalu- 393

ates factuality accordingly. However, according to 394

Zhao et al. (2024), LLMs tend to generate inaccu- 395

rate character relationships when reasoning over 396

long narrative in a single step. Lastly, (C) evaluates 397

factuality without utilizing a CKG. 398

The experimental results show that our metric 399

(A) achieves the highest correlation with human, 400

and indicate the following observations. First, com- 401

paring (A) with (C) shows CKG contributes to 402

more accurate factuality evaluation. However, the 403

results of (B) and (C) show that an inaccurate CKG 404

can hinder factuality evaluation rather than improve 405

it. Thus, to effectively assess the factuality of sum- 406

mary, it is necessary to construct a consistent CKG 407

through multiple iterations of reasoning. 408

4.4 Summarization Performance Evaluation 409

Datasets We evaluated our framework on 410

the MENSA (Saxena and Keller, 2024b) and 411

MovieSum (Saxena and Keller, 2024a) datasets. 412

MENSA aligns movie scenes with Wikipedia sum- 413

maries and MovieSum pairs screenplays with sum- 414

maries. We use the full test sets: 50 samples from 415

MENSA and 200 from MovieSum. 416

Results We evaluated summarization perfor- 417

mance using two baseline types. The first type in- 418

cludes methods without merging that summarize all 419

input in a single step, such as TextRank (Mihalcea 420

and Tarau, 2004), Longformer Encoder-Decoder 421

(LED) (Beltagy et al., 2020), and LongT5 (Guo 422

et al., 2022). The second type involves hierarchical 423

merging (Chang et al., 2024), with which we per- 424

formed experiments using GPT-4o-mini (OpenAI, 425

2023). Additionally, we evaluated the summaries 426

generated by GPT-4o-mini after agent-based itera- 427

tive refinements (1st to 3rd). 428

As shown in Table 3, agent-based refinement 429

improves not only factuality but also other met- 430

rics, improving the overall quality of the sum- 431

maries. This refinement improves performance con- 432

sistently, yielding improvements of +14.03 in fac- 433

tuality, +2.05 in ROUGE, and +0.13 in BERTScore 434

on MovieSum, and +12.26, +2.47, and +0.21 re- 435

spectively on MENSA. 436
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MENSA MovieSum
R-1 R-2 R-L BSp BSr BSf1 NFS R-1 R-2 R-L BSp BSr BSf1 NFS

without merging
TextRank 34.37 4.60 12.84 46.86 49.43 48.10 59.72 33.92 4.62 16.25 46.82 49.48 48.10 60.23
LED 17.46 1.59 10.03 42.90 42.74 42.58 56.48 2.80 0.28 0.28 32.64 23.82 27.32 22.24
LongT5 20.77 2.26 10.03 45.05 45.06 45.01 73.76 20.18 1.99 13.83 44.58 44.28 44.36 74.01

hierarchically merging
GPT-4o-mini 31.79 9.69 12.68 60.00 60.03 60.01 81.05 29.26 8.72 17.88 59.11 59.29 59.19 80.56
Ours: 1st iteration 33.00 9.70 12.84 60.22 60.11 60.16 85.94 30.36 8.74 18.55 59.26 59.30 59.27 86.92
Ours: 2nd iteration 33.75 9.72 13.07 60.17 60.10 60.12 88.94 30.98 8.75 18.61 59.33 59.30 59.30 92.04
Ours: 3rd iteration 34.26 9.74 13.46 60.24 60.21 60.22 93.31 31.31 8.81 18.62 59.36 59.31 59.32 94.59

Table 3: Evaluation results on MENSA (Saxena and Keller, 2024b) and MovieSum (Saxena and Keller, 2024a)
datasets.

Strength Spearman (ρ) KENDALL (τ )
Very weak correlation 0.00~0.15 0.00~0.10
Weak correlation 0.15~0.30 0.10~0.20
Moderate correlation 0.30~0.43 0.20~0.30
Strong correlation 0.43~1.00 0.30~1.00

Table 4: Correlation strength based on coefficients.

5 Analysis437

5.1 Analysis for Baseline Metrics438

Table 4 shows widely adopted interpretation of439

correlations from Botsch (2011); Chiang and Lee440

(2023), where |τ | ∈ [0.3, 1.0] is considered a441

strong correlation. For Spearman (Spearman,442

1961), thresholds are derived by converting τ 6 in-443

tervals under the assumption of bivariate normality.444

We analyze the results compared to other met-445

rics in Table 1. Metrics based on lexical overlap,446

such as ROUGE, show stronger correlations with447

human factuality assessments compared to seman-448

tic similarity metrics such as BERTScore, as they449

better capture repeated entities and locations in nar-450

ratives. In contrast, metrics such as BARTScore451

and LongDocFACTScore (Bishop et al., 2024),452

which rely on log-likelihood and entailment, have453

lower correlations due to their limited ability to454

account for broader context and character relation-455

ships. FActScore (Min et al., 2023), reproduced456

in our study, incorporates character relationship re-457

trieval to improve factuality assessments. Building458

on this, NARRATIVEFACTSCORE further enhances459

performance by addressing common errors caused460

by misinterpreted character relationships, leading461

to more accurate evaluations.462

6τ indicates Kendall’s tau (KENDALL, 1938)

Method BSp BSr BSf1

Naive extract (Zhao et al., 2024) 86.23 86.33 86.26
Ours 95.63 95.68 95.65

Table 5: Comparison between the naive extract method
and our proposed method.

5.2 How Consistently Does Ours Capture 463

Character Relationships? 464

To effectively evaluate factuality and improve sum- 465

mary, it is necessary to generate an accurate and 466

consistent CKG. According to Kim et al. (2024); 467

Zhao et al. (2024), the “naive extract” approach, 468

where an LLM extracts character relationships in 469

one step, often fails to consistently capture some re- 470

lationships. Thus, our objective is to verify whether 471

our approach can generate a consistent CKG. Co- 472

nan (Zhao et al., 2024) provides ground truth anno- 473

tation of character relationships within narratives. 474

To evaluate whether the generated relation is se- 475

mantically similar to this ground truth, we measure 476

the BERTScore (Devlin et al., 2019). 477

As shown in Table 5, our method generates CKG 478

that are closely similar to ground truth. Although 479

the “naive extract” achieves 86.26, it occasionally 480

produces incorrect relationships. In contrast, by 481

reasoning about relationships scene by scene and 482

aggregating them, our method chooses more accu- 483

rate relationships and constructs a consistent CKG. 484

485

5.3 Challenging Set 486

We aim to evaluate whether our metric can pro- 487

vide feedback necessary to improve factuality in 488

recent narratives. Although LLM-based metrics 489

provide accurate factuality feedback for narratives 490

within their pretraining data, they often fail for nar- 491

ratives outside of their training corpus. However, 492

our metric provides accurate feedback by evaluat- 493

ing summaries based on narrative story and charac- 494
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R-1 R-2 R-L BSp BSr BSf1 NFS
without merging

TextRank 33.92 4.63 16.25 46.82 49.48 48.10 62.43
LED 2.75 0.17 0.64 31.78 24.44 27.37 11.70
LongT5 22.10 2.29 11.16 43.86 44.69 44.18 79.38

hierarchically merging
GPT-4o-mini 28.07 8.01 14.12 58.37 59.36 58.53 81.30
Ours: 1st iteration 29.02 8.09 14.08 58.49 59.30 58.86 84.59
Ours: 2nd iteration 29.98 8.19 14.24 58.61 59.32 58.94 90.47
Ours: 3rd iteration 30.22 8.20 14.44 58.75 59.39 59.04 93.22

Table 6: Evaluation results on the challenging set of the
MovieSum (Saxena and Keller, 2024a) dataset.

Metric
CKG

extraction
time

Factuality
calculation

time
KENDALL

Human - 132.00 min -
LongDocFACTScore - 3.81 min 0.16
FActScore - 4.60 min 0.09
NARRATIVEFACTSCORE 1.17 min 4.81 min 0.33

Table 7: Average latency (in minutes) and KENDALL’s
tau correlation for evaluating factuality across different
metrics on the FABLES (Kim et al., 2024) dataset.

ter relationships rather than relying on parametric495

knowledge alone. Therefore, we define a challeng-496

ing set of works published after the knowledge cut-497

off date of our LLM to verify whether our metric498

improves factuality through its feedback.499

Our metric demonstrates the capability to pro-500

vide feedback for improving factuality even in re-501

cent works. For this experiment, we curated a chal-502

lenging set of 18 movies from MovieSum (Sax-503

ena and Keller, 2024a) released after our LLM504

knowledge cutoff.7 We conducted refinement ex-505

periments identical to Table 3 to correct factual506

errors in this challenging set. As shown in Table 6,507

three rounds of refinement improved NARRATIVE-508

FACTSCORE by 11.92, comparable to the improve-509

ments in Table 3. These results confirm our metric510

provides effective feedback for recent stories inde-511

pendent of LLM parametric knowledge.512

5.4 Latency513

We compared the latency of LLM-as-a-Judge met-514

rics, such as LongDocFACTScore and FActScore,515

with our Agent-as-a-Judge metric. Table 7 shows516

the time required to evaluate the factuality of each517

summary in the FABLES (Kim et al., 2024). Since518

long narratives like those in FABLES exceed 100K519

tokens, human evaluation by verifying details is520

time-consuming.8 In contrast, LLM-based met-521

rics, including ours, assess factuality within a few522

7We used GPT-4o-mini with an October 2023 knowledge
cutoff date.

8According to Kim et al. (2024), annotators spent over 11
hours evaluating five summaries.

Summary ROUGE-L BERTScoref1 NFS
Reference Summary 100.00 100.00 95.42
Perturbed Summary 81.61 92.15 40.81

Table 8: Change in metric scores after factual perturba-
tion of the reference summary on the MENSA.

minutes. However, LLM-as-a-Judge metrics strug- 523

gle to assess factuality while understanding char- 524

acter relationships, leading to discrepancies with 525

human evaluations, as shown in Table 1. In con- 526

trast, NARRATIVEFACTSCORE devotes additional 527

time to reasoning about character relationships be- 528

fore assessing factuality, resulting in more accurate 529

evaluations despite slightly longer times. 530

5.5 Sensitivity of Metrics on Factual 531

Perturbation 532

We evaluated metric sensitivity to factual perturba- 533

tions using GPT-4o with the prompt shown in Fig- 534

ure 10 on the MENSA. Specifically, we perturbed 535

the reference summaries from MENSA by introduc- 536

ing factual inaccuracies in each sentence. Table 8 537

shows that ROUGE-L and BERTScoref1 decreased 538

minimally despite factual perturbations, while 539

NARRATIVEFACTSCORE significantly dropped. 540

These results demonstrate that our metric is highly 541

sensitive to factual discrepancies, making it a suit- 542

able metric for assessing factuality. 543

6 Conclusion 544

This work shows how the agent-as-judge is de- 545

ployed to overcome the limitations of existing eval- 546

uation metrics, such as overreliance on lexical sim- 547

ilarity or factual inconsistencies. Specifically, we 548

propose consistent CKG extraction, and new fac- 549

tual evaluation metric based on CKG, and an agent 550

that evaluates and guides the summary and refine- 551

ment. Through our implementation, we demon- 552

strated both the process and superior performance 553

over state-of-the-art methods on real-life industry 554

datasets and scenarios. 555

7 Limitation 556

We acknowledge two limitations of our work. 557

First, our framework may occasionally retrieve sub- 558

graphs unrelated to the atomic fact being evaluated, 559

though this did not impact factuality judgments in 560

our experiments and outperformed the no-retrieval 561

baseline. Nonetheless, further enhancing subgraph 562

retrieval precision remains a promising direction 563

for future work. 564
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Second, our framework has been tested exclu-565

sively in the narrative domain. Although effective,566

its generalizability to other domains remains un-567

verified. However, its potential for applications568

requiring deep character understanding—such as569

news summarization, biographical writing, and his-570

torical analysis—suggests promising directions for571

future exploration.572

References573

Berkeley R Andrus, Yeganeh Nasiri, Shilong Cui, Ben-574
jamin Cullen, and Nancy Fulda. 2022. Enhanced575
story comprehension for large language models576
through dynamic document-based knowledge graphs.577
In Proceedings of the AAAI Conference on Artificial578
Intelligence, volume 36, pages 10436–10444.579

Gabor Angeli, Melvin Jose Johnson Premkumar, and580
Christopher D. Manning. 2015. Leveraging linguis-581
tic structure for open domain information extraction.582
In Proceedings of the 53rd Annual Meeting of the As-583
sociation for Computational Linguistics and the 7th584
International Joint Conference on Natural Language585
Processing (Volume 1: Long Papers), pages 344–354,586
Beijing, China. Association for Computational Lin-587
guistics.588

Iz Beltagy, Matthew E Peters, and Arman Cohan. 2020.589
Longformer: The long-document transformer. arXiv590
preprint arXiv:2004.05150.591

Jennifer A. Bishop, Sophia Ananiadou, and Qianqian592
Xie. 2024. LongDocFACTScore: Evaluating the593
factuality of long document abstractive summarisa-594
tion. In Proceedings of the 2024 Joint International595
Conference on Computational Linguistics, Language596
Resources and Evaluation (LREC-COLING 2024),597
pages 10777–10789, Torino, Italia. ELRA and ICCL.598

R Botsch. 2011. Chapter 12: Significance and mea-599
sures of association. Scopes and Methods of Political600
Science.601

Bradley Brown, Jordan Juravsky, Ryan Ehrlich, Ronald602
Clark, Quoc V Le, Christopher Ré, and Azalia Mirho-603
seini. 2024. Large language monkeys: Scaling infer-604
ence compute with repeated sampling. arXiv preprint605
arXiv:2407.21787.606

Tom Brown, Benjamin Mann, Nick Ryder, Melanie607
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind608
Neelakantan, Pranav Shyam, Girish Sastry, Amanda609
Askell, Sandhini Agarwal, Ariel Herbert-Voss,610
Gretchen Krueger, Tom Henighan, Rewon Child,611
Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens612
Winter, Chris Hesse, Mark Chen, Eric Sigler, Ma-613
teusz Litwin, Scott Gray, Benjamin Chess, Jack614
Clark, Christopher Berner, Sam McCandlish, Alec615
Radford, Ilya Sutskever, and Dario Amodei. 2020.616
Language Models are Few-Shot Learners. In Ad-617
vances in Neural Information Processing Systems,618
volume 33, pages 1877–1901.619

Yapei Chang, Kyle Lo, Tanya Goyal, and Mohit Iyyer. 620
2024. Booookscore: A systematic exploration of 621
book-length summarization in the era of LLMs. In 622
The Twelfth International Conference on Learning 623
Representations. 624

Jianlyu Chen, Shitao Xiao, Peitian Zhang, Kun 625
Luo, Defu Lian, and Zheng Liu. 2024. M3- 626
embedding: multi-linguality, multi-functionality, 627
multi-granularity text embeddings through self- 628
knowledge distillation. In Findings of the Associa- 629
tion for Computational Linguistics ACL 2024, pages 630
2318–2335. 631

Zhe Chen, Yuehan Wang, Bin Zhao, Jing Cheng, Xin 632
Zhao, and Zongtao Duan. 2020. Knowledge graph 633
completion: A review. Ieee Access, 8:192435– 634
192456. 635

Cheng-Han Chiang and Hung-yi Lee. 2023. Can large 636
language models be an alternative to human evalua- 637
tions? In Proceedings of the 61st Annual Meeting of 638
the Association for Computational Linguistics (Vol- 639
ume 1: Long Papers), pages 15607–15631, Toronto, 640
Canada. Association for Computational Linguistics. 641

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and 642
Kristina Toutanova. 2019. BERT: Pre-training of 643
deep bidirectional transformers for language under- 644
standing. In Proceedings of the 2019 Conference of 645
the North American Chapter of the Association for 646
Computational Linguistics: Human Language Tech- 647
nologies, Volume 1 (Long and Short Papers), pages 648
4171–4186, Minneapolis, Minnesota. Association for 649
Computational Linguistics. 650

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, 651
Abhishek Kadian, Ahmad Al-Dahle, Aiesha Letman, 652
Akhil Mathur, Alan Schelten, Amy Yang, Angela 653
Fan, et al. 2024. The llama 3 herd of models. arXiv 654
preprint arXiv:2407.21783. 655

Mandy Guo, Joshua Ainslie, David C Uthus, Santiago 656
Ontanon, Jianmo Ni, Yun-Hsuan Sung, and Yinfei 657
Yang. 2022. Longt5: Efficient text-to-text trans- 658
former for long sequences. In Findings of the Associ- 659
ation for Computational Linguistics: NAACL 2022, 660
pages 724–736. 661

Alexander Gurung and Mirella Lapata. 2024. CHIRON: 662
Rich character representations in long-form narra- 663
tives. In Findings of the Association for Computa- 664
tional Linguistics: EMNLP 2024, pages 8523–8547, 665
Miami, Florida, USA. Association for Computational 666
Linguistics. 667

MG KENDALL. 1938. A new measure of rank correla- 668
tion. Biometrika, 30:81–93. 669

Yekyung Kim, Yapei Chang, Marzena Karpinska, 670
Aparna Garimella, Varun Manjunatha, Kyle Lo, 671
Tanya Goyal, and Mohit Iyyer. 2024. FABLES: 672
Evaluating faithfulness and content selection in book- 673
length summarization. In First Conference on Lan- 674
guage Modeling. 675

9

https://doi.org/10.3115/v1/P15-1034
https://doi.org/10.3115/v1/P15-1034
https://doi.org/10.3115/v1/P15-1034
https://aclanthology.org/2024.lrec-main.941
https://aclanthology.org/2024.lrec-main.941
https://aclanthology.org/2024.lrec-main.941
https://aclanthology.org/2024.lrec-main.941
https://aclanthology.org/2024.lrec-main.941
https://arxiv.org/pdf/2310.00785.pdf
https://arxiv.org/pdf/2310.00785.pdf
https://arxiv.org/pdf/2310.00785.pdf
https://doi.org/10.18653/v1/2023.acl-long.870
https://doi.org/10.18653/v1/2023.acl-long.870
https://doi.org/10.18653/v1/2023.acl-long.870
https://doi.org/10.18653/v1/2023.acl-long.870
https://doi.org/10.18653/v1/2023.acl-long.870
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/2024.findings-emnlp.499
https://doi.org/10.18653/v1/2024.findings-emnlp.499
https://doi.org/10.18653/v1/2024.findings-emnlp.499
https://doi.org/10.18653/v1/2024.findings-emnlp.499
https://doi.org/10.18653/v1/2024.findings-emnlp.499
https://openreview.net/forum?id=YfHxQSoaWU
https://openreview.net/forum?id=YfHxQSoaWU
https://openreview.net/forum?id=YfHxQSoaWU
https://openreview.net/forum?id=YfHxQSoaWU
https://openreview.net/forum?id=YfHxQSoaWU


Haoran Li, Arash Einolghozati, Srinivasan Iyer, Bhar-676
gavi Paranjape, Yashar Mehdad, Sonal Gupta, and677
Marjan Ghazvininejad. 2021. Ease: Extractive-678
abstractive summarization with explanations. arXiv679
preprint arXiv:2105.06982.680

Chin-Yew Lin. 2004. Rouge: A package for automatic681
evaluation of summaries. In Text summarization682
branches out, pages 74–81.683

Nelson F Liu, Kevin Lin, John Hewitt, Ashwin Paran-684
jape, Michele Bevilacqua, Fabio Petroni, and Percy685
Liang. 2024. Lost in the middle: How language mod-686
els use long contexts. Transactions of the Association687
for Computational Linguistics, 11:157–173.688

Aman Madaan, Niket Tandon, Prakhar Gupta, Skyler689
Hallinan, Luyu Gao, Sarah Wiegreffe, Uri Alon,690
Nouha Dziri, Shrimai Prabhumoye, Yiming Yang,691
et al. 2024. Self-refine: Iterative refinement with692
self-feedback. Advances in Neural Information Pro-693
cessing Systems, 36.694

Rada Mihalcea and Paul Tarau. 2004. Textrank: Bring-695
ing order into text. In Proceedings of the 2004 con-696
ference on empirical methods in natural language697
processing, pages 404–411.698

Sewon Min, Kalpesh Krishna, Xinxi Lyu, Mike Lewis,699
Wen-tau Yih, Pang Koh, Mohit Iyyer, Luke Zettle-700
moyer, and Hannaneh Hajishirzi. 2023. FActScore:701
Fine-grained atomic evaluation of factual precision702
in long form text generation. In Proceedings of the703
2023 Conference on Empirical Methods in Natural704
Language Processing, pages 12076–12100, Singa-705
pore. Association for Computational Linguistics.706

OpenAI. 2023. Gpt-4 technical report. Preprint,707
arXiv:2303.08774.708

Jonathan Pilault, Raymond Li, Sandeep Subramanian,709
and Chris Pal. 2020. On extractive and abstractive710
neural document summarization with transformer lan-711
guage models. In Proceedings of the 2020 Confer-712
ence on Empirical Methods in Natural Language713
Processing (EMNLP), pages 9308–9319, Online. As-714
sociation for Computational Linguistics.715

Xiao Pu, Mingqi Gao, and Xiaojun Wan. 2023.716
Summarization is (almost) dead. arXiv preprint717
arXiv:2309.09558.718

Rohit Saxena and Frank Keller. 2024a. Moviesum: An719
abstractive summarization dataset for movie screen-720
plays. In Findings of the Association for Computa-721
tional Linguistics ACL 2024, pages 4043–4050.722

Rohit Saxena and Frank Keller. 2024b. Select and sum-723
marize: Scene saliency for movie script summariza-724
tion. In Findings of the Association for Computa-725
tional Linguistics: NAACL 2024, pages 3439–3455.726

Charles Spearman. 1961. The proof and measurement727
of association between two things.728

Melanie Subbiah, Faisal Ladhak, Akankshya Mishra, 729
Griffin Adams, Lydia Chilton, and Kathleen Mcke- 730
own. 2024. Storysumm: Evaluating faithfulness in 731
story summarization. In Proceedings of the 2024 732
Conference on Empirical Methods in Natural Lan- 733
guage Processing, pages 9988–10005. 734

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc V Le, 735
Ed H. Chi, Sharan Narang, Aakanksha Chowdhery, 736
and Denny Zhou. 2023. Self-consistency improves 737
chain of thought reasoning in language models. In 738
The Eleventh International Conference on Learning 739
Representations. 740

Jeff Wu, Long Ouyang, Daniel M Ziegler, Nisan Sti- 741
ennon, Ryan Lowe, Jan Leike, and Paul Christiano. 742
2021. Recursively summarizing books with human 743
feedback. arXiv preprint arXiv:2109.10862. 744

Weizhe Yuan, Graham Neubig, and Pengfei Liu. 2021. 745
Bartscore: Evaluating generated text as text gener- 746
ation. Advances in Neural Information Processing 747
Systems, 34:27263–27277. 748

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q 749
Weinberger, and Yoav Artzi. 2019. Bertscore: Eval- 750
uating text generation with bert. arXiv preprint 751
arXiv:1904.09675. 752

Runcong Zhao, Qinglin Zhu, Hainiu Xu, Jiazheng Li, 753
Yuxiang Zhou, Yulan He, and Lin Gui. 2024. Large 754
language models fall short: Understanding complex 755
relationships in detective narratives. In Findings of 756
the Association for Computational Linguistics ACL 757
2024, pages 7618–7638, Bangkok, Thailand and vir- 758
tual meeting. Association for Computational Linguis- 759
tics. 760

Mingchen Zhuge, Changsheng Zhao, Dylan Ashley, 761
Wenyi Wang, Dmitrii Khizbullin, Yunyang Xiong, 762
Zechun Liu, Ernie Chang, Raghuraman Krishnamoor- 763
thi, Yuandong Tian, et al. 2024. Agent-as-a- 764
judge: Evaluate agents with agents. arXiv preprint 765
arXiv:2410.10934. 766

10

https://doi.org/10.18653/v1/2023.emnlp-main.741
https://doi.org/10.18653/v1/2023.emnlp-main.741
https://doi.org/10.18653/v1/2023.emnlp-main.741
https://doi.org/10.18653/v1/2023.emnlp-main.741
https://doi.org/10.18653/v1/2023.emnlp-main.741
https://arxiv.org/abs/2303.08774
https://doi.org/10.18653/v1/2020.emnlp-main.748
https://doi.org/10.18653/v1/2020.emnlp-main.748
https://doi.org/10.18653/v1/2020.emnlp-main.748
https://doi.org/10.18653/v1/2020.emnlp-main.748
https://doi.org/10.18653/v1/2020.emnlp-main.748
https://openreview.net/forum?id=1PL1NIMMrw
https://openreview.net/forum?id=1PL1NIMMrw
https://openreview.net/forum?id=1PL1NIMMrw
https://aclanthology.org/2024.findings-acl.454
https://aclanthology.org/2024.findings-acl.454
https://aclanthology.org/2024.findings-acl.454
https://aclanthology.org/2024.findings-acl.454
https://aclanthology.org/2024.findings-acl.454


Appendices767

A Qualitative Example768

In this section, we illustrate how our approach769

evaluates factuality, provides actionable feedback,770

and refines summaries through a qualitative ex-771

ample. Table 9 shows the evaluation and refine-772

ment process for a summary of The Lord of the773

Rings generated by GPT-4o-mini (OpenAI, 2023).774

The CKG has already been constructed using the775

method described in Section 3.1.776

To evaluate factuality, we decompose the initial777

summary into atomic facts. The summary contains778

two factually incorrect statements highlighted in779

red, which are also presented in the atomic facts.780

First, according to the original script, Saruman uses781

a Palantir to observe Sauron; however, due to diffi-782

culty in understanding character relationships, the783

incorrect summary stating Sauron observes Saru-784

man was generated and recorded as atomic fact785

[3]. Second, while the original script depicts Frodo786

and Sam in a messy situation, chased in the Shire787

by Merry and Pippin, the summary incorrectly de-788

scribes it as peaceful, recorded as atomic fact [7].789

In our framework, we retrieve relevant scene and790

subgraph for each atomic fact to evaluate factuality.791

Consequently, only [3] and [7] were identified as792

false. For these facts, the framework generates not793

only the factuality but also actionable feedback ex-794

plaining why they are false and how to correct them.795

For [3], based on retrieved scene and relationship796

that Saruman owns the Palantir, our framework de-797

termines that the statement is false and generates798

feedback suggesting that Saruman uses the Palan-799

tir to gain knowledge about Sauron’s actions and800

intentions. Similarly, for [7], based on the scene801

showing Frodo and Sam in a messy situation with802

Merry and Pippin in the Shire, our framework de-803

termines the statement is false and provides proper804

feedback. Using this detailed feedback, our frame-805

work generates refined summary by correcting only806

the erroneous parts of the initial summary.807

B System Deployment808

This section describes our system deployment,809

which is necessary for the media industry9 where810

9Company name anonymized for blind reviewing. The
media industry broadly refers to the sector that creates, dis-
tributes, and analyzes various forms of narratives, such as
movies, television shows, books, video games, and other me-
dia that tell stories. This includes businesses involved in
producing, editing, and consuming these forms of content,

companies make investment decisions on narra- 811

tives (> 100K tokens) such as dramas or movies. 812

Since reading all narratives is challenging, media 813

companies utilize summaries of each narrative to 814

determine its production feasibility. However, sum- 815

maries generated by humans or LLMs frequently 816

contain factual inconsistencies, which hinder accu- 817

rate investment decisions. Therefore, our proposed 818

system is deployed to evaluate the factuality of 819

summary for long narratives and improve its factu- 820

ality. 821

Figure 4 shows screenshots of the system10, 822

aligned with the three phases of our framework 823

in Figure 2. Using the example Black Panther, 824

users can view the original narrative after selecting 825

a dataset, data type, and name. Clicking “Generate 826

Knowledge Graph” generates and visualizes the 827

CKG (Section 3.1). The “Generate Initial Sum- 828

mary” and “Calculate Factuality Score” buttons 829

create an initial summary and evaluate its factuality 830

using the CKG (Section 3.2). Finally, “Refine Sum- 831

mary” improves the summary based on feedback, 832

enhancing factuality (Section 3.3). 833

C Usage of AI Assistants 834

We utilized ChatGPT to improve the clarity and 835

grammatical accuracy of my writing. It provided 836

suggestions for rephrasing sentences and correct- 837

ing grammatical errors to make the text flow more 838

naturally. 839

focusing on storytelling in both traditional and digital media.
10bit.ly/4iz8pXc

11

https://huggingface.co/spaces/anonymous748071/NarrativeFactScore


Initial
summary

Saruman reveals to Gandalf that Sauron is regaining strength and is gathering an army to attack Middle-earth,
using a Palantir to see his plans. Gandalf warns Saruman about the dangers of the Palantir and expresses disbelief
at Saruman’s willingness to ally with Sauron, leading to a fierce battle between the two. In the subsequent scene,
Frodo and Sam are enjoying a peaceful moment in the Shire when they are interrupted by Merry and Pippin,
who crash into them after stealing vegetables from Farmer Maggot’s field, prompting a humorous chase as they
flee from the angry farmer and his dogs. The outcome sees Gandalf and Saruman in conflict, while Frodo and his
friends are caught up in a lighthearted escapade.

Atomic
facts

[1] Saruman reveals to Gandalf that Sauron is regaining strength.
[2] Sauron is gathering an army to attack Middle-earth.
[3] Sauron uses a Palantir to see his plans.
[4] Gandalf warns Saruman about the dangers of the Palantir.
[5] Gandalf expresses disbelief at Saruman’s willingness to ally with Sauron.
[6] A fierce battle occurs between Gandalf and Saruman.
[7] Frodo and Sam enjoy a peaceful moment in the Shire.
[8] Merry and Pippin crash into Frodo and Sam.
[9] Merry and Pippin steal vegetables from Farmer Maggot’s field.
[10] A humorous chase ensues as they flee from Farmer Maggot and his dogs.
[11] Gandalf and Saruman are in conflict.
[12] Frodo and his friends are caught up in a lighthearted escapade.

Factuality
calculation

[1] True
[2] True
[3] False, The statement is false because Sauron does not use a Palantir to see his plans; rather, it is Saruman
who uses the Palantir to gain knowledge about Sauron’s actions and intentions.

(evidence scene: #39, evidence subgraph: ‘Saruman-own-Palantir’, ...)
[4] True
[5] True
[6] True
[7] False, The statement “Frodo and Sam enjoy a peaceful moment in the Shire” is false. The scene depicts
Frodo and Sam being interrupted by Merry and Pippin, leading to a messy situation as they are chased by Farmer
Maggot and his dogs after stealing vegetables from his field.

(evidence scene: #40, evidence subgraph: ‘Frodo-friend-Sam’, ...)
[8] True
[9] True
[10] True
[11] True
[12] True

Refined
summary

Saruman reveals to Gandalf that Sauron is regaining strength and is gathering an army to attack Middle-earth.
Saruman has used a Palantir to gain insight into Sauron’s plans. Gandalf warns Saruman about the dangers of the
Palantir and expresses disbelief at Saruman’s willingness to ally with Sauron, leading to a fierce battle between
the two. In the subsequent scene, Frodo and Sam are caught in a messy situation in the Shire when Merry and
Pippin crash into them after stealing vegetables from Farmer Maggot’s field, prompting a humorous chase as
they flee from the angry farmer and his dogs. The outcome sees Gandalf and Saruman in conflict, while Frodo
and his friends are caught up in a lighthearted escapade.

Table 9: Qualitative example illustrating NARRATIVEFACTSCORE. Red text in the initial summary and atomic facts
indicate factually incorrect statements based on scene evidence, while blue text in the refined summary indicate
corrections made through agent-based refinement based on feedback.
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Figure 4: Deployment overview of NARRATIVEFACTSCORE.
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D Prompts840

To ensure ethical transparency and reproducibility, we disclose the prompts used at each stage of our841

process.842

D.1 Knowledge Extraction Prompt for LLM843

Knowledge Extraction Prompt

[Begin story excerpt]
“Christmas won’t be Christmas without any presents,” grumbled Jo. “It’s so dreadful to be poor!”
sighed Meg, looking out the window at the snow-covered streets of Concord. “I don’t think it’s
fair...”
...
“Glad to find you so merry, my girls,” said a cheery voice at the door... “A letter! A letter! Three
cheers for Father!”
[End story excerpt]

Named entities:
Jo / Jo March
Meg / Margaret / Margaret March
Amy
Beth / Elizabeth
March sisters
Mrs. March / Marmee / Mother
Father
Concord
Union Army

Knowledge graph edges:
1. Jo, Meg, Amy, Beth; in; March sisters
2. March sisters; daughters of; Mrs. March, Father
3. Mrs. March; mother of; March sisters
...
15. Mrs. March; brought home a letter from; Father

[Begin story excerpt]
{scene of narrative}
[End story excerpt]

844

Figure 5: Simplified prompt for named entity recognition and knowledge graph edges generation.
845

846
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D.2 Narrative Summarization Prompt for LLM 847

Narrative Summarization Prompt

This is a part of a script from a Movie. Read the following content carefully, then answer my
question:
{chunk of narrative}
The script has ended now.

Summary instructions:
- Provide a detailed summary of the key characters’ actions, emotions, and situations as reflected in
the dialogue or context.
- Clearly state the outcome of the events.
- The summary should be between 2 to 5 sentences long.

848

Figure 6: Prompt for summarizing a chunk of narrative from a movie script.
849

850

D.3 Atomic Fact Decomposition Prompt for LLM 851

Atomic Fact Decomposition Prompt

I will give you a summary from a chunk of movie script.
Your task is to provide me with a list of atomic facts expressed in the given summary.
Each atomic fact should be described in a name-only third-person format.
Please separate each atomic fact with a ‘\n‘.
Summary: {sentence of summary}

852

Figure 7: Prompt for extracting atomic facts from a movie script summary.
853

854

D.4 Fact-Checking Prompt for NARRATIVEFACTSCORE 855

Fact-Checking Prompt

Consider the given statement, the related scene, and the relationship subgraph.
Indicate whether the statement is supported by the scene and the relationship subgraph.
Negation of a false statement should be considered supported.
If the statement is true, output 1.
If the statement is false, output the reason why it is false.
Scene: {retrieved scene}
Relationship Subgraph: {retrieved subgraph}
Statement: {atomic fact}
Output:

856

Figure 8: Prompt for validating a summary against a scene and a relationship subgraph.
857

858
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D.5 Agent-based Refinement Prompt for LLM859

Agent-based Refinement Prompt

Below is a part of the script from the titled movie.
- Script: {chunk of narrative}
Based on the ’Statement to Revise’ and ’Reason for Revision’, create a ‘Revised Summary’ of the
‘Summary of the Script’.
Keep the revised summary concise and similar in length to the original summary.
Do not directly copy any part of the ’Script.’
If the ’Summary of the Script’ is accurate, generate the original summary as is.
- Summary of the Script: {initial summarization}
- Statement to Revise 1: {hallucinated fact atomic} (Reason for Revision: {feedback})
...
- Revised Summary:

860

Figure 9: Prompt for revising and summarizing a movie script based on feedback. Note that ‘Statement to Revise’
and ‘Reason for Revision’ correspond to the atomic fact and factuality feedback calculated in Figure 8.861

862

D.6 Factual Perturbation Prompt863

Narrative Summarization Prompt

This sentence serves as a summary of a script. Rewrite this one-sentence summary by minimally
replacing a few words in the original sentence to render it factually inaccurate, while keeping the
original sentence structure intact.

Original sentence: {original_sentence}
Rewritten sentence:

864

Figure 10: Prompt used to generate factual perturbations.
865

866
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