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ABSTRACT

Visual imitation learning enables reinforcement learning agents to learn to behave
from expert visual demonstrations such as videos or image sequences, without ex-
plicit, well-defined rewards. Previous reseaches either adopt supervised learning
techniques or induce simple and coarse scalar rewards from pixels, neglecting the
dense information contained in the image demonstrations. In this work, we pro-
pose to measure the expertise of various local regions of image samples, or called
patches, and recover multi-dimensional patch rewards accordingly. Patch reward
is a more precise rewarding characterization that serves as fine-grained expertise
measurement and visual explainability tool. Specifically, we present Adversarial
Imitation Learning with Patch Rewards (PatchAIL), which employs a patch-based
discriminator to measure the expertise of different local parts from given images
and provide patch rewards. The patch-based knowledge is also used to regular-
ize the aggregated reward and stabilize the training. We evaluate our method on
the standard pixel-based benchmark DeepMind Control Suite. The experiment
results have demonstrated that PatchAIL outperforms baseline methods and pro-
vides valuable interpretations for visual demonstrations.

1 INTRODUCTION

Reinforcement learning (RL) has gained encouraging success in various domains, e.g., games (Silver
et al., 2017; [Yang et al., 2022; [Vinyals et al., [2019)), robotics (Gu et al.l [2017) and autonomous
driving (Pomerleaul {1991} Zhou et al., [2020), which however heavily relies on well-designed reward
functions. Beyond hand-crafting reward functions that are non-trivial, imitation learning (IL) offers
a data-driven way to learn behaviors and recover informative rewards from expert demonstrations
without access to any explicit reward (Arora & Doshi, [2021} [Hussein et al.,|2017). Recently, visual
imitation learning (VIL) (Pathak et al.,|2018; Rafailov et al.L[2021) has attracted increasing attention,
which aims to learn from high-dimensional visual demonstrations like image sequences or videos.
Compared with previous IL works tackling low-dimensional inputs, i.e. proprioceptive features like
positions, velocities, and accelerations (Ho & Ermonl, [2016; [Fu et al.l 2017 [Liu et al., 2021)), VIL
is a more general problem in the physical world, such as learning to cook by watching videos. For
humans, it is very easy but it remains a critical challenge for Al agents.

Previous approaches apply supervised learning (i.e. behavior cloning) (Pomerleaul (1991} [Pathak
et al., 2018) or design reward functions (Reddy et al., 2019} [Brantley et al.l 2019) to solve VIL
problems. Among them, supervised methods often require many expert demonstrations and suffer
from compounding error (Ross et al.,2011), while the rest tend to design rewards that are too naive
to provide appropriate expertise measurements for efficient learning. Some recent works (Rafailov
et al., 2021; |Cohen et al., [2021}; [Haldar et al., |2022) choose to directly build on pixel-based RL
methods, i.e. using an encoder, and learn rewards from the latent space. These methods inspect
the whole image for deriving the rewards, which tend to give only coarse expertise measurements.
Additionally, they focus on behavior learning, and seldom pay any attention to the explainability of
the learned behaviors.

In this work, we argue that the scalar-form reward used in previous works only conveys “sparse”
information of the full image, and hardly measures local expertise, which limits the learning effi-
ciency. Instead of inducing a scalar reward from the whole image, our intuition is to measure the
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Figure 1: Visualization of patch rewards by the proposed PatchAIL on seven DeepMind Control Suite tasks.
The patch rewards are calculated regarding several stacked frames and are mapped back on each pixel weighted
by the spatial attention map. We use the final model trained with around 200M frames. Strikingly, the patch
rewards align with the movement of key elements (e.g., moving foot, inclined body) on both expert and random
samples, indicating where the high rewards (red areas) or low ones (blue areas) come from, compared with the
reward on backgrounds. With the patch rewards recovered from expert’s visual demonstrations, we can easily
reason why and where agents are rewarded or penalized in these tasks compared with expert demonstrations
without any task prior. Figure best viewed in color. A corresponding video is provided in the supplementary
file and the anonymous demo page https://sites.google.com/view/patchail/.
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expertise of different local regions of the given images, or what we call patches, and then recover the
multi-dimensional rewards, called patch rewards accordingly. Compared with scalar rewards, patch
rewards provide a more precise rewarding characterization of visual control tasks, thus supporting
efficient IL training and visual explainability of the learned behaviors.

We then propose to achieve more efficient VIL via inferring dense and informative reward signals
from images, which also brings better explainability of the learned behaviors. To achieve this goal,
we develop an intuitive and principled approach for VIL, termed Adversarial Imitation Learning
with Patch rewards (PatchAIL), which produces patch rewards for agents to learn by comparing
local regions of agent image samples with visual demonstrations, and also provides interpretability
of learned behaviors. Also, it utilizes a patch regularization mechanism to employ the patch infor-
mation and fully stabilize the training. We visualize the patch rewards induced by our PatchAIL in
Fig.[I] From the illustration, we can easily interpret where and why agents are rewarded or penalized
in these control tasks compared with expert demonstrations without any task prior. These examples
show the friendly explainability of our method, and intuitively tell why the algorithm can work well.

We conduct experiments on a wide range of DeepMind Control Suite (DMC) (Tassa et al., [2018)
tasks, and find our PatchAIL significantly outperforms all the baseline methods, verifying the merit
of our PatchAIL for enhancing the learning efficiency of VIL. Moreover, we conduct ablations on
the pivotal choices of PatchAIL, showing the key options in PatchAIL such as the number of patches
and aggregation function highly impact the learning performance. To verify its explainability, we
further compare the spatial attention maps of PatchAIL to baseline methods, showing PatchAIL is
better at focusing on the correct parts of robot bodies. It is hoped that our results could provide some
insights for exploiting the rich information in visual demonstrations to benefit VIL and also reveal
the potential of using patch-level rewards.
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2 PRELIMINARIES

Markov decision process. RL problems are typically modeled as a y-discounted infinite horizon
Markov decision process (MDP) M = (S, A, P, po, T, ), where S denotes the set of states, A the
action space, P : S x A x § — [0, 1] the dynamics transition function, pg : S — [0, 1] the initial
state distribution, and v € [0, 1] the discount factor. The agent makes decisions through a policy
m(als) : & — A and receives rewards r : S x A — R (or § x § — R). For characterizing
the statistical properties of a policy interacting with an MDP, the concept of occupancy measure
(OM) (Syed et al., 2008; |[Puterman, 2014; |Ho & Ermonl |2016) is proposed. Specifically, the state
OM is defined as the time-discounted cumulative stationary density over the states under a given
policy m: pr(s) = Y oo ¥ P(st = s|m), similarly the state-action OM is pr(s,a) = m(als)px(s),
and the state-transition OM is pr(s,s’) = [, pr(s,a)P(s'|s,a)da. To construct a normalized
density, one can take an extra normalization factor Z = ﬁ for mathematical convenience.

Adversarial imitation learning. Imitation Learning (IL) (Hussein et al., [2017) aims to Learn
from Demonstrations (LfD), and specifically, to learn a policy from offline dataset 7~ without ex-
plicitly defined rewards. Typically, the expert demonstrations consist of state-action pairs, i.e.,
T = {ss,a;};. A general IL objective minimizes the state-action OM discrepancy as 7* =
argmin, Esps [ (7E(-|s), 7(:|s))] = argmin, £ (px,(s,a), px(s,a)), where £ denotes some dis-
tance metric function. Adversarial imitation learning (AIL) (Ho & Ermon, 2016; [Fu et al., 2017;
Ghasemipour et al., [2020) is explored to optimize the objective by incorporating the advantage of
Generative Adversarial Networks (GAN). In (Ho & Ermonl 2016), the policy learned by RL on the
recovered reward is characterized by

argﬂmin —H(m) + " (pr — prg) (1)

where 1) is a regularizer, and ¢* is its convex conjugate. According to Eq. (I), various set-
tings of 1 can be seen as a distance metric leading to various solutions of IL, like any f-
divergence (Ghasemipour et al., |2020). In particular, Ho & Ermon| (2016) chose a special form
of v and the second term becomes minimizing the JS divergence by training a discriminator that
differentiates between the agent’s state-action samples and the expert data:

[:(D) = 7]E(s,a)~T[logD(5a a)] - E(s,a)Nﬂ[log (1 - D(Sa a))} . )

As the reward can be derived from the discriminator, the policy can be learned with any RL
algorithm. When the action information is absent in demonstrations, ie., 7 = {si,s;}i,
a common practice is to minimize the discrepancy of the state transition OM 7* =
argmin_[¢ (pr.(s,s"), pr(s,s"))] instead by constructing a discriminator for state transitions

(Torabi et al.| 2019):
£(D) = 7]E(s,s’)~7'[10g D(Sv SI)] - E(s,s’)wﬂ[log (1 - D(Sa 5/))} . (3)

In the visual imitation learning problem we study here, visual demonstrations usually do not contain
expert actions, so we shall take the state transition OM form (Eq. (3)) in the solution.

3 ADVERSARIAL VISUAL IMITATION WITH PATCH REWARDS

The proposed Adversarial Imitation Learning with Patch rewards (PatchAIL) method is built upon
Adversarial Imitation Learning (AIL) to derive informative and meaningful patch rewards while
better explaining expert demonstrations. Trained in a GAN-style, the discriminator in AIL works
by differentiating the difference between agent samples and expert samples, i.e. through a binary-
class classification problem that regards the expert data as real (label 1) and the agent data as fake
(label 0). This strategy works well when learning from the low-level proprioceptive observations,
where the reward is given based on the discriminator. However, this is insufficient when data is
videos or image sequences. With a scalar label to classify and derive the reward simply based on
the whole visual area, the images may easily be regarded as far-from-expert due to small noise or
changes in local behavior. Also, there may be multiple regions of images that affect the rewarding of
control tasks, while the discriminator may only focus on insufficient regions that support its overall
judgment. In addition, such scalar rewards are only meaningful for the agent to learn its policy, and



they lack explainability for humans to understand where the expertise comes from, such as which
parts of the image contribute to higher reward or bring negative effects.

In some recent works (Cohen et al.| [2021; [Rafailov et al., 2021)), the discriminator measures the
expertise based on the latent samples encoded by the encoder trained with pixel-based RL. Albeit this
may relieve the sensitivity to local changes, it is not intuitively reasonable. When the discriminator
shares the latent space with the critic, the encoder is updated only depending on the critic loss, which
is the TD error that is meant to learn correct value prediction depending on the reward obtained
from the discriminator. On the other hand, the discriminator is updated according to the latent
space induced by the encoder. As both modules must be learned from scratch, such interdependence
can cause training instability, and deteriorate the attention to key elements related to the expertise.
Besides, it still lacks explainability due to the scalar label.

3.1 FROM SCALAR TO PATCHES

‘We make an intuitive and straightforward modification to the classic way of measuring expertise, i.e.
evaluating different local parts on the given images by replacing the scalar judgment with patch ones.
By evaluating local parts, on one hand, local changes only affect some of the patches rather than the
whole, increasing the robustness of the overall judgment. On the other hand, the discriminator is
forced to focus on more areas. Also, in this way, the classification result and reward on each patch
can measure how each part of images contributes the similarity to expert visual demonstrations,
which constructs a holistic view for us to understand where the expertise comes from.

Patch discriminator. To implement the idea of

the AIL framework, we make the discriminator (
classify image patches and give patches of reward D

S . . PxP
in lieu of scalar rewards by learning a single clas-

sification result on an image. Formally, given a vi-  Figure 2: Illustration of the patch discriminator,
sual demonstration from experts (s,s’) ~ 7g, and  where each pixel of the right-side mosaic represents
the sample from the agent policy 7, we optimize the patch logit corresponding to a local region of the
the patch discriminator D py p with patch labels:  left-side image.

E(D) = 7E(S,S)N7TE [lOg DPXP(57 5/)] - E(s,s’)wﬂ[log (1P><P - DPXP(Sv 5/))] “4)

In this formula, the discriminator outputs a matrix of probabilities Dpxp : S x S — [0,1]7*F,

where P is the height/width of each image patch, as illustrated in Fig. 2] In other words, the clas-
sification loss is computed on each patch logit, rather than on the averaged logit of all patches.
Furthermore, we do not have to maintain an extra encoder for the discriminator and the discrimina-
tor learns everything directly from pixels.

3.2 LEARNING FRAMEWORK

Reward aggregation. Generally, the probabili- iy — | Regularize gus
ties/logits given by D need to be further transformed M e v o
by R = h(D) to become a reward function where

h transforms probabilities to reward signals, e.g. Critic

in GAIL (Ho & Ermon, 2016) A = logD or batch batch
R = —log(l — D), and R = log D — log(1 — D) Discriminator Discriminator

in AIRL (Fu et al., [2017) and DAC (Kostrikov et al.,
2018). In addition, after constructing patch rewards,
we need an aggregation function to integrate the global
information while deriving scalar signals for training  inference «—
RL agents. Most straightforwardly, one can choose Train - <——
mean as the aggregation operator that evaluates the Sampled
overall expertise compared to expert visual demon-

strations for given image sequences, whilst other kinds

of operations can also be adopted. Formally, we can
derive the reward function from the discriminator output as

R(s,s") = Aggr(Rpxp(s,s')) = Aggr(h(Dpxp(s, s))), (5)

Image
Encoder

Expert
Data

Figure 3: The framework of PatchAIL.



where Aggr aggregates the patch rewards into scalar signals with operators mean, max, min and
median. Different aggregation operators can incorporate different inductive biases into the problem
and lead to various learning preferences.

Patch regularization. By aggregating the patch rewards into scalars, the rich information con-
tained in the patch rewards is lost. In other words, the scalar rewards again only tell the agent about
the overall judgment, and the details such as which part of the image is similar to the expert demon-
stration do not help the learning. To solve this issue, we further propose to regularize the agent’s
patch rewards by comparing them to the expert’s patch rewards. Intuitively, we not only require the
agent to maximize the similarity of the sampled data to the expert but also want the distribution of the
agent’s patch rewards to be similar to the expert’s. To this end, we construct a normalized probabil-
ity mass of a discrete distribution A(Dpy p(s, s’)) from the output logits of the patch discriminator
(for simplicity we abuse the symbol Dp, p as the unnormalized logits by the discriminator in the
following). Formally, we want to maximize the similarity Sim(s, s’) to the demonstrations for the
observation pair (s, s"), where the similarity Sim(s, s’) is defined by the nearest statistical distance
to the distributions induced by expert samples:

max E(, o)ur[Sim(s,s’)]

Sin(s.s) =exp (= min HADpxp(s. ). ADpsp(se.5)).
SE,SEp
where ¢ represents some distance metrics. However, computing Eq. (6) can be time-consuming dur-
ing training. As an approximation, we can instead compute Sim(s, s’) as the similarity Sim(s, s)
to the distribution induced by the averaged logits of expert samples:
Sim(s, S/) = exp (—K(A(Dpxp(s, S/)), A(]E(SE;S/E)NWE [DPXP(SEa S/E))))] (7

Particularly, if we instantiate ¢ as KL divergence Dg; , the similarity is then computed as

Sim(s,s’) = exp (—EP:ZP:AZ-J(Dpo(S, ")) log i (Dpxp(s s')) y
i=1 j=1 E(SE;S/E)NT"E [A%J (DPXP(SE’ SE))]

(6)

), (®

where A; ; denotes the probability value of the (i, j)-th entry of A(Dpyp). The similarity can
serve as the regularizer to weigh the aggregated reward signals. Considering ways of using the
similarity regularizer, we have two variants of the PatchAIL algorithm. The first version is named
PatchAIL-W(eight), where we take the regularizer as the weighting multiplier on the reward:

R(s,s") = X-5sim(s,s") - Aggr(h(Dpxp(s,s"))); )
the other variant is named PatchAIL-B(onus), where the regularizer serves as a bonus term:
R(s,s') = X-sim(s,s") + Aggr(h(Dpxp(s,s’))) . (10)

A is the hyperparameter for balancing the regularization rate. In our experiments, we find that such
a regularization helps stabilize the training procedure, as shown in Fig. 4]

Implementation of the patch discriminator. In principle, the architecture of the patch discrim-
inator is an open choice to any good designs to construct patch rewards, such as vision trans-
former (Isola et al., 2017) (explicitly break input images as patches) or fully-convolution network
(FCN) (Long et al., 2015)) (output matrix implicitly mapped back to patches on input images). In this
paper, we choose to implement the patch discriminator as a 4-layer FCN, referring to the one in (Zhu
et al} |2017). In detail, the discriminator has four convolution layers without MLP connections and
keeps the last layer as Sigmoid to give the probabilities of the classification for each patch, where
each patch may share some perceptive field with each other. The discriminator classifies if each
patch is real (i.e., expert) or fake (i.e., non-expert). As a result, we can obtain multi-dimensional
rewards by evaluating the expertise of every local region of images.

Overall algorithm. In a nutshell, PatchAIL obtains patch rewards from the patch discriminator,
and training agents with reward aggregation and regularization. The same as other AIL methods,
PatchAIL works with any off-the-shelf pixel-based RL algorithm. In this paper, we choose DrQ-
v2 (Ye et al} 2020) as the underlying component for learning the policy and integrating gradient
penalty (Gulrajani et al.,2017) for training the discriminator. The algorithm is trained under an off-
policy style inspired by Kostrikov et al.|(2018)), therefore the agent samples are from the replay buffer
B and the expert samples are from the demonstration dataset 7. An overview of the framework is
illustrated in Fig. |3} and the step-by-step algorithm can be found in Appendix



4 RELATED WORK

Pixel-based reinforcement learning. The proposed solution for Visual Imitation Learning (VIL)
is built on the recent success of pixel-based reinforcement learning. When learning from raw pixels,
a good state representation of raw pixels encoded by image encoders is crucial to the learning perfor-
mance, and it is widely acknowledged that the policy shares the latent representation with the critic,
and only the critic loss is used for updating the encoder (Yarats et al., [2019; [Laskin et al.l [2020aib;
Yarats et al.}[2020). Besides, many recent works integrate diverse representation learning techniques
for pixel-based RL. For instance, Yarats et al.| (2019) trained a regularized autoencoder jointly with
the RL agent; |Lee et al.| (2020) learned a latent world model on top of VAE features and built a la-
tent value function; |Laskin et al.|(2020a) optimized contrastive learning objectives to regularize the
latent representations; [Laskin et al.| (2020b)); |Yarats et al.| (2020; 2021) utilized data augmentation
for efficient representation learning. For learning such image encoders, all these methods require a
well-defined reward function, which is inaccessible for VIL.

Visual imitation learning. In the imitation learning community, most previous solutions are de-
signed for state-based settings, where the states/observations are low-level perceptive vector inputs,
such as (Ho & Ermon, 2016; [Kostrikov et al.l 2018} 2019} |Liu et al., 2021; Reddy et al., 2019;
Brantley et al., 2019} |Garg et al., 2021} [Liu et al.| [2022). Among them, some can be directly used
for visual imitation. For example, |Reddy et al.|(2019) allocated a positive reward (+1) to expert data
and a negative reward (-1) to experience data sampled by the agent; Brantley et al.[|(2019) used the
disagreement among a set of supervised learning policies to construct the reward function. Instead
of learning the reward function, |Garg et al. (2021) chose to learn a Q function from expert data
directly, but only tested on discrete Atari games. Besides, Pomerleau| (1991); Pathak et al.| (2018))
designed supervised learning techniques for resolving real-world imitation learning tasks. Recently,
Rafailov et al.|(2021);|Cohen et al.|(2021) extended previous adversarial imitation learning solution
based on latent samples with existing pixel-based RL algorithms was intuitively unreasonable as dis-
cussed in Section E} Based on |Cohen et al.|(2021),[Haldar et al.|(2022) further augmented a filtered
BC objective into the imitation learning procedure, showing a considerable improvement in effi-
ciency and final performance. However, their work requires access to experts’ action information,
which is usually absent in image-based demonstrations, where we only have visual observations.
In Appendix we also report experiments of PatchAIL augmented with BC objective assuming
the accessibility to the action information, reaching much better efficiency and more stable learning
performance. Besides the learnability, none of these works can recover explainable reward signals
that interpret the expertise of the demonstration and help people to understand the nature of tasks.

Image patches in literature. Breaking up images into patches is not a novel idea in the deep
learning community, not even the proposal of the patch discriminator, as it has already been used
in [Dosovitskiy et al.| (2020); [Zhu et al.| (2017); [Isola et al.|(2017). On one hand [Li & Wand! (2016));
Isola et al.| (2017); [Zhu et al.| (2017) argued that using a patch discriminator can better help the
generator learn details, where [Li & Wand| (2016) used it to capture local style statistics for texture
synthesis, and |Isola et al.[(2017); [Zhu et al.| (2017) used it to model high-frequencies; on the other
hand, Dosovitskiy et al.|(2020) proposed to utilize the ability of transformer (Vaswani et al.,[2017) by
splitting the image into patches, mainly for capturing the semantic information in images. Different
from them, our usage of image patches along with the patch discriminator is distinct and novel in
the context of RL and VIL, as we are seeking a fine-grained expertise measurement of the images
given a set of visual demonstrations, like where the agent should be rewarded and where not.

5 EXPERIMENTS

In our experiments, we thoroughly examine our proposed Adversarial Imitation Learning with Patch
rewards (PatchAIL) algorithm. We first conduct a fair comparison against baseline methods on a
wide range of pixel-based benchmarking tasks on DeepMind Control Suit (Section [5.1)), showing
the effectiveness of PatchAIL; next, we compare the spatial attention maps given by PatchAIL with
baselines to show the reasonability of the reward given by PatchAIL; finally, we conduct a set of
ablation studies to investigate the effect of different choices in PatchAIL. Due to the page limit, we
leave more details, additional results, and ablation studies in Appendix



Table 1: Averaged returns on 7 DMC tasks at 500K and 1M environment steps over 5 random seeds using
10 expert trajectories. gray columns represent our methods, and Shared-Enc. AIL is a solution proposed
in (Cohen et al., 2021)). PatchAIL and its variants outperform other approaches in data-efficient (500K) and
asymptotic performance (1M). Since BC does not need online training, we report their asymptotic performance.

500K step scores | PatchAIL w.o. Reg. PatchAIL-W  PatchAIL-B | Shared-Enc. AIL  Independent-Enc. AIL BC Expert

Cartpole Swingup 838+14 784+15 811423 729+40 693+54 521+£120 | 859+0

Cheetah Run 413+£16 409+29 415+30 533+34 335423 185+49 | 890+£19
Finger Spin 850+32 871125 839+23 777+48 547451 2844120 | 976+9

Hopper Stand 2354128 430+99 207+107 206+89 729+38 386+72 93949

Walker Stand 896138 902+34 900+39 88115 865+20 496+70 | 970420
Walker Walk 521+103 513+117 542460 200+5 455492 566+110 | 961418
Quadruped Run 230438 239443 273+17 220+33 265+34 277+£58 | 547+136
1M step scores

Cartpole Swingup 85412 844+9 833125 844+3 367+97 521+120 | 859+0

Cheetah Run 65424 681+21 691+£15 64619 791+£13 185+49 | 890+£19
Finger Spin 875438 855433 943+7 826+71 110+54 284+120 | 976+9

Hopper Stand 781+£37 693+47 803+19 676130 762+20 386+72 939+9

Walker Stand 91641 973+2 97242 886+27 824425 49670 | 970420
Walker Walk 95643 951+3 960+2 95242 945+5 566+110 | 961+18
Quadruped Run 40614 423+9 416+8 331+33 354434 277+58 | 547+136

Baselines. Our experiments cover three kinds of baseline methods.

* Shared-Encoder AIL: the discriminator learns from latent samples as discussed in Section[3] which
is also the proposal in|Cohen et al.|(2021));

* Independent-Encoder AIL: the discriminators learn from images directly with a scalar label.

* Behavior cloning (BC): supervised learning for the policy function, which is included only for
reference as it gets access to the expert’s exact actions.

For a fair comparison, all baselines are implemented under the same code base and using the same
architecture of the policy and Q networks. AIL methods take the same choice of the reward trans-
formation function R = log D — log(1 — D) as in |Fu et al.| (2017); Kostrikov et al.|[(2018). We
emphasize that all agents except BC can only require image sequences and cannot obtain accurate
action information.

Experimental setup. Our experiments are conducted on 7 tasks in the DeepMind Control (DMC)
Suite (Tassa et al., 2018)). For expert demonstrations, we use 10 trajectories collected by a DrQ-
v2 (Yarats et al., 2021)) agent trained using the ground-truth reward and collect. We follow |Yarats
et al.| (2021) to use Random-Shift to augment the input samples for training the policy, critic and
discriminator for every method tested. The default choice of aggregation function for PatchAIL is
mean; and the default architecture of the patch discriminator is a 4-layer FCN with kernels [4 x4,
32,2, 1], [4x4, 64, 1, 1], [4x4, 128, 1, 1] and [4x4, 1, 1, 1] (represented as [size, channel, stride,
padding]), whose output has 39 x 39 patches in total and each has a receptive filed of 22. We put
results trained by 10 trajectories in the main text and leave the rest in Appendix [B] Since the expert
can be seen as the optimal policy under the ground-truth reward function, i.e., its trajectory distri-
bution regarded as proportional to the exponential return (Ho & Ermonl [2016; [Liu et al., [2021), we
take the ground-truth return as the metric for measuring the agents. Throughout experiments, these
algorithms are tested using fixed hyperparameters on all tasks and the full set of hyperparameters
is in Appendix [B] All methods use 2,000 exploration steps which are included in the overall step
count. We run 5 seeds in all experiments under each configuration and report the mean and standard
deviation during the training procedure.

5.1 IMITATION EVALUATIONS

We compare our proposed PatchAIL and its variants to all baseline methods on 7 DeepMind Control
Suit tasks. In Tab. [I| we present the average returns on each task at both 500K and 1M training
steps, and in Fig. f] we show the learning curve of each method. Statistics from Tab. [I] indicate
that on almost all testbeds, PatchAIL methods own better imitation efficiency and efficacy. From
Fig. 4] we find that the encoder-based AIL baselines can work well on various tasks. Neverthe-
less, by learning its representation, independent-encoder AIL is rather unstable in almost all tasks
during the learning procedure. Specifically, when it reaches a near-expert performance, it starts to
fall and becomes worse (such as Cartpole-Swingup, Cheetah-Run, Finger-Spin, Walker-Stand, and
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Figure 4: Learning curves on 7 DMC tasks over 5 random seeds using 10 expert trajectories. The curve and
shaded zone represent the mean and the standard deviation, respectively.
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Figure 5: Selected spatial attention maps showing where discriminators focus on to make a decision, given
by discriminators of PatchAIL-W, shared-encoder AIL and independent-encoder AIL on 7 Deepmind Control
Suite tasks using the final model trained around 200M frames. Red represents high value while blue is low.

Walker-Walk). On the contrary, shared-encoder AIL performs better and tends to become steady
at the late stage of training, where the state representation is almost unchanged, showing it can be
effective in many cases. However, in some tasks, it has less learning efficiency in the early learning
stage due to the interdependent update of the discriminator and the critic (such as Cartpole-Swingup,
Finger-Spin and Walker-Walk). In comparison, PatchAIL and its variants are more stable and much
more efficient. This is obvious on Cartpole-Swingup and Finger-Spin. Notably, they have a no-
ticeable performance advantage in the Quadruped-Run domain. Moreover, with the proposed patch
regulation, PatchAIL becomes more stable, which is quite evident in the Finger-Spin domain.

5.2 VISUAL EXPLANATIONS

In this part, we focus on the visual explanations, which we deem as a superior advantage of PatchAIL
compared with baselines. To understand where the discriminators focus, we visualize the spatial
feature maps of different methods in Fig.[5] It is clear that PatchAIL provides complete and holistic
concentration on the key elements of images. Particularly, we notice that the two encoder-based
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Figure 6: Ablation studies, only tested with PatchAIL w.o. Reg.

baselines both miss key areas on some tasks, such as on Finger-Spin, where both methods seem
mainly to make judgments on the left finger. Furthermore, shared-encoder AIL also overlooks the leg
on Hopper-Stand and Quadruped-Run; and independent AIL pays more attention to the background
on Cartpole-Swingup, Cheetah-Run and Quadruped-Run. These observations meet our assumptions
in Section [3] To better comprehend and explain which part of images contribute to the overall
expertise, we mapped each patch reward back to its corresponding pixels, weighted by the attention
map, on both expert data and random data. The results have been illustrated in Section |1} which
indicates where the high rewards or low ones come from.

5.3 ABLATION STUDIES

Ablation on aggregation function. In the proposed PatchAIL framework, we learn patch rewards
for image data and then aggregate them to obtain a scalar reward for learning the policy by RL
algorithms. In this paper, the default choice of the aggregation function is mean, but there leaves a
wide range of choices. Therefore we conduct ablation experiments on various choices of aggregation
functions, like min, max and median. The results on the Finger-Spin and Cheetah-Run domain
are shown in Fig. [6a] It can be seen that mean is one-of-the-best choice among these aggregation
functions, while median and min also preserve well learnability. On the other hand, the max
operator tends to fail in both domains, which may be attributed to its over-optimism of bad data.

Ablation on size of patches. We are also interested in the impact of the size of patches along with
the receptive field of each patch on the performance of PatchAIL. As mentioned above, the default
implementation of PatchAIL utilizes a 4-layer FCN, and each layer uses a convolution kernel with a
size of 4x4, resulting in 3939 patches in the last layer. Each of them has a 22x22 reception field.
In ablation, we only modify the kernel size as [2, 3, 5, 8] with [46 x 46,42 x 42,35 x 35,25 x 25]
patches and reception field sizes of [8 x 8,15 x 15,29 x 29, 50 x 50|, keeping the stride and padding
size the same as the default setting; besides, we also test a special case where each layer of the
FCNis a 1 x 1 convolution layer, resulting in a pixel level patch reward (84 x84 patches and each
has a 1 x 1 reception field). The learning curves on the Finger-Spin and Cheetah-Run domain
are illustrated in Fig. [6b] where we observe three apparent phenomena: 1) PatchAIL with bigger
reception fields behaves with high training efficiency in the early stage; 2) with the biggest reception
fields (i.e., 25 x 25 patches with a kernel size of 8 x 8) PatchAIL can be extremely unstable; 3)
learning rewards for each pixel fails to obtain a well-performed policy; 4) some tasks like Cheetah-
Run are less sensitive to the change of patch size than Finger-Spin, which maybe can explain why
PatchAIL almost shows no advantage in Fig. 4] compared to baselines.

6 CONCLUSION

We proposed PatchAIL, an intuitive and principled learning framework for efficient visual imitation
learning (VIL). PatchAIL offers explainable patch-level rewards, which measure the expertise of
various parts of given images and use this information to regularize the aggregated reward and
stabilize the training, in place of less informative scalar rewards. We evaluate our method on the
widely-used pixel-based benchmark DeepMind Control Suite. The results indicate that PatchAIL
supports efficient training that outperforms baseline methods and provides valuable interpretations
for VIL. We think that the proposed patch reward is a crucial method for utilizing the wealth of
information contained in image observations, and that there is still a great potential for leveraging
the patch-level information to enhance visual reinforcement learning and visual imitation learning.
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Figure 7: Ablation for the choice of observation pairs over 5 random seeds.

Appendices

A ALGORITHM OUTLINE

Algorithm 1 Adversarial Imitation Learning with Patch rewards (PatchAIL)

: Input: Empty replay buffer B, patch discriminator Dp p, policy 7, expert demonstrations 7 .
fork=0,1,2,--- do

Collect trajectories {(s, a, s’, done)} using current policy

Store {(s,a, s’,done)} in B

Sample (s, a,s’) ~ B, (sg, sg) ~ D

Update the discriminator Dp, p followed by Eq.

Compute the reward r for (s, a, s’) with the patch discriminator Dp p by Eq. (5) or Eq. (9)
or Eq. (I0)
8: Update the policy 7y by any off-the-shelf RL algorithm
9: end for

AR A ol ey

B ADDITIONAL EXPERIMENT RESULTS

B.1 THE CHOICE OF OBSERVATION PAIRS

In this section, we test the choice of using an observation s or observation pairs (s, s’) for the
discriminator in our experiments. The learning curve of the shared-encoder AIL and PatchAlIL is
shown in Fig. [7] It seems that this choice makes nearly no difference for shared-encoder AIL,
as it learns from latent samples. On the contrary, utilizing observation pairs (s, s’) shows better
performance for PatchAIL. In experiments, since the visual observation is always composed of a
stack of images (e.g., a stack of 3 frames in DeepMind Control Suite used in this paper), using an
observation pair is just stacking two stacks of images into one bigger stack.

B.2 IMITATION USING FEWER DEMONSTRATIONS

We also evaluate our algorithm against baselines using fewer demonstrations. As shown in Fig. [8]
we can draw consistent conclusions with the results using 10 trajectories on most of tasks. Neverthe-
less, with less demonstrations, PatchAIL and its variants appear to have no advantage on Cartpole-
Swingup with fewer demonstrations, they emerge as winners on Hopper-Stand.

B.3 AUGMENTED WITH BC WITH ONLY 1 DEMONSTRATION

When we can get access to the action information, we are able to further improve the imitation
performance by mimicking the experts. Motivated by [Haldar et al.|(2022)) and Jena et al.| (2021])), we
test the performance by augmenting PatchAIL with BC, where the weight of BC loss is annealing
following Jena et al.| (2021). We compare with the recent state-of-the-art work ROT (Haldar et al.,
2022), and the two encoder-based baselines in Section 5] and show the results in Fig.[9] We find that
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Figure 8: Learning curves on 7 DMC tasks over 5 random seeds using 5 expert trajectories. The observations
are almost consistent with the results using 10 trajectories except on Cartpole-Swingup and Hopper-Stand.

PatchAIL and its variants show faster convergence speed but ROT seems to have a slightly better
final performance, while PatchAIL-W and PatchAIL-B are able to alleviate the unstable problem of
PatchAIL. In comparison, encoder-based baselines does not show any advantage when augmented
with BC.

Cartpole Swingup Finger Spin
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Figure 9: Learning curves by augmenting PatchAIL with annealing BC using 1 expert trajectories over 5
random seeds. PatchAIL, PatchAIL-W and PatchAIL-B all show faster convergence speed than all baselines
but ROT seems to have a slightly better final performance.

B.4 DIFFERENT DATA AUGMENTATION STRATEGIES FOR DISCRIMINATORS

In our claim, we argue that the discriminator of the encoder-based solutions can be sensitive to
changes in local behavior, and may only focus on insufficient regions that support its overall judg-
ment. In our experiment, we do observe that both shared-encoder AIL and independent-encoder
AIL lost come regions of given image samples. However, in the deep learning and computer vision
community, researchers have developed various kinds of data augmentation methods to alleviate
such a problem by improving the robustness of the discriminator. Although in our experiments,
we have included a Random—-Shift augmentation for the training of the discriminator, which has
been shown to be the most useful data augmentation technique in pixel-based reinforcement learn-
ing problems (Kostrikov et al., 2019} [Laskin et al.l |2020b). We still wonder if different data aug-
mentation strategies can improve VIL performance. To verify this, we try Random-Cut-Out,
Random-Crop-Resize, and RandAugment (Cubuk et al. [2020) (without color operations
since we are augmenting stack of images) strategy using the two encoder-based baselines on the
Finger-Spin domain, which we think may be the most useful augmentation strategy for the discrim-
inator to differentiate samples on the DeepMind Control Suite testbed. The results are shown in
Fig. [I0] Compared to observations in Fig. [] it is easy to conclude that augmentation strategies
are not the key to make independent-encoder AIL success, but patch rewards can make discrimi-
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Figure 10: Different data augmentation strategies for discriminators on Finger-Spin with 10 expert trajectories
over 5 random seeds.

nator works directly on pixels; in comparison, Random-Crop-Resize and Random-Shifts
lead share-encoder AIL into similar training efficiency, while RandAugment may promote the
efficiency and final performance, causing more instability. And it turns out the best augmentation
strategy for PatchAIL and its variants is the default Random—-Shi ft, leading to stable, efficient and
better performance. Nevertheless, we can still conclude the effectiveness of learning with patch re-
wards. But this also motivates us that improving the data-augmentation strategy with shared-encoder
AIL may worth further investigation.

B.5 VISUAL ATTENTION WITH GRADCAM

We also try interpreting the rewards given by discriminators using GradCAM |Selvaraju et al.| (2017)),
a popular visual explanation tool. Specifically, we use GradCAM to generate the response score
regarding the expert label and the non-expert label for each method. The comparisons are in Fig. [TT}
We find the results are mainly hard to interpret, indicating that such a tool may not be appropriate to
explain the reward provided by AIL methods. But the proposed patch rewards can naturally provide
interpretability. We can only observe from Fig. [TT] that PatchAIL and shared-encoder AIL show
advantages over independent-encoder in terms of focusing more on the robot and focusing less on
the background. This is especially obvious in five out of seven environments (Cartpole-Swingup,
Cheetah-Run, Quadruped-Run, Walker-Stand and Walker-Walk).
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Figure 11: Visual interpretation by GradCAM for each method. PatchAIL and shared-encoder AIL show an ad-
vantage over independent-encoder in terms of focusing more on the robot and focusing less on the background.

This is especially obvious in five out of seven environments (Cartpole-Swingup, Cheetah-Run, Quadruped-
RUn, Walker-Stand and Walker-Walk).

C IMPLEMENTATION DETAILS

C.1 BASELINE ARCHITECTURES

The architecture of two encoder-based Adversarial Imitation Learning (AIL) baselines and the pro-
posed PatchAIL solution are illustrated in Fig. [I2] As for the detailed encoder architecture, all
methods use the default structure for the policy / critic that works in|Haldar et al.[(2022)): a 4-layer
CNN with kernels [3x3, 32, 2, 0], [3x3, 32, 1, 0], [3x3, 32, 1, 0], [3x3, 32, 1, 0] (represented as
[size, channel, stride, padding]), resulting in a 35 x 35 feature map and each entry has a receptive
field of 15. Note that the encoder-based baselines also utilize such an encoder for the discriminator.

After encoded, the feature map are flattened as a 39200-length vector, which is then put into a 4-
layer MLP actor as and a 4-layer critic. For encoder-based baselines, the discriminator also follows
the structure in [Haldar et al.| (2022) as a 3-layer MLP which outputs a scalar result. For PatchAIL
methods, the discriminator is a 4-layer FCN with default kernels [4x4, 32, 2, 1], [4x4, 64, 1, 1],
[4x4, 128, 1, 1] and [4x4, 1, 1, 1] (represented as [size, channel, stride, padding]), resulting in 39
x 39 patches and each has a receptive filed of 22.

16



Regularize o2
S i i

Patch
Discriminator

Patch

I | Discriminator
Inference €«——— 9 mage

Image
Encoder

Train Encoder Encoder
Inference «———
Train «—
Sampled
Data
(a) Shared-encoder AIL structure. (b) Independent-encoder AIL structure. (c) PatchAIL structure.

Figure 12: Architectures for the two visual imitation learning baselines (not our proposal) and the proposed
method. (a) The discriminator shares the encoder with the policy and the critic. The encoder of the policy/critic
is only updated by the critic loss. (b) The encoder of the discriminator is independent of the policy/critic. (c)
PatchAIL, where discriminator is also independent to the critic’s encoder.

C.2 IMPORTANT HYPERPARAMETERS

We list the key hyperparameters of AIL methods used in our experiment in Tab. 2] The hyperparam-
eters are the same for all tasks evaluated in this paper.
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Method Parameter Value
Common Default replay buffer size 150000
Learning rate le™*
Discount vy 0.99
Frame stack / n-step returns 3
Action repeat 2
Mini-batch size 256
Agent update frequency 2
Critic soft-update rate 0.01
Feature dim 50
Hidden dim 1024
Optimizer Adam
Exploration steps 2000
DDPG exploration schedule linear(1,0.1,500000)
Gradient penalty coefficient 10
Target feature processor update frequency(steps) 20000
Default Reward scale 1.0
Default data augmentation strategy random shift
PatchAIL-W A initial value 1.3
Replay buffer size 1000000
PatchAIL-B A initial value 0.5
Replay buffer size 1000000
Reward scale 0.5

Table 2: List of hyperparameters.
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