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Abstract

Image AutoRegressive (IAR) models have
achieved state-of-the-art performance in speed
and quality of generated images. However, they
also raise concerns about memorization of their
training data and its implications for privacy. This
work explores where and how such memoriza-
tion occurs within different image autoregressive
architectures by measuring a fine-grained mem-
orization. The analysis reveals that memoriza-
tion patterns differ across various architectures of
IARs. In hierarchical per-resolution architectures,
it tends to emerge early and deepen with reso-
lutions, while in IARs with standard autoregres-
sive per token prediction, it concentrates in later
processing stages. These localization of memo-
rization patterns are further connected to IARs’
ability to memorize and leak training data. By in-
tervening on their most memorizing components,
we significantly reduce the capacity for data ex-
traction from IARs with minimal impact on the
quality of generated images. These findings of-
fer new insights into the internal behavior of im-
age generative models and point toward practical
strategies for mitigating privacy risks.

1. Introduction

Image Autoregressive (IAR) models, like Visual Autoregres-
sive Modeling (VAR) (Tian et al.,|2024) and Randomized
Autoregressive (RAR) models (Yu et al., 2024), are the
state of the art in generative modeling, with superior image
quality and generation efficiency compared to other frame-
works (Han et al.| 2024])). Yet, this success is tempered by
their tendency to memorize training data (Kowalczuk et al.,
2025)), which engenders privacy concerns such as possible
data leakage and facilitating extraction attacks. For genera-
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tive models, which aim for novelty, such memorization is a
fundamental issue (Chavhan et al., [2024)).

Understanding where memorization occurs in complex net-
works is crucial for mitigation (Maini et al.| [2023; |Wang
et al.,[2024ajb; Hintersdorf et al., 2024; Wang et al.| [2025)).
This paper studies memorization localization in VAR (VAR-
d16, VAR-d30) and RAR (Base, XXL) models using the
UnitMem metric (Wang et al.|[2024a), which quantifies unit-
level memorization efficiently without labels. For VAR, we
examine memorization per block across generation scales;
for RAR, analysis is block-wise due to its token-sequential
nature.

Our findings reveal that VAR’s memorization shifts from
initial blocks at coarse scales to deeper blocks at finer scales.
RAR models show memorization concentrated in middle
and later blocks. We validate these localization patterns by
scaling down the weights of a targeted percentage of high-
UnitMem neurons by half. This intervention significantly
reduces extractable images (e.g., for VAR-d30, from 672 to
110, and for RAR-XXL, from 75 to 26) with a controlled
impact on FID, confirming UnitMem’s accuracy in pinpoint-
ing memorization-critical neurons. This work offers new
insights into JAR memorization dynamics and validates a
method for their analysis.

2. Background

Image Autoregressive (IAR) Models. IARs generate im-
ages sequentially, typically token by token, building upon
foundational concepts in autoregressive modeling for gener-
ative tasks (Van Den Oord et al., 2016). VAR (Tian et al.,
2024) employs a next-scale prediction strategy, processing
images hierarchically from coarse to fine resolutions. RAR
(Yu et al., 2024)) often incorporates bidirectional context,
drawing from masked language modeling, by using per-
muted token sequences and bidirectional attention.

Memorization in Generative Models. It refers to a model’s
ability to reproduce or reconstruct training instances with
high fidelity (Song et al.,|2017; |Wei et al., 2024])). This phe-
nomenon poses significant privacy risks, as memorized data,
if sensitive, could be inadvertently leaked or maliciously ex-
tracted (Kowalczuk et al., [2025; |Carlini et al., [2021). While
extensively studied in diffusion models (DMs) (Carlini et al.}
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2023 |Somepalli et al.,[2023)), IARs have also been shown
to exhibit significant, sometimes even more pronounced,
memorization tendencies (Kowalczuk et al. [2025)).

Localizing Memorization. This process seeks to identify
network components responsible for storing specific train-
ing instances (Maini et al., 2023; |[Hintersdorf et al., [2024;
Stoehr et al.| [2024). Central to our work is the UnitMem
metric (Wang et al| [2024a), which quantifies unit-level
memorization by measuring activation sensitivity to specific
inputs. UnitMem is highly scalable for large models as it
requires only a single forward pass and no labels. |Wang
et al.| (2024a) previously used it to show that memorizing
units in vision encoders can be distributed and vary with
layer depth.

Data Extraction as Validation. The ability to extract train-
ing data is a direct consequence of memorization. |Kowal{
czuk et al.[(2025) demonstrate significant data extraction
from IARs. Modifying neurons identified as highly memo-
rizing should thus impede extraction, serving as a functional
validation for localization techniques.

3. Method

Our methodology for localizing memorization in Image Au-
toregressive (IAR) models involves applying the UnitMem
metric (Wang et al.| [2024a) to VAR and RAR architec-
tures and subsequently validating these localization results
through data extraction experiments following Kowalczuk
et al.[(2025)).

3.1. Models and Datasets

We focus on two prominent IAR architectures: Visual Au-
toregressive Modeling (VAR), using two variants, VAR-d16
and VAR-d30, which represent its smallest and largest con-
figurations respectively (Tian et al.,2024); and Randomized
Autoregressive (RAR) models, analyzing both RAR-Base
and RAR-XXL, which are similarly the smallest and largest
available variants (Yu et al.,[2024). All models are trained
on the large-scale ImageNet- 1k dataset (Russakovsky et al.,
2015)). For UnitMem calculation, we utilize a 1% subset
of the ImageNet-1k training data, sampled evenly from all
1000 classes. This subsetting strategy is adopted to reduce
computational overhead; experiments with 1%, 5%, 10%,
and 20% subsets yield similar memorization patterns, vali-
dating the use of the 1% subset for our analysis as sufficient
(see Appendix [A] for more details).

3.2. UnitMem Calculation for IARs

The UnitMem metric (Wang et al., [2024a) quantifies the
memorization of an individual unit (neuron or channel) by
measuring its sensitivity to specific training data points. It

is defined as:

UnitMemD/ (u) — Hmaz,u — H—maz,u

,uma:c,u + ,u—max,u ’
where i1,z ., 15 the maximum activation of unit u for a
specific data point xy, in a training subset D’, and H—maz,u
is the mean activation of u for all other data points in D’ \
{z}. Following the methodology of [Wang et al.|(20244),
the activation for any given data point z; is computed by
averaging the neuron’s activations over 10 forward passes
of z;, each with a different data augmentation identical to
those used during model training.

Both VAR and RAR model blocks typically consist of an
attention layer followed by two fully connected layers (fcl
and fc2). Our UnitMem analysis focuses on the neurons
within the fcl layer of each block. This is because fcl
employs a GELU activation function, whereas fc2 has no ac-
tivation function. The original UnitMem metric is designed
to work with ReL.U activations; to adapt it for GELU, which
can produce negative values, we use the absolute value of
the activations when computing fi,,,q4,4 and fi—pqz .. This
ensures that the magnitude of activation, regardless of sign,
contributes to the memorization score.

To adapt UnitMem for IARs, which involve iterative applica-
tion of the same model components (blocks) for generating
different parts of an image (tokens or scales), we employ
a teacher-forced inference approach. Similar to teacher-
forced training, during the calculation of activations for
UnitMem, the model receives ground-truth inputs from the
preceding step rather than its own potentially erroneous pre-
dictions. This ensures that we are measuring the model’s
inherent activation patterns and memorization tendencies
with respect to the actual training data distribution at each
stage of generation.

3.2.1. UNITMEM FOR VAR MODELS

VAR models generate images hierarchically across multiple
scales (10 scales). The same set of transformer blocks is
reused to predict tokens for each subsequent, finer scale,
conditioned on the tokens from the immediately preceding
coarser scale.

To handle the multiple activations a single neuron might
exhibit due to this iterative process, we calculate UnitMem
in a scale-wise manner for VAR. For each of the .S scales:

1. Input Provisioning: For generating tokens at a given
scale s, the model receives the ground-truth tokens from
the previous scale s — 1.

2. Activation Collection: As the model processes the input
to predict all tokens within the current scale s, we record
the activations of each neuron in the fcl layer of every
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block. Since all tokens within a scale s are predicted
based on the same input from scale s — 1 (differing
only by their positional encodings), we obtain multiple
activation values for each neuron corresponding to each
token being generated within that scale.

3. Scale-Specific Mean Activation: For each training im-
age x and each neuron u in fcl, we compute its mean
absolute activation @, s(z) at scale s by averaging its
absolute activations across all tokens generated within
that scale s.

4. UnitMem per Scale: Using these scale-specific
mean absolute activations G, s(z), we then compute
UnitMemg () for each neuron u at each scale s follow-
ing the standard UnitMem formula, using a subset of
training images D’'.

This process is detailed in Algorithm I] (see Appendix [B).
The final memorization score for a neuron can then be ana-
lyzed per scale.

3.2.2. UNITMEM FOR RAR MODELS

RAR models generate images by predicting tokens sequen-
tially, where the input for predicting token ¢; consists of all
previously generated (or ground-truth, in our teacher-forced

setting) tokens £1,...,%;—1.

Therefore, for RAR models, we calculate UnitMem based
on the model’s state when it predicts the final token of a
sequence (e.g., the 256th token if images are represented by
256 tokens).

1. Input Provisioning: For each training image x, we pro-
vide all its ground-truth tokens ¢y, ..., ¢_1 as input to
the model.

2. Activation Collection for Last Token: We then record
the activations of each neuron in the fcl layer of every
block as the model processes this context (1, ...,tn—1)
to predict the final token ¢5. Let this activation for
neuron v and image z be a,, v (z).

3. UnitMem Calculation: Using the absolute value of
activations |a,, n ()| (Which represent the mean absolute
activation for the last token prediction step, as it is a
single step per image), we compute UnitMem(u) for
each neuron u in fcl following the standard UnitMem
formula over the training subset D’.

This approach captures the memorization patterns of neu-
rons when the model has seen almost the entire context of
an image.

3.3. Validation via Data Extraction

To verify whether the localization of memorization by Unit-
Mem is accurate, we assess the impact of modifying high-
UnitMem neurons on the model’s ability to reproduce train-
ing samples. We follow the data extraction methodology
outlined by [Kowalczuk et al.| (2025)):

1. Candidate Identification: Promising training samples
that are likely memorized are identified.

2. Prefix-based Generation: For each candidate sample, a
prefix of its tokenized representation is fed to the IAR.
The model then autoregressively generates the remaining
tokens to complete the image.

3. Similarity Assessment: The generated image is com-
pared to the original candidate image using SSCD (Pizz1
et al. [2022). If similarity > 0.75, it is considered ex-
tracted.

We perform this data extraction procedure under two con-
ditions: first, using the Original Models (unmodified VAR
and RAR models) to establish a baseline number of ex-
tractable images, and second, using Modified Models. For
the modified condition, after identifying the top 10% of
neurons in fcl layers with the highest UnitMem scores (ag-
gregated across scales for VAR, and from the last token
prediction for RAR), we intervene on these neurons. Having
explored several modification strategies (including zeroing
out weights and scaling weights/biases by different factors,
with further details in Appendix [A), we found that halving
the weights (scale by 0.5) of these specific neurons without
altering their biases was the most effective. This approach
best balanced extraction reduction with minimal FID im-
pact, unlike other strategies that led to more substantial FID
degradation or less effective extraction reduction. The data
extraction attack is then re-run on these modified models.

Next, in the empirical evaluation, we show a significant
reduction in the number of extractable images from the
modified models with minimal impact on overall generation
quality (measured by FID), which validates that UnitMem
correctly identifies neurons crucial for memorizing training
instances.

4. Experiments and Results
4.1. Experimental Setup

We apply the UnitMem calculation methodology to VAR-
d16, VAR-d30, RAR-Base, and RAR-XXL models. The
1% subset of the ImageNet training dataset, evenly sampled
across classes, is used for UnitMem computation. All activa-
tions are collected from fcl layers using the teacher-forced
inference approach, and absolute activation values are used.
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Figure 1. Heatmap illustrating the sum of UnitMem scores per
block (fcl layer) across different scales for VAR-d16 model.
Darker colors indicate higher memorization.

4.2. Memorization Localization Patterns

The distribution of memorization, as quantified by UnitMem
scores, is analyzed for each model. For visualization, we
generate heatmaps representing the sum of UnitMem scores
for all neurons within the fcl layer of each block of the
models.

VAR Models (VAR-d16 and VAR-d30): The heatmaps
for VAR models (Figure [T for VAR-d16 and Figure [3] in
Appendix [C|for VAR-d30) illustrate the sum of UnitMem
scores per block, further aggregated or visualized across the
10 generation scales. A key observation for both VAR-d16
and VAR-d30 is a clear trend related to the generation scale.
At the initial, coarser scales, memorization is predominantly
concentrated in the earlier blocks. As generation progresses
to finer scales, the locus of high memorization shifts towards
deeper blocks.

RAR Models (RAR-Base and RAR-XXL): For RAR mod-
els, where UnitMem is calculated based on the prediction of
the final token, the heatmaps (Figure 2] for RAR-Base and
?? in Appendix [C| for RAR-XXL) show the sum of Unit-
Mem scores per block (fcl layer). In both RAR-Base and
RAR-XXL, higher memorization scores tend to concentrate
in the middle and later blocks.

4.3. Validation through Data Extraction

To validate the localization results, we performed data ex-
traction attacks.

Baseline Extraction: Replicating[Kowalczuk et al.| (2025),
we extract 672 images from VAR-d30 and 75 from RAR-

XXL.
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Figure 2. Heatmap illustrating the sum of UnitMem scores per
block (fcl layer) for RAR-Base model, based on last token predic-
tion. Darker colors indicate higher memorization.

Extraction after Neuron Modification: To validate the
localization, we intervened on fcl neurons identified with
the highest UnitMem scores by halving their weights. Our
analysis focuses on the impact of modifying the top 10%
of such neurons in VAR-d30 and the top 5% in RAR-XXL
(a comprehensive analysis of varying intervention strengths
for RAR is provided in Appendix [A).

This intervention substantially reduced extractable images,
confirming UnitMem’s ability to identify critical memoriz-
ing components. For VAR-d30, extractable images were cut
by 83.6% (from 672 to 110) with a marginal FID increase
(1.97—2.58). For RAR-XXL, extractions were reduced by
65.3% (from 75 to 26), though with a more notable FID
increase from 1.48 to 5.12. These results demonstrate ef-
fective mitigation of data extraction. However, they also
highlight a trade-off with generative quality, particularly
for RAR-XXL (this trade-off is further explored for RAR
models in Appendix [A).

5. Conclusions

In this work, we successfully applied the UnitMem metric
to localize memorization in VAR and RAR image autore-
gressive models. Our findings reveal distinct, architecture-
dependent memorization patterns: VAR models exhibit a
scale-dependent shift in memorization from early to deeper
blocks, while RAR models concentrate memorization in
their middle to later stages. Crucially, modifying the neu-
rons UnitMem identified as most memorizing significantly
reduced extractable training images with minimal impact on
generation quality, thereby validating UnitMem as an effec-
tive tool for pinpointing memorization-critical components
in IARs. These insights pave the way for more targeted
strategies to mitigate privacy risks and deepen understand-
ing of IAR internal dynamics, while also guiding future
work such as leveraging these localized findings for efficient
model pruning or novel regularization techniques targeting
memorizing neurons.
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A. Detail on the Experimental Setup

UnitMem Computation Subset: As mentioned in Sec-
tion [3] we used a 1% subset of the ImageNet-1k dataset
for UnitMem calculation. This subset was created by ran-
domly sampling an equal number of images from each of
the 1000 classes to ensure balanced representation. The pri-
mary reason for using a subset was to significantly reduce
the computational time required for the extensive forward
passes needed for UnitMem. We conducted preliminary ex-
periments comparing the localization patterns derived from
1%, 5%, 10%, and 20% subsets of ImageNet-1k. The result-
ing heatmaps and distributions of high-UnitMem neurons
were qualitatively and quantitatively similar across these
subset sizes. Given this consistency, we proceeded with the
1% subset for all reported results, confident that it provides
a reliable estimate of memorization localization while being
computationally feasible.

A Note on Comparability of Extracted Samples. Regard-
ing our baseline data extraction results (e.g., 672 images
from VAR-d30 and 75 from RAR-XXL, as reported in Sec-
tion[4), while we closely follow the methodology and utilize
the same codebase as [Kowalczuk et al.| (2025), the precise
set of individual training samples extracted may not be an
exact one-to-one match with those potentially identified in
their original work. The experiments conducted by [Kowal-
czuk et al.|(2025) involved a distributed computing setup,
which, led to the exclusion of certain samples. Our replica-
tion was performed in a non-distributed environment. Such
differences in large-scale experimental execution and data
handling can result in variations in the specific instances
identified as extracted, even when overall quantitative find-
ings and the efficacy of the extraction methodology are
comparable. This context is important when considering
fine-grained comparisons of the exact data instances.

Neuron Intervention Strategy: In our validation experi-
ments (Section E]), we intervened on neurons in fcl layers
identified by UnitMem as highly memorizing. Several inter-
vention strategies were explored to find an optimal balance
between reducing data extraction and preserving model util-

1ty:

* Zeroing out weights: Setting the weights of identified
neurons to zero. This did not yield significant benefits
in reducing extractable images, possibly due to the mod-
els’ inherent robustness from dropout regularization used
during training, or it may have overly damaged model
utility.

* Scaling weights and biases: We experimented with scal-
ing both weights and biases of the identified neurons by
various factors (e.g., 0.1, 0.25, 0.5, 0.75).

The most effective general strategy, in terms of maximiz-

ing the reduction in extractable images while minimizing
the impact on FID, was scaling down the weights of the
identified fcl neurons by a factor of 0.5 (halving them),
without altering their biases. Scaling down biases alongside
weights resulted in a more substantial, undesirable increase
in FID, indicating a greater impact on the model’s general
generative capabilities. Halving only the weights of high-
UnitMem fcl neurons provided the best trade-off among
these explored methods.

For VAR-d30, this weight-halving strategy was applied to
the top 10% of high-UnitMem neurons in fcl layers. As
reported in the main paper (Section [)), this effectively re-
duced extractable images from 672 to 110 with a marginal
FID increase from 1.97 to 2.58.

For RAR-XXL, we conducted a more detailed analysis to
investigate the trade-off between the extent of intervention
(i.e., the percentage of top memorizing neurons modified)
and its impact on both data extraction and model utility.
The original RAR-XXL model (FID: 1.48) allowed for the
extraction of 75 images. We then applied the same weight-
halving strategy to different proportions of the top fcl neu-
rons identified by UnitMem:

* Scaling the weights of the top 10% of neurons: Ex-
tractable images dropped from 75 to 13 (an 82.7% re-
duction). However, the FID increased significantly from
1.48 to 7.3.

* Scaling the weights of the top 5% of neurons: Extractable
images dropped from 75 to 26 (a 65.3% reduction), with
the FID increasing from 1.48 to 5.12. This level of inter-
vention was selected for detailed discussion in the main
paper (Section ) as it offered a substantial reduction in
extractable data while the FID impact, though notable,
was less severe than the 10% intervention.

* Scaling the weights of the top 1% of neurons: Extractable
images dropped from 75 to 68 (a 9.3% reduction), with
the FID increasing from 1.48 to 3.21.

These graduated results for RAR-XXL clearly demonstrate a
trade-off: more aggressive intervention on memorizing neu-
rons leads to greater reductions in extractable data but also
more significantly impacts the model’s overall generation
quality as measured by FID. This suggests that while highly
memorizing neurons are indeed critical for storing specific
training instances, they may also contribute to the model’s
broader generative capabilities. This observation aligns with
broader discussions where it’s posited that some degree of
memorization might be intertwined with a model’s ability
to generalize or achieve high performance (?). Our find-
ings suggest that simply eliminating all memorizing compo-
nents might not always be optimal if it unduly harms model
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utility, pointing towards a need for carefully calibrated in-
terventions based on the specific model and privacy-utility
requirements.

Target Layer for UnitMem and Intervention: Both VAR
and RAR architectures have blocks typically structured as:
an attention mechanism, followed by a first fully connected
layer (fcl), and then a second fully connected layer (fc2).
Our UnitMem calculations and subsequent interventions
were specifically targeted at the neurons within the fcl
layer. The fcl layer in these models uses a GELU acti-
vation function. In contrast, the fc2 layer lacks an activation
function, meaning its output is not bounded or transformed
non-linearly in the same way. The UnitMem metric, origi-
nally developed with ReLU activations in mind (which are
non-negative), relies on activation magnitudes. To adapt
UnitMem for GELU, which can output negative values, we
used the absolute value of the neuron’s activation when cal-
culating ftmaz,0 and f—yyqq . This captures the strength of
a neuron’s response irrespective of its sign, which is appro-
priate for measuring sensitivity. Applying UnitMem to fc2
layers with no activation was deemed less suitable as the
unbounded outputs might not align well with the metric’s
underlying assumptions about activation distributions.

B. Algorithm for UnitMem Calculation in
VAR

Algorithm T details the per-scale UnitMem calculation for
VAR models.

Algorithm 1 Per-Scale UnitMem Calculation for VAR

1: Input: VAR model M, training subset D’, number of
scales S.

2: for each training image z € D’ do
3: foreachscales=1...5do
4: Provide ground-truth tokens from scale s — 1 as
input to M.
5: Collect absolute activations A,, s ;(x) for each neu-
ron u in fcl layers for all tokens ¢ at scale s.
6: Compute mean absolute activation @, s(x) =
mean; (A, s ¢(x)) for each neuron w.
7:  end for
8: end for
9: for eachscales =1...Sdo
10:  for each neuron  in fcl layers do
11: Find xj, = arg maxgep Gy, s().
12: Mmaz,u,s = a/u,s(-')cl’c)~
13: M—maz,u,s = meanmE'D’\{zk}du,s(aj)'
14: UnitMemg (u, s) = Hmazus — —
U—maac,u,s)/(“’mafc,u,s + N—maw,u,s)-
15:  end for
16: end for

C. Additional Memorization Localization
Heatmaps

This section contains supplementary heatmaps for VAR-
d30 and RAR-XXL models, corresponding to the analysis
presented in Section[d Notably, for the VAR-d30 model at
scale O (the initial generation stage), memorization appears
relatively low and is concentrated in the very early blocks.
This pattern is attributed to the nature of the input at this
stage: scale O generation is conditioned solely on a class
token, providing limited specific instance information for

the model to memorize or process deeply.
7000
6000
5000
4000

Blocks
01234567 8 91011121314151617181920212223242526272829
i

3000

L |||||||""""""""""""""""""““““““““‘}}}}111
0 1 2 3 4 5 6 7 8 9

Scales

2000

1000

Figure 3. Heatmap illustrating the sum of UnitMem scores per
block (fcl layer) across different scales for VAR-d30. Darker

colors indicate higher memorization.
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Figure 4. Heatmap illustrating the sum of UnitMem scores per
block (fc1 layer) for RAR-XXL, based on last token prediction.
Darker colors indicate higher memorization.
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Figure 6. VAR-d16: Neuron-wise UnitMem scores (fcl layers) by
block - Scale 3.

D. Neuron-wise Memorization Analysis

This section provides neuron-wise memorization analysis
through various plots.

D.1. VAR-d16 Model - Memorization Spread (Neuron
Index vs. Block)

The following Figures for VAR-d16 visualize Unit-
Mem scores for individual neurons (in fcl layers) across
blocks for specific scales. The x-axis represents the neuron
index within a block, and the y-axis represents the block in-
dex. These plots illustrate how memorization is distributed
across neurons and blocks, and how this distribution evolves
with increasing generation scale, showing how memoriza-
tion is diluted and spread as the scale increases.
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Figure 7. VAR-d16: Neuron-wise UnitMem scores (fc1 layers) by
block - Scale 6.

eyl |
o ﬁ | w H W'
i

’
e 'M
e
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Figure 9. RAR: Neuron-wise UnitMem distribution in fcl layers
(last token prediction).

D.2. RAR Model - UnitMem Histogram

For RAR-Base model, Figure |9 shows the distribution of
UnitMem scores across neurons (in fcl layers) based on the
last token prediction.



