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Abstract
Large language models (LLMs) have shown significant capabilities

in the question-answering task, but they often suffer from hallu-

cination, where generated content deviates from real-world facts.

Retrieval-augmented generation (RAG) has been proposed to ad-

dress this issue, which enhances LLM performance by retrieving

relevant information from external knowledge sources. KDD Cup

Meta 2024 is a competition for advancing the practical application

of RAG in real-world scenarios. Participants are asked to develop

an innovative RAG system that can accurately and efficiently an-

swer complex questions by integrating relevant external data while

minimizing hallucination. Our team dRAGonRAnGers, composed

of members from POSTECH Data Systems Lab, propose a method-

ology that addresses two primary challenges of RAG: reducing

unnecessary retrievals and preventing the propagation of incorrect

information. We enhance the standard RAG framework by incor-

porating the inherent knowledge of LLMs to avoid unnecessary

retrievals and introducing a verification step to reassess generated

answers. This approach optimizes the efficiency and reliability of

QA systems, improving both response accuracy and computational

efficiency. Our team is the first prize winner of the comparison

question category for all three tasks and also the first prize winner

of the post-processing category for task 1 in KDD Cup 2024.

CCS Concepts
• Computing methodologies→ Information extraction; • In-
formation systems→ Question answering.

Keywords
Retrieval-Augmented Generation, Hallucination, External Knowl-

edge Retrieval, Answer Confidence
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1 Introduction
Recent advancements in large language models (LLMs) have shown

promise in question answering, demonstrating their ability to un-

derstand and respond to a wide range of questions [10, 12, 23]. How-

ever, these models frequently suffer from a phenomenon known

as hallucination, where the generated content deviates from real-

world facts, particularly when handling queries that fall outside the

model’s training data or require up-to-date information [5, 14, 24].

To address the limitations of LLMs, Retrieval-Augmented Gener-

ation (RAG) [8] has been proposed as a promising approach. RAG

systems enhance the performance of LLMs by retrieving relevant

information from external knowledge sources, thus grounding the

generated content in real-world data. This approach helps to ground

the generated answers in factual data, thereby mitigating the issue

of hallucination [2, 3, 8]. Despite these advancements, RAG still

faces several challenges. The process of retrieving and integrating

external information increases the computational cost and response

time, which can be inefficient when LLMs are capable of generat-

ing accurate responses independently [17]. Additionally, incorrect

retrievals can exacerbate the hallucination problem, leading to the

propagation of incorrect information [21].

In response to these challenges, the Meta KDD Cup 2024 [1]

has been introduced to advance the capabilities of RAG systems.

Our approach in this competition aims to address two key issues

associated with RAG: unnecessary retrievals and the propagation

of incorrect information. We propose enhancing the standard RAG

framework by incorporating two additional steps. First, we lever-

age the inherent knowledge stored in LLMs to avoid unnecessary

retrievals when the model can generate accurate responses inde-

pendently. Second, we introduce a verification step to reassess

generated answers, thereby reducing the likelihood of delivering

incorrect information to users. This approach not only optimizes
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the efficiency of QA systems but also enhances their reliability and

accuracy.

Our contributions can be summarized as follows:

• We propose a three-step question-answering framework that

builds upon a basic RAG structure by adding additional steps

before and after it. This framework utilizes the latent knowledge

within large language models to minimize unnecessary data

retrieval and includes a verification phase to ensure the factual

accuracy of the generated responses.

• We present an evaluation of our enhanced RAG system within

the Meta KDD Cup 2024, demonstrating significant improve-

ments in response accuracy and computational efficiency com-

pared to traditional RAG implementations.

• We release the implementation of our prototype, providing an

accessible and practical framework for the community to build

upon, thereby promoting further research and development in

enhancing the reliability of QA systems.

2 Problem Definition
This section defines the problem and explains the terms and nota-

tions used in our work. We denote a question as 𝑄 and answer as

𝐴.

Definition 2.1. Web Search ResultsW = [𝑤1, . . . ,𝑤𝑛] is a list
of web pages, where each web page 𝑤𝑖 consists of a sequence of

tokens.

Definition 2.2. Mock Knowledge Graph K = {(𝑠1, 𝑝1, 𝑜1), . . . ,
(𝑠𝑚, 𝑝𝑚, 𝑜𝑚)} is a structured data source composed of triples (𝑠, 𝑝, 𝑜),
where 𝑠 represents a subject, 𝑝 a predicate, and 𝑜 an object. These

triples encapsulate factual information and relationships.

To evaluate the performance of Retrieval-Augmented Generation

(RAG) systems in the KDD Cup, three distinct tasks are designed.

Each task involves generating an answer 𝐴 correctly in response

to a question𝑄 , utilizing knowledge from either external sources 𝐸

and a large language model (LLM). The tasks vary in the type and

volume of external sources provided, testing different capabilities

of end-to-end RAG systems.

Definition 2.3. Task 1: Retrieval Summarization. Given a

question 𝑄 and a set of external sources 𝐸 = {W} (|W| ≤ 5),
generate an answer 𝐴 using relevant information from these web

pages to form a coherent and accurate response.

Definition 2.4. Task 2: KG andWeb Retrieval Augmentation.
Given a question 𝑄 and a set of external sources 𝐸 = {W,K}
(|W| ≤ 5), generate a coherent and accurate answer𝐴 by leveraging

both the web pages and the structured data comprehensively. This

task extends Task 1 by incorporating structured data K .

Definition 2.5. Task 3: End-to-End RAG. Given a question 𝑄

and a set of external sources 𝐸 = {W,K} (|W| ≤ 50), efficiently
generate a coherent and accurate answer𝐴 utilizing both web pages

and the structured data.

Algorithm 1: ThreeStepQA
Input:𝑄 : A question

Input: 𝐸: External sources
Output: 𝐴: An answer

/* Step1:Answering With Parameterized Knowledge */

/* 𝐴𝑃 :Answer generated with parameterized knowledge */

/* 𝐶𝑃 :Confidence score of 𝐴𝑃 */

/* 𝑇𝑃 :Threshold for 𝐶𝑃 */

1 𝐴𝑃 ,𝐶𝑃 ← 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑊 𝑖𝑡ℎ𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑖𝑧𝑒𝑑 (𝑄 ) ;
2 if 𝐶𝑃 >𝑇𝑃 then
3 return 𝐴𝑃 ;

4 else
/* Step2:Answering With External Sources */

/* 𝐴𝐸:Answer generated using external knowledge */

/* 𝐶𝐸:Confidence score of 𝐴𝐸 */

/* 𝑆𝑄:Retrieved results for 𝑄 */

/* 𝑇𝐸:Threshold for 𝐶𝐸 */

5 𝐴𝐸 ,𝐶𝐸 , 𝑆𝑄 ← 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑊 𝑖𝑡ℎ𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 (𝑄, 𝐸 ) ;
6 if 𝐶𝐸 >𝑇𝐸 then
7 return 𝐴𝐸 ;

8 else
/* Step3:Final Answer Selection */

/* 𝐴𝐹 :Answer finally selected */

/* 𝐶𝐹 :Confidence score of 𝐴𝐹 */

/* 𝑇𝐹 :Threshold for 𝐶𝐹 */

9 𝐴𝐹 ,𝐶𝐹 ← 𝑆𝑒𝑙𝑒𝑐𝑡𝐹𝑖𝑛𝑎𝑙𝐴𝑛𝑠𝑤𝑒𝑟 (𝑄,𝑆𝑄 , 𝐴𝑃 , 𝐴𝐸 ) ;
10 if 𝐶𝐹 >𝑇𝐹 then
11 return 𝐴𝐹 ;

12 else
13 return "I don’t know"

3 Three-Step Question-Answering Framework
Three-step question-answering framework is designed to provide

accurate and reliable answers to user queries. The framework con-

sists of the following stages: (1) Question Answering With Pa-

rameterized Knowledge, (2) Question Answering With External

Sources, and (3) Final Answer Selection, as outlined in Algorithm 1.

Each stage serves a distinct purpose: the first stage leverages the

knowledge stored in large language models to provide initial an-

swers without unnecessary retrieval, thus reducing the end-to-end

response time. The second stage utilizes external sources to ac-

curately address the query by retrieving additional information.

Finally, the third stage reassesses the validity of the answers gen-

erated in the previous stages to enhance the reliability of the final

response.

Figure 1 illustrates the question-answering process using the

three-step framework. For instance, when asked, "What school

won the women’s gymnastics NCAA championship in 2022?" the

first stage attempts to answer the question based solely on the

model’s parameterized knowledge. If the generated answer, such

as "Florida," does not surpass a predefined confidence threshold,

indicating insufficient information, the process moves to the second

stage. In the second stage, the system searches for relevant infor-

mation from external sources and generates a new answer, such as

"Oklahoma." If this answer still does not meet the confidence thresh-

old, the third stage is invoked. The final stage involves selecting
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Figure 1: Flowchart for Three-step question-answering framework. Framework consists of three stages: (1) Question Answering
With Parameterized Knowledge, (2) Question Answering With External Sources, and (3) Final Answer Selection.

from the previously generated answers—"Florida," "Oklahoma," or

"I don’t know"—to ensure the most accurate and reliable response

is returned. In the following sections, we will provide a detailed

explanation of each stage of the three-step question-answering

framework in sequence.

3.1 Question Answering with Parameterized
Knowledge

①
LLM

First, the 2022 ncaa women's gymnastics 
championship was held on april 14-16, 2022. 
Second, the university of florida won the 2022 
ncaa women's gymnastics championship.
The answer is Florida.

𝐴𝑝 = Florida

First, the 2022 ncaa women's gymnastics 
championship was held on april 15, 2022.
Second, the university of oklahoma won the 2022 
ncaa women's gymnastics championship
The answer is Oklahoma.

First, the university of florida won the 2022 
ncaa women's gymnastics championship. 
Second, the 2022 ncaa women's gymnastics 
championship was held in april 2022.
The answer is Florida.

𝐶𝑃 =
1

𝑀
෍

𝑖=1

𝑀

𝟙(𝐴𝑖 = 𝐴𝑃) = 0.67

Q: What school won the women's gymnastics ncaa championship in 2022?

Question 𝑄

Figure 2: Question answeringwith parameterized knowledge.

Step 1 involves using only the parameterized knowledge of the

LLM to answer questions. To enable the LLM to respond to com-

plex questions, we utilized Chain-of-Thought (CoT) prompting to

generate answers [20]. CoT is a prompting technique that produces

intermediate rationales before arriving at the final answer:

𝑅,𝐴 = 𝐿𝐿𝑀𝜃 (𝐶𝑂𝑇 (𝑄)) (1)

where 𝑅 represents the sequence of intermediate rationales gener-

ated before deriving the final answer 𝐴. CoT has demonstrated that

guiding the model to decompose the complex problem into sim-

pler sub-problems allows it to effectively leverage the knowledge

embedded in the LLM [20].

Moreover, we fine-tuned the LLM to improve its performance on

the question-answering task and enhance the quality of rationale

generation. The training data comprised 90% of the validation and

public test sets provided by the CRAG benchmark [21]. Training

pairs consisted of (prompt with question, answer with rationales).

Since the training dataset did not include rationales, we synthesized

rationales by providing the model with both the question and the

answer, prompting it to generate the rationales that led to the given

answer. In section 4.4, we conduct an ablation study that empirically

verifies the performance gains from fine-tuning the model with

synthesized rationales.

To identify questions that require external knowledge, we utilize

a self-consistency score [19]. The self-consistency score is calcu-

lated by sampling multiple reasoning paths and their corresponding

answers, and then assessing the frequency of the most common

answer. Let 𝐴𝑖 denote the answer obtained from the 𝑖-th reason-

ing path, and 𝐴𝑃 represent the most common answer. The self-

consistency score 𝐶𝑃 is defined as follows:

𝐶𝑃 =
1

𝑀

𝑀∑︁
𝑖=1

1(𝐴𝑖 = 𝐴𝑃 ) (2)

where𝑀 is the number of sampled reasoning paths. Previous stud-

ies have demonstrated that this score is highly correlated with

the accuracy of the generated answer, with a lower score indicat-

ing less confidence in the response [9, 22, 25]. Therefore, if the

self-consistency score 𝐶𝑃 falls below a predefined threshold 𝑇𝑃 ,

it indicates that the model’s parameterized knowledge might not

be sufficient to produce a confident or accurate answer. In such

cases, the model proceeds to the next step, which involves utilizing

external knowledge sources. In Section 4.1.4, we describe how the

thresholds for each step were determined.

Figure 2 illustrates a question-answering process that leverages

parameterized knowledge. When the question "What school won

the women’s gymnastics NCAA championship in 2022?" is posed,

the large language model (LLM) generates three pairs of inter-

mediate rationales and answers. An example of the intermediate

rationales includes statements like, "First, the 2022 NCAA women’s

gymnastics championship was held on April 14-16, 2022. Second,

the University of Florida won the 2022 NCAA women’s gymnastics

championship." The corresponding answer generated is, "Florida"

Among these generated answers, the most frequent one, "Florida",

is selected as the answer for step 1. The frequency of this answer,

0.67, is used as the confidence score.
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③Retriever

② LLM Oklahoma Wins 2022 NCAA 
Gymnastics National Championship…

𝐴𝐴𝐸𝐸 = Oklahoma

𝑆𝑆𝑄𝑄

𝐶𝐶𝐸𝐸 =
1

|𝐴𝐴𝐸𝐸|
⋅ 𝑃𝑃𝜙𝜙(𝐴𝐴𝐸𝐸|𝑄𝑄,𝑆𝑆𝑄𝑄)

Web Search 
Results 𝒲𝒲

Q: What school won the women's gymnastics ncaa championship in 2022?

Question 𝑄𝑄

Figure 3: Question answering with external sources.

Algorithm 2: GenerateWithExternal

Input:𝑄 : A question

Input: 𝐸: A set of external sources

Output: 𝐴𝐸 : An answer

Output:𝐶𝐸 : A confidence score

Output: 𝑆𝑄 : Retrieved results for𝑄

/* Initialize an empty set 𝐿 to store answers,

confidence scores, and retrieved results */

1 𝐿 ← ∅;
/* Iterate over each source 𝑆 in 𝐸 */

2 foreach 𝑆 ∈ 𝐸 do
3 if 𝑆 = K then
4 𝑆𝑄 ← MockAPI(𝑄,𝑆 ) ;
5 else
6 𝑆𝑄 ← Retriever(𝑄,𝑆 ) ;

/* 𝐴𝑆:Answer generated with 𝑆𝑄 */

/* 𝐶𝑆:Confidence score of 𝐴𝑆 */

7 𝐴𝑆 ← 𝐿𝐿𝑀𝜙 (𝑄,𝑆𝑄 ) ;
8 𝑃𝜙 ← GetProbDistr(𝐿𝐿𝑀𝜙 ) ;
9 𝐶𝑆 ← 1

|𝐴𝑆 |
· 𝑃𝜙 (𝐴𝑆 |𝑄,𝑆𝑄 ) ;

10 𝐿 ← 𝐿 ∪ { (𝐴𝑆 ,𝐶𝑆 , 𝑆𝑄 ) };
11 (𝐴𝐸 ,𝐶𝐸 , 𝑆𝑄 ) ← argmax(𝐴𝑆 ,𝐶𝑆 ,𝑆𝑄 ) ∈𝐿 {𝐶𝑆 };
12 return 𝐴𝐸 ,𝐶𝐸 , 𝑆𝑄

3.2 Question Answering With External Sources
In Step 2, the process involves searching for information related to

the query from external sources and using the retrieved information

to answer the given question as described in Algorithm 2. There

are two main types of external sources: knowledge graphs K and

web search resultsW. We employ different methods to retrieve

information based on the type of external source:

𝑆𝑄 =

{
MockAPI(𝑄, 𝑆) if 𝑆 = K
Retriever(𝑄, 𝑆) if 𝑆 =W

(3)

where 𝑆𝑄 ⊂ 𝑆 is the set of retrieved results for the question𝑄 from

the external source 𝑆 ∈ 𝐸.
For the knowledge graph K , we follow the method proposed in

CRAG [21]. This involves the LLM selecting the appropriate mock

API for the question and generating the necessary API arguments

to execute it, producing relevant results for the query. A total of 38

mock APIs are available, and the selection of the appropriate API(s)

is determined using a decision tree. When the LLM generates the

query’s domain and corresponding API arguments, the decision

tree is used to sequentially call the relevant mock APIs based on

the provided domain and arguments. The outputs from these API

calls are then utilized as the final results for the query.

For web search resultsW, we divide the web pages into chunks

of 512 tokens with a 32-token overlap and retrieve the top-4 most

relevant chunks using an all-to-all interaction-based retriever [18].

The rationale for selecting an all-to-all interaction-based retriever

is its ability to achieve significantly higher accuracy compared to

bi-encoder and late-interaction-based retrievers [4, 6, 7, 16]. Addi-

tionally, since web pages cannot be pre-encoded offline, the speed

advantage typically associated with bi-encoder and late-interaction

methods is not realized, making the all-to-all interaction approach

preferable in this context.

To generate answers, we utilize the ChatQA [13], fine-tuned ver-

sion of the Llama-3 basemodel. This system is specifically optimized

for leveraging retrieved results through a two-step instruction-

tuning process. The generation of the answer is formally repre-

sented as follows:

𝐴𝑆 = 𝐿𝐿𝑀𝜙 (𝑄, 𝑆𝑄 ) (4)

Since the ChatQA model generates the answer directly rather than

employing chain-of-thought reasoning, we cannot compute a self-

consistency score. Instead, we use the probability of the answer as

a confidence score:

𝐶𝑆 =
1

|𝐴𝑆 |
· 𝑃𝜙 (𝐴𝑆 |𝑄, 𝑆𝑄 ) (5)

Here,𝐴𝑆 represents the sequence of tokens in the generated answer,

𝑄 is the question, and 𝑆𝑄 is the corresponding context. The confi-

dence score 𝐶𝑆 is normalized by the length of the sequence |𝐴𝑆 | to
ensure comparability between answers of different lengths. This

normalization process mitigates length bias, making confidence

scores more consistent and reliable across varying answer lengths.

When multiple external sources are available (|𝐸 | > 1), it is

crucial to decide which source’s information to utilize. We assume

that the confidence score reflects the relevance of the provided

information to the query. Therefore, we independently conduct

question-answering for each source and select the answer with the

higher confidence score:

𝐴𝐸 ,𝐶𝐸 , 𝑆𝑄 = argmax(𝐴𝑆 ,𝐶𝑆 ,𝑆𝑄 ) {𝐶𝑆 | 𝑆 ∈ 𝐸} (6)

If the score𝐶𝐸 does not exceed a predefined threshold𝑇𝐸 , the model

proceeds to the next step.

Figure 3 illustrates the question-answering process with exter-

nal sources in Task 1. When the question "What school won the

women’s gymnastics NCAA championship in 2022?" is presented,

the retriever searches for relevant information from web search

results. For instance, it retrieves the information "Oklahoma Wins

2022 NCAA Gymnastics National Championship...". Based on the

retrieved results, the LLM provides an answer to the question. The

confidence score is then calculated for the answer "Oklahoma"

based on the probability value assigned.

3.3 Final Answer Selection
In the final stage, we transform the free-response question an-

swering task into a multiple-choice format, allowing the LLM to

re-evaluate potentially overlooked information by choosing the
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𝐴𝐴𝐸𝐸 = Oklahoma

𝐴𝐴𝑀𝑀 = I don’t know

𝐴𝐴𝐹𝐹 = Oklahoma

𝐴𝐴𝑃𝑃 = Florida ②
LLM

𝐶𝐶𝐹𝐹 =
1

|𝐴𝐴𝐹𝐹| ⋅ 𝑃𝑃𝜙𝜙(𝐴𝐴𝐹𝐹|𝑄𝑄, 𝑆𝑆𝑄𝑄 ,𝐴𝐴𝑃𝑃 ,𝐴𝐴𝐸𝐸)

𝑆𝑆𝑄𝑄
Q: What school won the women's gymnastics ncaa championship in 2022?

Question 𝑄𝑄

Oklahoma Wins 2022 NCAA 
Gymnastics National 
Championship…

Figure 4: Final answer selection.

final answer from answer candidates. The answer candidates con-

sist of responses generated in steps 1 and 2 and an "I don’t know"

option. We use the same LLM from step 2 to generate the answers,

formally represented as follows:

𝐴𝐹 = 𝐿𝐿𝑀𝜙 (𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑒𝐶ℎ𝑜𝑖𝑐𝑒 (𝑄, 𝑆𝑄 , 𝐴𝑃 , 𝐴𝐸 )) (7)

The confidence score for the generated response was determined

using the same method as in step 2:

𝐶𝐹 =
1

|𝐴𝐹 |
· 𝑃𝜙 (𝐴𝐹 |𝑄, 𝑆𝑄 , 𝐴𝑃 , 𝐴𝐸 ) (8)

If the confidence score does not exceed the predefined threshold,

the model returns "I don’t know" to prevent hallucinations.

Figure 4 shows the final answer selection process. The question

"What school won the women’s gymnastics NCAA championship

in 2022?" is presented along with the answer options from the first

step, "Florida," the second step, "Oklahoma," and "I don’t know."

Using the results retrieved in step 2, the LLM re-evaluates these

options to determine which one is the correct answer or if the

correct answer is unknown.

4 Experiments
In this section, we present a detailed comparison of the accuracies

of answers inferred by our algorithm against those generated by

competing algorithms. Second, we present the maximum scores

achieved by participating teams for each type of question. Lastly,

we conduct an ablation study to understand the contribution of

different components of our algorithm to its overall performance.

4.1 Experimental Settings

Table 1: The number and percentages (% in parentheses) of
questions for each question type in the CRAG dataset [21].

Question type Finance Sports Music Movie Open Total

Simple 466 (45%) 23 (3%) 112 (18%) 519 (46%) 85 (11%) 1205 (27%)

Simple w. condition 113 (11%) 250 (30%) 92 (15%) 112 (10%) 122 (15%) 689 (16%)

Set 48 (5%) 93 (11%) 72 (12%) 104 (9%) 86 (11%) 403 (9%)

Comparison 146 (14%) 85 (10%) 102 (16%) 105 (9%) 98 (12%) 536 (12%)

Aggregation 69 (7%) 137 (16%) 96 (15%) 71 (6%) 116 (15%) 489 (11%)

Multi-hop 86 (8%) 64 (8%) 55 (9%) 90 (8%) 87 (11%) 382 (9%)

Post-processing 26 (3%) 24 (3%) 26 (4%) 28 (2%) 76 (10%) 180 (4%)

False Premise 85 (8%) 157 (19%) 69 (11%) 96 (9%) 118 (15%) 525 (12%)

All 1039 833 624 1125 788 4409

4.1.1 Dataset. Weutilize the Comprehensive Retrieval-Augmented

Generation (CRAG) dataset to evaluate our algorithm. CRAG is a

benchmark designed specifically for factual question answering

using Retrieval-Augmented Generation (RAG) systems. It consists

of 4,409 question-answer pairs, meticulously curated to represent a

diverse array of real-world queries.

Each data entry in the CRAG dataset comprises a question and

its corresponding answer, derived from either external sources or

a large language model. The dataset spans five distinct domains:

Finance, Sports, Music, Movies, and Open Domain. These domains

represent the spectrum of information change rates: fast-changing

(Finance and Sports), slow-changing (Music and Movies), and static

(Open Domain). CRAG includes eight types of questions, which en-

compass a wide range of complexities and retrieval challenges:

• Simple question: Questions asking for simple facts, such as the
birth date of a person and the authors of a book.

• Simple question with some condition: Questions asking for simple

facts with some given conditions, such as stock price on a certain
date and a director’s recent movies in a certain genre.

• Set question: Questions that expect a set of entities or objects as
the answer. An example iswhat are the continents in the southern
hemisphere?

• Comparison question: Questions that may compare two entities,

such as who started performing earlier, Adele or Ed Sheeran?
• Aggregation question: Questions that may need aggregation of

retrieval results to answer, for example, how many Oscar awards
did Meryl Streep win?

• Multi-hop questions: Questions that may require chaining mul-

tiple pieces of information to compose the answer, such as who
acted in Ang Lee’s latest movie?

• Post-processing question: Questions that need reasoning or pro-

cessing of the retrieved information to obtain the answer, for in-

stance,Howmany days did ThurgoodMarshall serve as a Supreme
Court justice?

• False Premise question: Questions that have a false preposition
or assumption; for example, What is the name of Taylor Swift’s
rap album before she transitioned to pop? (Taylor Swift did not

release any rap album.)

Specific statistics about the CRAG dataset is expressed in Table 1.

4.1.2 Metrics. A structured scoring method has been implemented

to evaluate the response quality of Retrieval-Augmented Genera-

tion (RAG) systems in the KDD CUP 2024 competition. The evalua-

tion was conducted using a large language model, which assessed

each answer in the evaluation set according to the following cate-

gories:

• Perfect: The response accurately answers the user’s query with-

out any hallucinated content.

• Acceptable: The response offers a useful answer but may contain

minor inaccuracies that do not diminish its overall utility.

• Hallucination: The response provides wrong or irrelevant infor-

mation to answer the user question.

• Missing: The response indicates a lack of information, using

phrases such as “I don’t know”, “I’m sorry I can’t find
...” or results from system errors, including empty responses

or requests for clarification.

Each category is assigned a score: 1 for Perfect, 0.5 for Accept-
able, −1 for Hallucination, and 0 for Missing. This scoring system
penalizes hallucinations more than missing answers, reflecting a

preference for incomplete but accurate responses over incorrect
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ones [21]. The overall score is calculated as a macro-average across

all domains. Additionally, the weight assigned to each question

depends on the popularity of its type and the entity’s popularity [1].

This method ensures a comprehensive and balanced evaluation of

RAG system performance, aligning with the competition’s objec-

tives and standards.

4.1.3 Hardware and Software Settings. Our and the competitors’

algorithms were run on an AWS G4dn.12xlarge instance equipped

with 4 NVIDIA T4 GPUs with 16GB GPU memory. Any kind of

network connection was disabled during evaluation. Each example

has a time-out limit of 30 seconds. Each answer is truncated to 75

bpe tokens before evaluation.

4.1.4 Our Implementation Details. The optimal threshold for each

stage was determined using a grid search with a step size of 0.1, ap-

plied to 10% of the data from the validation and public test sets of the

CRAG benchmark. This 10% subset was selected after excluding the

data used for fine-tuning the LLM. Meta-Llama-3-70B-Instruct
model was used to generate rationales and answers in our step

1 module (§ 3.1, 1 in Figure 2). We quantized the model using

AWQ [11] to fit the GPU limitation. Llama3-ChatQA-1.5-8B [13]
model was used in both step 2 module (§ 3.2, 2 in Figure 3) and step

3module (§ 3.3, 2 in Figure 4). Lastly, ms-marco-MiniLM-L-6-v2 [15]
cross encoder was used to rank each text fragment (§ 3.3, 3 in

Figure 4).

4.2 Accuracy Comparison
To evaluate the accuracy of our algorithm, we employed the com-

prehensive automatic evaluation method introduced by KDD Cup

2024. If an answer exactly matches the ground truth, it is classi-

fied as perfect. In cases where the answer does not match exactly,

large language models (LLMs) are utilized to assess whether the

response is acceptable, a hallucination, or missing. This evaluation
process incorporates rule-based matching and GPT-4 assessment to

verify the correctness of the answers. The overall score is calculated
by averaging the weighted scores assigned to each classification:

perfect answers receive 1 point, acceptable answers also receive 1

point, missings receive 0 points, and hallucinations are penalized

with -1 point. The evaluation results for each task are shown in

Table 2, Table 3, Table 4. In the tables, the terms are abbreviated in

the columns as follows: perfect (P), acceptable (A), hallucination

(H), missing (M), overall score (OS).

Table 2: Evaluation results for task 1 showing the perfor-
mance metrics (P, A, H, M, OS) for the top 8 teams.

Team P↑ A↑ H↓ M OS↑

AIFIRST 14.7 40.8 9.6 34.8 45.9

db3 19.8 23.7 15.6 40.8 27.9

dRAGonRAnGers † 16.8 14.4 8.1 60.7 23.1

TieMoJi 21.3 5.4 4.2 69.1 22.5

md_dh 18.6 8.4 8.4 64.6 18.6

StarTeam 16.2 20.1 18.9 44.7 17.4

ETSLab 13.5 19.5 16.8 50.2 16.2

ElectricSheep 12.3 12.6 12.0 63.1 12.9

... 376 other teams ...

Table 3: Evaluation results for task 2 showing the perfor-
mance metrics (P, A, H, M, OS) for the top 7 teams.

Team P↑ A↑ H↓ M OS↑

db3 39.0 12.0 18.9 30.0 32.1

APEX 33.3 11.7 13.2 41.7 31.8

TieMoJi 24.3 5.7 6.6 63.4 23.4

dRAGonRAnGers † 16.5 14.7 8.4 60.4 22.8

StarTeam 24.9 15.6 17.7 41.7 22.8

md_dh 21.9 9.9 13.5 54.7 18.3

ElectricSheep 16.2 11.4 14.1 58.3 13.5

... 377 other teams ...

Table 4: Evaluation results for task 3 showing the perfor-
mance metrics (P, A, H, M, OS) for the top 7 teams.

Team P↑ A↑ H↓ M OS↑

db3 32.8 18.9 22.3 26.0 29.4

APEX 27.9 16.4 19.2 36.5 25.1

StarTeam 20.4 16.1 15.5 48.0 21.1

TieMoJi 23.2 14.0 17.0 45.8 20.1

dRAGonRAnGers † 13.9 14.3 11.5 60.3 16.7

ElectricSheep 11.1 15.5 15.2 58.2 11.5

Future 11.1 3.4 6.5 78.9 8.0

... 377 other teams ...

We identified two significant observations. First, our algorithm

recorded missing scores exceeding 60% across all three tasks, while

maintaining lower hallucination scores compared to other competi-

tors. This is attributed to the comprehensive confidence-checking

mechanisms in Step 1, Step 2, and Step 3, where less confident

answers were converted to "I don’t know", effectively marking

potential hallucinations as missing. By prioritizing accuracy and

avoiding the risks associated with generating potentially incorrect

information, our approach emphasizes reliability over speculative

responses. Second, compared to Task 1, the perfect scores for our al-

gorithm remained consistent, while the acceptable scores decreased

in Tasks 2 and 3. This decline is due to our current limitations in

utilizing mock APIs effectively, which we identify as a crucial area

for future improvement.

4.3 Human Evaluation

Table 5: Highest-ranked accuracy scores among KDD Cup
competitors for each task (columns) and question type (rows).
Scores achieved by our algorithm are highlighted in blue,
bold font.

Question Type Task 1 Task 2 Task 3

Simple w. Condition 17.9 23.9 42.2

Set 21.25 36.65 31.7

Comparison 37 38 37.25
Aggregation 21.5 18.75 26.6

Multi-hop 16.8 23.2 25.7

Post-processing 8.6 11.75 8.3

False Premise 65.2 64.6 72.2
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Human evaluation was conducted by manually classifying each

answer into one of four categories: perfect, acceptable, hallucina-

tion, and missing. Evaluators assessed the correctness and com-

pleteness of the responses, ensuring that perfect answers were

accurate and free from hallucinations, while acceptable answers,

though useful, could contain minor errors. The evaluation process

also considered the fluency and coherence of the responses, with

the entire answer being reviewed to detect any hallucinations.

Our algorithm secured the first place across all three tasks in the

comparison question category (see the blue, bold-fonted results in

Table 5). While the detailed results of the human evaluation were

not publicly disclosed, we hypothesize that our chain-of-thought

method significantly contributed to this success. This approach in-

volves generating two rationales based on the relevant information

for each entity involved in the comparison, and then synthesizing

a final answer from these rationales. This method is particularly

effective for comparison questions, as it systematically evaluates

and contrasts the pertinent details of the entities in question. For

example in Table 6, when asked which movie cost more to create,

the method first considers the production budgets of "Star Wars: A

New Hope" and "Avengers: Endgame" separately, then compares

these figures to provide a final answer.

Table 6: An example of a question-answer pair where our
algorithm correctly answered a comparison question.

Query which movie cost more to create,

star wars: new hope or avengers: endgame?

Answer avengers: endgame

Rationale 1

first, the production budget for star wars:

a new hope (1977) was approximately $11 million.

Rationale 2

second, the production budget for avengers:

endgame (2019) was approximately $356 million.
Our prediction avengers: endgame

4.4 Ablation Study

Table 7: Ablation study results showing the performance
metrics (P, A, H, M, OS, Time) for different combinations of
the three stages (S1, S2, S3) in our framework.

S1 (§ 3.1) S2 (§ 3.2) S3 (§ 3.3) P↑ A↑ H↓ M OS↑ Time↓ (s)

✓ 17.1 18.9 15.0 48.9 21.0 6.7533
✓ 18.9 20.7 21.7 38.7 17.9 14.5084

✓ ✓ 17.1 14.7 11.7 56.5 20.1 11.6402

✓ ✓ ✓ 16.5 14.7 8.4 60.4 22.8 11.8623

To assess the impact of each stage in our three-step framework,

we conducted an ablation study. The results, presented in Table 7,

reveal the contributions of each stage to the overall performance

of our algorithm.

We highlight three key observations from our study. First, when

Step 1 is used in conjunction with Step 2, the algorithm execution

time is significantly reduced. Specifically, compared to using only

Step 2, the runtime decreases by 19.8%. This improvement is due

to the self-consistency score used in Step 1, which allows the sys-

tem to skip the more time-consuming Step 2 (approximately 14.5

seconds) if the parametric knowledge is deemed sufficient. Second,

the naive RAG system, represented by using only Step 2, demon-

strates notable drawbacks. Hallucinations occur frequently because

the system always relies on retrieved knowledge to generate an-

swers, regardless of its accuracy. Additionally, the execution time

is prolonged (14.5 seconds) as the system consistently performs

retrieval operations, even when they are unnecessary. Third, Intro-

ducing Step 3 to the framework resulted in a 28.2% reduction in

hallucinations. This decrease is attributed to the confidence score

mechanism, which effectively filters out hallucinated responses by

evaluating the reliability of answers from various sources.

These findings underscore the importance of each step in our

framework, particularly the role of self-consistency scoring in en-

hancing efficiency and confidence-based filtering in improving

response accuracy. The ablation study confirms that our multi-step

approach not only optimizes runtime but also significantly mit-

igates the issue of hallucinations, thereby enhancing the overall

reliability and performance of our RAG system.

Table 8: Ablation study results showing the performance
metrics (P, A, H, M, OS) for base model and fine-tuned model.

Fine-tuned P↑ A↑ H↓ M OS↑

7.2 10.8 7.8 74.2 10.2

✓ 16.5 14.7 8.4 60.4 22.8

We also conducted ablation studies to assess the impact of fine-

tuning the model to generate a reasoning path composed of two

steps before producing the final answer. Our findings reveal that

fine-tuning the model in this way resulted in more than a twofold

improvement in the overall score compared to the baseline without

fine-tuning. As depicted in Figure 2, the reasoning path follows the

structure: "First, [Rationale 1]. Second, [Rationale 2]. The answer is

[Answer]." Any generated reasoning path that did not conform to

this structure was considered a failure and excluded from evalua-

tion.

In the case where the model was not fine-tuned, a significant

number of reasoning paths deviated from the desired format, lead-

ing to less accurate self-consistency scores. The fine-tuning pro-

cess reduced the frequency of these format errors, enabling more

precise calculation of self-consistency scores. This indicates that

fine-tuning plays a critical role in improving the model’s ability

to generate structured reasoning paths, thereby enhancing overall

performance.

5 Conclusion
In this paper, we introduced a three-step question-answering frame-

work that enhances Retrieval-Augmented Generation (RAG) sys-

tems by leveraging the inherent knowledge of large language mod-

els (LLMs), integrating external knowledge sources, and incorpo-

rating a final verification step to reduce hallucinations and improve

computational efficiency. The framework’s effectiveness was con-

firmed by achieving first place in the comparison question category

across all tasks, as well as first place in the post-processing category

for task 1. By releasing our prototype, we aim to provide a practical

tool for the research community, fostering further advancements

in question-answering systems.
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