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ABSTRACT

Knowledge editing techniques for large language models (LLMs) can inject
knowledge that is later reproducible verbatim, but fall short on propagating that
knowledge; that is, LLMs can’t answer questions that involve reasoning about it.
In this paper, we study hypernetwork-based knowledge editing techniques (i.e.,
MEND (Mitchell et al., 2022)) for knowledge propagation. We find that vanilla
hypernetwork-based editing methods do not effectively propagate knowledge. We
propose a simple fix to optimize hypernetworks for knowledge propagation, which
is to explicitly include propagation questions as the objective during hypernetwork
training. This achieves a substantial performance gain in the RippleEdit dataset,
almost 2× accuracy on challenging multi-hop questions whose answer strings do
not appear in the injected fact. We further introduce a new synthetic dataset,
Controlled RippleEdit, that isolates a confounding factor in knowledge
propagation evaluation and further supports evaluating the generalization of knowl-
edge propagation. Our approach outperforms all other approaches for knowledge
propagation, including more computationally intensive methods such as continued
fine-tuning on synthetic data. Hypernetworks demonstrate some scaling to multi-
edit settings (up to 20 edits), achieving performance on par with or higher than
CPT-based approaches. Yet, we observe significant limitations in the performance
for out-of-domain propagation, suggesting future work in propagating knowledge
to a wide range of relations.

1 INTRODUCTION

Knowledge editing methods (Meng et al., 2022; Mitchell et al., 2022; De Cao et al., 2021; Sinitsin
et al., 2020) can transform large language models (LLMs) to reproduce injected knowledge, but
induce very limited propagation of that knowledge (Cohen et al., 2024; Zhong et al., 2025). This
failure stands in disappointing contrast to LLMs’ ability to propagate knowledge that is given in
context at inference time (Onoe et al., 2022; Zheng et al., 2023). One promising path for propagation
is through training on data that explicitly demonstrates that propagation (Padmanabhan et al., 2023;
Akyürek et al., 2024; Chang et al., 2024), but these methods require large-scale data augmentation
for each piece of knowledge to be injected (Yang et al., 2024).

Hypernetwork-based editing methods (i.e., MEND (Mitchell et al., 2022)) present an attractive
solution for knowledge editing by introducing auxiliary hypernetworks to make efficient, effective,
and local edits to LMs. Yet, prior work (Cohen et al., 2024) established that these methods fail to
achieve meaningful knowledge propagation. In this work, we explore adapting a hypernetwork-based
editing method for knowledge propagation. We rectified the learning objective of the hypernetwork
and substantially improved its results in knowledge propagation. Our study builds upon Model Editor
Networks using Gradient Decomposition (MEND (Mitchell et al., 2022)), proposing to train these
hypernetworks with knowledge propagation as the core objective. Taking in a model’s gradient from
the language modeling objective on the injected fact as input, now hypernetworks are trained to
modify that gradient to enable LMs to answer propagation questions involving that fact correctly
when the output gradient is applied; see Figure 1. We further improve hyperparameter choices
for MEND (e.g., layers in which model updates are applied), significantly improving propagation
performance.
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Figure 1: Our modification to enable propagation of injected knowledge. Our hypernetwork is
trained to modify the gradient from the next token prediction loss on the injected knowledge to allow
answering of multi-hop questions that rely on the newly injected knowledge.

We first evaluate our approach on RippleEdit (Cohen et al., 2024), a knowledge propagation
question answering dataset. Existing methods excel in instances where the target answer appears
verbatim in the injected facts, while achieving negligible improvement on non-verbatim questions. We
show our variants outperform all other approaches, showing almost 2× accuracy (22.4% compared to
12.7% of the next best system) in non-verbatim cases.

To better understand the extent of knowledge propagation, we design a new synthetic dataset
Controlled RippleEdit. We focus on injecting facts related to well-known entities, allowing
us to test propagation through the information already known to LLMs. We design test sets to evaluate
propagation relations and entities seen during hypernetwork training and those that are unseen. In this
new dataset, we observe that our approach outperforms other approaches (Gururangan et al., 2020;
Lin et al., 2025; Meng et al., 2023; Mitchell et al., 2022) consistently, in both in-domain settings and
on out-of-domain generalization. However, our model performance degrades significantly from the
in-domain setting to the hardest out-of-domain setting (76.7% to 18.3% accuracy), leaving ample
headroom for further work. Lastly, we show that our design changes can be applied to RLEdit (Li
et al., 2025), a recent method that focuses on improving MEND for multiple edit scenarios.

Our contributions are: (1) A new learning objective and data condition, which meta-trains a hyper-
network explicitly for propagation; we show this applies to both single-edit and multi-edit settings.
(2) An analysis and evaluation on RippleEdit, showing that our variant achieves substantial
improvement on questions whose answers are not verbatim in the injected fact. (3) A new dataset
Controlled RippleEdit, which allows us to evaluate out-of-domain settings in knowledge
propagation. Our model shows improvement over baselines in this challenging setting.

2 BACKGROUND

2.1 TASK

We define a language modelM with parametersW modeling a probability distribution pW(xi | x<i)
of current token xi given the previous tokens x<i. Such an LM is defined by its architecture and
parameters, which are real-valued weight tensorsW = {Wℓ,k, · · · }, where ℓ denotes the layer index
and k ranges over the number of weights per layer (e.g., the MLP matrices and projection matrices
for self-attention).

The task of knowledge editing is to inject a previously unknown fact or facts represented by f into the
model. In this work, f consists of raw text (e.g., f =“Keir Starmer was elected prime minister of the
UK”). The weights are updated by ∆W = {∆Wℓ,k, · · · }, yielding W̃ = {Wℓ,k +∆Wℓ,k, · · · } as
the final weights which should reflect f . Ideally, the model should be able to use this fact in various
contexts (efficacy of the edit) without modifying unrelated facts (locality of the edit).

We introduce a set of propagation questions associated with each injected set of facts: our data is
of the form {(fi, {(qij ,aij)})}. For instance, given the f in the previous paragraph, propagation
questions might be (Q: What year was the prime minister of the UK born? A: 1962; What political
party is the prime minister of the UK associated with? A: Labour Party). These questions evaluate
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<latexit sha1_base64="rgVEPp9mJLeUOtQ7u/Hxk5CKgGI=">AAACFXicbVC7SgNBFJ31GeNr1dJmMAgWEnZFomXQxjKieUASwuzkbjJk9sHMXTUs+Qkbf8XGQhFbwc6/cTZJoYkHBg7n3Mvcc7xYCo2O820tLC4tr6zm1vLrG5tb2/bObk1HieJQ5ZGMVMNjGqQIoYoCJTRiBSzwJNS9wWXm1+9AaRGFtziMoR2wXih8wRkaqWMftxAeML0BpJFP70H0+qgpRjSJuwyBjmgrYNjnTKb1UccuOEVnDDpP3CkpkCkqHfur1Y14EkCIXDKtm64TYztlCgWXMMq3Eg0x4wPWg6ahIQtAt9NxqhE9NEqX+pEyL0Q6Vn9vpCzQehh4ZjI7Uc96mfif10zQP2+nIowThJBPPvITmaXOKqJdoYCjHBrCuBLmVsr7TDGOpsi8KcGdjTxPaidFt1QsXZ8WyhfTOnJknxyQI+KSM1ImV6RCqoSTR/JMXsmb9WS9WO/Wx2R0wZru7JE/sD5/ALViny4=</latexit>

Set of weights to update W
<latexit sha1_base64="IV+CWaE41WOA6DRzVxndR6+jY/8=">AAACF3icbVDLSgNBEJz1bXxFPXoZDIKnsCsSPYpePChEMImQhNA724mDs7PLTK8YlvyFF3/FiwdFvOrNv3HyOPgqGCiquqe7K0yVtOT7n97U9Mzs3PzCYmFpeWV1rbi+UbdJZgTWRKIScxWCRSU11kiSwqvUIMShwkZ4czL0G7dorEz0JfVTbMfQ07IrBZCTOsVyi/CO8qpBMuD+iPgZ6F4GPeTnSYSKD9JOKwa6FqDyxqBTLPllfwT+lwQTUmITVDvFj1aUiCxGTUKBtc3AT6mdgyEpFA4KrcxiCuLGDWw6qiFG285Hdw34jlMi3k2Me5r4SP3ekUNsbT8OXeVwRfvbG4r/ec2MuoftXOo0I9RiPKibKU4JH4bEI2lQkOo7AsJItysX12BAkIuy4EIIfp/8l9T3ykGlXLnYLx0dT+JYYFtsm+2ygB2wI3bKqqzGBLtnj+yZvXgP3pP36r2NS6e8Sc8m+wHv/Qv6TqBy</latexit>

Pretrained Language Model pW

<latexit sha1_base64="1udXV3nCydV1ubd8REuOhOSNOlg=">AAACF3icbVDLSgMxFM34rPU16tJNsAiuyoxIdVl8gMsK9gFtLZnMbRuaeZDcEcswf+HGX3HjQhG3uvNvTB8LbT0QODnn3pvc48VSaHScb2thcWl5ZTW3ll/f2Nzatnd2azpKFIcqj2SkGh7TIEUIVRQooRErYIEnoe4NLkZ+/R6UFlF4i8MY2gHrhaIrOEMjdexiC+EB0ytfIPUZmklIM3rZmchg5OwunVxQZVnHLjhFZww6T9wpKZApKh37q+VHPAkgRC6Z1k3XibGdMoWCS8jyrURDzPiA9aBpaMgC0O10vFdGD43i026kzAmRjtXfHSkLtB4GnqkMGPb1rDcS//OaCXbP2qkI4wQh5JOHuomkGNFRSNQXCjjKoSGMK2H+SnmfKcbRRJk3IbizK8+T2nHRLRVLNyeF8vk0jhzZJwfkiLjklJTJNamQKuHkkTyTV/JmPVkv1rv1MSldsKY9e+QPrM8f/auhHg==</latexit>

Edit dataset Dtr
edit

<latexit sha1_base64="C8xz835nK7WVV92KRk8ZbD/zFp8=">AAACCnicbVC7SgNBFJ2NrxhfUUub0SBYhV2RaBlMYxnBPCBZltnJ3WTI7IOZu2JYUtv4KzYWitj6BXb+jZNHoYkHBg7n3Hvn3uMnUmi07W8rt7K6tr6R3yxsbe/s7hX3D5o6ThWHBo9lrNo+0yBFBA0UKKGdKGChL6HlD2sTv3UPSos4usNRAm7I+pEIBGdoJK943EV4wKwWQ2BEARHSMeXeTIWewLFXLNllewq6TJw5KZE56l7xq9uLeRqaWVwyrTuOnaCbMYWCSxgXuqmGhPEh60PH0IiFoN1sesqYnhqlR4NYmWd2maq/OzIWaj0KfVMZMhzoRW8i/ud1Ugyu3ExESYoQ8dlHQSopxnSSC+0JBRzlyBDGlTC7Uj5ginE06RVMCM7iycukeV52KuXK7UWpej2PI0+OyAk5Iw65JFVyQ+qkQTh5JM/klbxZT9aL9W59zEpz1rznkPyB9fkDK+KbOQ==</latexit>

Coe!cient cedit

<latexit sha1_base64="q7arc3ZqZy1bOtB5zOs5uaBh7nQ=">AAAB+XicbVDLSgNBEJyNrxhfqx69DAbBU9gVieIp6EVvEcwDkhBmJ73JkNkHM73BsORPvHhQxKt/4s2/cTbZg0YLGoqqbrq7vFgKjY7zZRVWVtfWN4qbpa3tnd09e/+gqaNEcWjwSEaq7TENUoTQQIES2rECFngSWt74JvNbE1BaROEDTmPoBWwYCl9whkbq23YX4RE9P70L4wSv6Kxvl52KMwf9S9yclEmOet/+7A4ingQQIpdM647rxNhLmULBJcxK3URDzPiYDaFjaMgC0L10fvmMnhhlQP1ImQqRztWfEykLtJ4GnukMGI70speJ/3mdBP3LXiqypyDki0V+IilGNIuBDoQCjnJqCONKmFspHzHFOJqwSiYEd/nlv6R5VnGrler9ebl2ncdRJEfkmJwSl1yQGrklddIgnEzIE3khr1ZqPVtv1vuitWDlM4fkF6yPb5GPk6E=</latexit>

Input:

<latexit sha1_base64="Hs/tqjI+zuxkz3Q1v5FnZEq22FE=">AAACI3icbVC7TsMwFHV4lvIKMLJYVEhMVYIQICYEDIxF0ILUlspxboqFnUT2DaKK8i8s/AoLA6hiYeBfcB8DFI5k6fice699T5BKYdDzPp2p6ZnZufnSQnlxaXll1V1bb5gk0xzqPJGJvgmYASliqKNACTepBqYCCdfB/enAv34AbUQSX2EvhbZi3VhEgjO0Usc9aiE8Yn7JVCqBRjpRFEKBNGRopyIt6FlnVDKQi9t8dEFdFB234lW9Iehf4o9JhYxR67j9VpjwTEGMXDJjmr6XYjtnGgWXUJRbmYGU8XvWhaalMVNg2vlwx4JuWyWkUaLtiZEO1Z8dOVPG9FRgKxXDOzPpDcT/vGaG0WE7F3GaIcR89FCUSYoJHQRGQ6GBo+xZwrgW9q+U3zHNONpYyzYEf3Llv6SxW/X3q/sXe5Xjk3EcJbJJtsgO8ckBOSbnpEbqhJMn8kLeyLvz7Lw6fedjVDrljHs2yC84X99sdKYM</latexit>

Sample from edit dataset Dtr
edit

<latexit sha1_base64="dVw64XjdjvaiLzlPDo7kp+iD2k0=">AAACD3icbVC7SgNBFJ31GeMramkzGBSrsCsSLYM2lhHygiSE2cndZMjs7DJzVw1L/sDGX7GxUMTW1s6/cfIoNPHAwOGcc7lzjx9LYdB1v52l5ZXVtfXMRnZza3tnN7e3XzNRojlUeSQj3fCZASkUVFGghEasgYW+hLo/uB779TvQRkSqgsMY2iHrKREIztBKndxJC+EB/SCtaCaUUD3atymtAO8jPaAj2uu04r7o5PJuwZ2ALhJvRvJkhnIn99XqRjwJQSGXzJim58bYTplGwSWMsq3EQMz4gPWgaaliIZh2OrlnRI+t0qVBpO1TSCfq74mUhcYMQ98mQ4Z9M++Nxf+8ZoLBZTsVKk4QFJ8uChJJMaLjcmhXaOAoh5YwroX9K+V9phlHW2HWluDNn7xIamcFr1go3p7nS1ezOjLkkByRU+KRC1IiN6RMqoSTR/JMXsmb8+S8OO/OxzS65MxmDsgfOJ8//fSdRA==</latexit>

Training hypernetwork gω

Prior

Our

<latexit sha1_base64="EuOnAQ+qFaVqCzQKPEMPyrORdvc=">AAACDnicbVDLSsNAFJ3UV62vqEs3wVJ0VRKRKrgpunFZwT6gCWUynbRDJw9mbqQl5Avc+CtuXCji1rU7/8ZJmoW2Hhg43Necc9yIMwmm+a2VVlbX1jfKm5Wt7Z3dPX3/oCPDWBDaJiEPRc/FknIW0DYw4LQXCYp9l9OuO7nJ+t0HKiQLg3uYRdTx8ShgHiMYVGmg12ygU0haWOBoLNShocGCKIbUvrJ9DGPXS6bpyUCvmnUzh7FMrIJUUYHWQP+yhyGJfRoA4VjKvmVG4CRYACOcphU7ljTCZIJHtK9ogH0qnSS3kxq1OJPhhUK9AIy8+nsjwb6UM99Vk5lEudjLiv/1+jF4l06S+6MBmX/kxdyA0MiyMYZMUAJ8pggmgimtBhmrZAioBCsqBGvR8jLpnNWtRr1xd15tXhdxlNEROkanyEIXqIluUQu1EUGP6Bm9ojftSXvR3rWP+WhJK3YO0R9onz9mLJz4</latexit>

Paraphrased input x→

<latexit sha1_base64="v4WIxMpS8V+Xaf04ewNFzJ1ZYbs=">AAACEXicbVDLSsNAFJ3UV62vqks3g0WoICURqW6EohuXFewDmhgm00k7dDKJMxOhhPyCG3/FjQtF3Lpz5984aSNo64GBc8+5l7n3eBGjUpnml1FYWFxaXimultbWNza3yts7bRnGApMWDlkouh6ShFFOWooqRrqRICjwGOl4o8vM79wTIWnIb9Q4Ik6ABpz6FCOlJbdctZOqHSA19PzkLnXpEfypkK4O7dRN6LmV3jbdcsWsmRPAeWLlpAJy6P5Pux/iOCBcYYak7FlmpJwECUUxI2nJjiWJEB6hAelpylFApJNMLkrhgVb60A+FflzBifp7IkGBlOPA053ZunLWy8T/vF6s/DMnoTyKFeF4+pEfM6hCmMUD+1QQrNhYE4QF1btCPEQCYaVDLOkQrNmT50n7uGbVa/Xrk0rjIo+jCPbAPqgCC5yCBrgCTdACGDyAJ/ACXo1H49l4M96nrQUjn9kFf2B8fANc7J1d</latexit>

{(qi, ai)}P
i=1

<latexit sha1_base64="4ZBT+SzumjhqZ/k8zs9UX8hIdE0=">AAACCHicbZC7SgNBFIZnvcZ4i1paOBgEq7ArEgWboI1lBHOBZAmzk5NkyOzFmbNiWFLa+Co2ForY+gh2vo2TzRaa+MPAx3/O4cz5vUgKjbb9bS0sLi2vrObW8usbm1vbhZ3dug5jxaHGQxmqpsc0SBFADQVKaEYKmO9JaHjDq0m9cQ9KizC4xVEErs/6gegJztBYncJBtX3RRnjAJFJhxPqpTe9i0BPQ406haJfsVHQenAyKJFO1U/hqd0Me+xAgl0zrlmNH6CZMoeASxvl2rCFifMj60DIYMB+0m6SHjOmRcbq0FyrzAqSp+3siYb7WI98znT7DgZ6tTcz/aq0Ye+duIoIoRgj4dFEvlhRDOkmFdoUCjnJkgHElzF8pHzDFOJrs8iYEZ/bkeaiflJxyqXxzWqxcZnHkyD45JMfEIWekQq5JldQIJ4/kmbySN+vJerHerY9p64KVzeyRP7I+fwD3Y5qb</latexit>

P propagation questions

Shared
<latexit sha1_base64="HQG9vvsk2Pp1R3iqxnC50YPnouQ=">AAACAXicbVDLSsNAFJ34rPUVdSO4GSyCq5KIVJdFN7qrYB/QhDKZTtqhkwczN9IS4sZfceNCEbf+hTv/xkmbhbYeGDiccy9zz/FiwRVY1rextLyyurZe2ihvbm3v7Jp7+y0VJZKyJo1EJDseUUzwkDWBg2CdWDISeIK1vdF17rcfmFQ8Cu9hEjM3IIOQ+5wS0FLPPHSAjSG9DeMEcIadgMDQ89Nx1jMrVtWaAi8SuyAVVKDRM7+cfkSTgIVABVGqa1sxuCmRwKlgWdlJFIsJHZEB62oakoApN50myPCJVvrYj6R+IeCp+nsjJYFSk8DTk/mFat7Lxf+8bgL+pZvyPB4L6ewjPxEYIpzXgftcMgpiogmhkutbMR0SSSjo0sq6BHs+8iJpnVXtWrV2d16pXxV1lNAROkanyEYXqI5uUAM1EUWP6Bm9ojfjyXgx3o2P2eiSUewcoD8wPn8AD3KXTQ==</latexit>

Input x
<latexit sha1_base64="ZR2LpX9sZmG15pXJdU4rl+LZYKI=">AAACAnicbVDLSsNAFJ3UV62vqCtxM1gEVyURqS6LbtxZwT6gCWUynbRDJw9mbsQSght/xY0LRdz6Fe78GydtFtp6YOBwzr3MPceLBVdgWd9GaWl5ZXWtvF7Z2Nza3jF399oqSiRlLRqJSHY9opjgIWsBB8G6sWQk8ATreOOr3O/cM6l4FN7BJGZuQIYh9zkloKW+eeAAe4D0JoE4AZxhJyAw8vx0kvXNqlWzpsCLxC5IFRVo9s0vZxDRJGAhUEGU6tlWDG5KJHAqWFZxEsViQsdkyHqahiRgyk2nETJ8rJUB9iOpXwh4qv7eSEmg1CTw9GR+oZr3cvE/r5eAf+GmPNTxWEhnH/mJwBDhvA884JJREBNNCJVc34rpiEhCQbdW0SXY85EXSfu0Ztdr9duzauOyqKOMDtEROkE2OkcNdI2aqIUoekTP6BW9GU/Gi/FufMxGS0axs4/+wPj8AQUxl9k=</latexit>

Output y
<latexit sha1_base64="BmVRtsGvJEHdW57JzGp7Rw4kdjw=">AAACFXicbVDLSsNAFJ34rPUVdelmsAgupCQi1WXRjQsXFewD2lIm00k7dJIJMzfSEvITbvwVNy4UcSu482+cpF1o64GBwzn3MvccLxJcg+N8W0vLK6tr64WN4ubW9s6uvbff0DJWlNWpFFK1PKKZ4CGrAwfBWpFiJPAEa3qj68xvPjCluQzvYRKxbkAGIfc5JWCknn3aATaG5FZSIjhMMA+jGHCKOwGBoecn47Q3nRCSpj275JSdHHiRuDNSQjPUevZXpy9pHLAQqCBat10ngm5CFHAqWFrsxJpFhI7IgLUNDUnAdDfJU6X42Ch97EtlXgg4V39vJCTQehJ4ZjI7Vs97mfif147Bv+wmeVIW0ulHfiwwSJxVhPtcMQpiYgihiptbMR0SRSiYIoumBHc+8iJpnJXdSrlyd16qXs3qKKBDdIROkIsuUBXdoBqqI4oe0TN6RW/Wk/VivVsf09Ela7ZzgP7A+vwBePqgTA==</latexit>

Locality input xloc

<latexit sha1_base64="JcZYZL92BpRa8VdyJNbi717iGRE=">AAACGnicbVBNS8NAEN34WetX1KOXxSJ4KolI9SIU9OCxgv2AtpTNZtMu3WzC7kQsob/Di3/FiwdFvIkX/42bNqK2vtOb92aYmefFgmtwnE9rYXFpeWW1sFZc39jc2rZ3dhs6ShRldRqJSLU8opngktWBg2CtWDESeoI1veFF5jdvmdI8kjcwilk3JH3JA04JGKlnux1gd+AFaRApPMaAz7GLvzUMkdHkT+2bumeXnLIzAZ4nbk5KKEetZ793/IgmIZNABdG67ToxdFOigFPBxsVOollM6JD0WdtQSUKmu+nktTE+NIqPs+OCSAKeqL8nUhJqPQo90xkSGOhZLxP/89oJBGfdlMs4ASbpdFGQiOzlLCfsc8UoiJEhhCpubsV0QBShYNIsmhDc2ZfnSeO47FbKleuTUvUyj6OA9tEBOkIuOkVVdIVqqI4oukeP6Bm9WA/Wk/VqvU1bF6x8Zg/9gfXxBYb5n/I=</latexit>

for t = 1 to n do

<latexit sha1_base64="45ep9WmofA8MBqKQezw0n674a7w=">AAACN3icbZA9SwNBEIb3/IzxK2ppsxgEQQh3ImojiFpYSQRjhFwIc3sTXdz7YHdODMf9Kxv/hp02ForY+g/cxBRGfWHh5ZkZduYNUiUNue6TMzY+MTk1XZopz87NLyxWlpYvTJJpgQ2RqERfBmBQyRgbJEnhZaoRokBhM7g56tebt6iNTOJz6qXYjuAqll0pgCzqVE59wjvKG2kIhDxKQlS84H4EdC1A5c2ik9OmV/D9EUZ8k/vHqAjyEVx0KlW35g7E/xpvaKpsqHqn8uiHicgijEkoMKbluSm1c9AkhcKi7GcGUxA3cIUta2OI0LTzwd0FX7ck5N1E2xcTH9CfEzlExvSiwHb2tzS/a334X62VUXevncs4zQhj8f1RN1OcEt4PkYdSoyDVswaElnZXLq5BgyAbddmG4P0++a+52Kp5O7Wds+3qweEwjhJbZWtsg3lslx2wE1ZnDSbYPXtmr+zNeXBenHfn47t1zBnOrLAROZ9f6ymtMQ==</latexit>

Update model Wt+1 = Wt + !Wt

<latexit sha1_base64="BWVcSnowzxbgr0rV5qKuWtRqqBw=">AAACBHicbVDLSsNAFL2pr1pfUZfdDBbBVUlEqhuh6MZlBfuANpTJdNIOnUzCzEQooQs3/oobF4q49SPc+TdO2ixq64GBM+fcy733+DFnSjvOj1VYW9/Y3Cpul3Z29/YP7MOjlooSSWiTRDySHR8rypmgTc00p51YUhz6nLb98W3mtx+pVCwSD3oSUy/EQ8ECRrA2Ut8u90KsRwTztD3tu+gaLf7tilN1ZkCrxM1JBXI0+vZ3bxCRJKRCE46V6rpOrL0US80Ip9NSL1E0xmSMh7RrqMAhVV46O2KKTo0yQEEkzRMazdTFjhSHSk1C31RmK6plLxP/87qJDq68lIk40VSQ+aAg4UhHKEsEDZikRPOJIZhIZnZFZIQlJtrkVjIhuMsnr5LWedWtVWv3F5X6TR5HEcpwAmfgwiXU4Q4a0AQCT/ACb/BuPVuv1of1OS8tWHnPMfyB9fULPWOX2w==</latexit>W1 = W

<latexit sha1_base64="5mg9ZBbxp3mH5aja7wuBC47ptpg=">AAACG3icbVC7SgNBFJ31bXxFLW0Gg2AVdkWiZdDGwkLBmEASlruTm2Rw9sHMXTEs+x82/oqNhSJWgoV/4+RRaOKBgcM553LnniBR0pDrfjtz8wuLS8srq4W19Y3NreL2zq2JUy2wJmIV60YABpWMsEaSFDYSjRAGCuvB3fnQr9+jNjKObmiQYDuEXiS7UgBZyS8etQgfKDsHJVIFhFzFApSkgSXG8JzzSz8rjEPWyn3K/WLJLbsj8FniTUiJTXDlFz9bnVikIUYkFBjT9NyE2hlokkJhXmilBhMQd9DDpqURhGja2ei2nB9YpcO7sbYvIj5Sf09kEBozCAObDIH6Ztobiv95zZS6p+1MRklKGInxom6qOMV8WBTvSI2C1MASEFrav3LRBw2CbJ0FW4I3ffIsuT0qe5Vy5fq4VD2b1LHC9tg+O2QeO2FVdsGuWI0J9sie2St7c56cF+fd+RhH55zJzC77A+frB9AWoeo=</latexit>

Calculate locality loss Lloct

Prior

Our

<latexit sha1_base64="1yVHp361Rr/N9ypbHRxga9Y1BI8=">AAACC3icbVC7SgNBFJ31GeMramkzJIhWYVckWgZtLCOYByRLmJ3cTYbMPpi5KwnL9jb+io2FIrb+gJ1/4+RRaOKBgcM5996593ixFBpt+9taWV1b39jMbeW3d3b39gsHhw0dJYpDnUcyUi2PaZAihDoKlNCKFbDAk9D0hjcTv/kASosovMdxDG7A+qHwBWdopG6h2EEYYVrXQGtMsXigzDCa0U7AcOD56Sg77RZKdtmegi4TZ05KZI5at/DV6UU8CSBELpnWbceO0U2ZQsElZPlOoiFmfMj60DY0ZAFoN53ektETo/SoHynzQqRT9XdHygKtx4FnKicr6kVvIv7ntRP0r9xUhHGCEPLZR34iKUZ0EgztCQUc5dgQxpUwu1I+MJFwNPHlTQjO4snLpHFedirlyt1FqXo9jyNHjkmRnBGHXJIquSU1UiecPJJn8krerCfrxXq3PmalK9a854j8gfX5Ax5Gmxw=</latexit>

Use Paraphrase x→

<latexit sha1_base64="v92TTSYVlhv0Yd8QTTHl6mdK3rQ=">AAACM3icbVDLSgNBEJz1GeMr6tHLYBAUJOyKqBdB9CKeIhgjZGOYnfQmg7MPZ3rFsOw/efFHPAjiQRGv/oOzMYImFgxUV3Uz3eXFUmi07WdrbHxicmq6MFOcnZtfWCwtLV/oKFEcajySkbr0mAYpQqihQAmXsQIWeBLq3vVx7tdvQWkRhefYi6EZsE4ofMEZGqlVOnUR7jCtaaCximLW6ev0JgGdE00z6qYbbsCw6/npTdYSW/SnYqbadLNWKg6c7KraKpXtit0HHSXOgJTJAKb/0W1HPAkgRC6Z1g3HjrGZMoWCS8iKbqIhZvyadaBhaMgC0M20f3NG143Spn6kzAuR9tXfEykLtO4FnunM19XDXi7+5zUS9PebqQjjBCHk3x/5iaQY0TxA2hYKOMqeIYwrYXalvMsU42hiLpoQnOGTR8nFdsXZreye7ZQPjwZxFMgqWSMbxCF75JCckCqpEU7uyRN5JW/Wg/VivVsf361j1mBmhfyB9fkFg+asBg==</latexit>

Use propagation questions {(qi, ai)}P
i=1

<latexit sha1_base64="JyMV75CFMfM1u/9ZiKml+SOOdbs=">AAACN3icbVDPaxNBFJ6traap1dQevQwNxfTQsFsk9lIIevEgEsH8gGxYZmffJkNnfzDztiQM+1958d/wZi8elOLV/8DZJIJN+sHA977vPea9L8yl0Oi6352dR7t7j5/U9usHTw+fPW8cvRjorFAc+jyTmRqFTIMUKfRRoIRRroAloYRheP2u8oc3oLTI0s+4yGGSsGkqYsEZWilofPwQGB9hjgbKAEt6Rc+pL7MpzStdyAiMnzCccSbNsKxaWss6jM2ipH4iIvqvnpevzoJG0227S9Bt4q1Jk6zRCxrf/CjjRQIpcsm0HntujhPDFAouoaz7hYac8Ws2hbGlKUtAT8zy7pKeWiWicabsS5Eu1f8nDEu0XiSh7ax21JteJT7kjQuMLydGpHmBkPLVR3EhKWa0CpFGQgFHubCEcSXsrpTPmGIcbdR1G4K3efI2GVy0vU678+l1s/t2HUeNvCQnpEU88oZ0yXvSI33CyRdyS36SX85X54dz5/xete4465ljcg/On7+J162O</latexit>

Let
= → log pW̃t

(y | x→)
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Compute loss L by summing Lt

Figure 2: We modify the hypernetwork to take a gradient from causal language modeling of a new fact
and transform it such that, when applied to the model, the model can answer propagation questions.
The pseudocode skeleton depicts the general process used by hypernetwork-based editing methods.

that an updated LM should use its knowledge of the fact f . Such questions have been explored in past
work where they have been harvested from knowledge bases (Cohen et al., 2024) or by prompting
LMs (Akyürek et al., 2024).

A natural approach is to compute an update to the weight ∆W as the gradient of a language modeling
loss or SFT loss computed on f ; for instance, ∆W = α∇pW(f), where α is the learning rate.
However, training a model on some text is typically insufficient to inject that knowledge in a way that
leads to strong performance on the (q,a) pairs (Chang et al., 2024; Berglund et al., 2024).

2.2 HYPERNETWORK-BASED EDITING WITH MEND

Our work first builds on MEND (Mitchell et al., 2022), a hypernetwork-based method for knowledge
editing. MEND will compute an update ∆W via a modification of the basic gradient.

The hypernetwork gϕ is parameterized by ϕ and meta-trained on an editing dataset Dtr
edit =

{(x,y,x′,xloc)i}. As depicted in Figure 2, the training of the hypernetwork involves an inner-
loop update which (1) computes the gradient of the injected fact; (2) modifies that gradient with the
hypernetwork gϕ; (3) applies the gradient to the base networkW to form an updated network W̃ . In
standard MEND, the gradient in (1) is computed over an input-output pair (x,y) (e.g., a QA pair) as
∇WLI(x,y) = ∇W [− log pW(y | x)].
In the outer loop, the desiderata of generalization and locality are specified by an SFT loss (as editing
loss Le) with paraphrased input x′ and Kullback–Leibler divergence (as locality loss Lloc) with a
random input xloc from the NaturalQuestions dataset (Kwiatkowski et al., 2019). An additional
coefficient ce (typically 0.1) is used to balance between the two desired properties.

LO = ceLe(W̃) + Lloc(W, W̃) = −ce log pW̃(y | x′) + KL (pW(· | xloc)∥pW̃(· | xloc)) (1)

The full pseudocode for MEND can be found in Appendix B.4. MEND makes a key observation
that the gradient of LI with respect to weights W is a rank-1 matrix. This allows more efficient
parameterization of the hypernetwork gϕ and efficient computation of the final weight update.

A major limitation of MEND is the structure of the inner- and outer-loop losses. As described in the
paper, the inner loop injects a single QA pair (x,y), and the outer loop only encourages propagation
to paraphrases of that QA pair. In the next section, we describe our method, which extends MEND
and relaxes these assumptions.
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2.3 HYPERNETWORK-BASED MULTI-EDITING WITH RLEDIT

For a practical application of editing methods, the editing method should be able to handle injecting
multiple facts robustly. Previous work has shown that MEND is not effective out-of-the-box at
injecting facts sequentially (Meng et al., 2023; Li et al., 2025). Recent work, RLEdit (Li et al.,
2025), has suggested that the key issue for multi-edit failing is MEND’s training process, which does
not accommodate the cascading parameter changes after each turn of editing. To address this, they
meta-train the gradient modification by taking into account the cumulative delta over multiple steps.

RLEdit frames the multi-edit process for n facts as editing m facts for n
m turns. Concretely, at the

t-th turn of editing, RLEdit edits a “base model” obtained by applying the hypernetwork update to
the previous model turns. The meta-training objective then also includes a sum over losses from
k previous turns; this is to encourage the updated hypernetwork to also perform well despite the
cascading changes of model weights. Finally, RLEdit adds a weight normalization and a decay term
to the summation of losses over the sequence. In Section 6, we present results on applying our
approach on top of RLEdit.

3 PROPAGATING FACTS WITH HYPERNETWORKS

We propose to modify the training and loss shared by conventional hypernetwork-based algorithms,
described below and visualized in Figure 2. There are two principal modifications: training data and
learning objective.

Training data of outer loop First, the outer loop loss is computed over the propagation questions:

Le = −
1

P

P∑

i=1

log pW̃(ai | qi) (2)

Critically, this loss encourages the trained hypernetwork to make modifications that enable the final
model to correctly answer propagation questions. This property does not hold for the conventional
hypernetwork training objective; there, the objective in the outer loop is to predict simple paraphrases
of the injected fact.

Learning objective of inner loop Second, we make the structure of the inner loop more flexible: we
use the standard causal language model (CLM) loss to enable the model to inject any new knowledge
expressible as text, rather than requiring it to be structured as QA pairs as in conventional objectives:

LI = − log pW([x;y]) = − log pW(f) (3)
where [· ; ·] means the concatenation of two strings. This objective resembles the inner loop loss used
in past editing work (Chen et al., 2023).

Together, these two losses reflect the chief objective of knowledge editing: taking raw knowledge
expressed in text (which can be trained on with next token prediction loss) and adapting the learning
of that knowledge to support answering propagation questions. This goal is more ambitious than that
of a conventional objective, which propagates QA pairs to paraphrases of those questions. Injection
under a conventional objective may underperform on knowledge that is not expressed as QA pairs,
and it may propagate less than a model explicitly trained to be able to answer propagation questions.

4 EVALUATION ON RIPPLEEDIT

4.1 EXPERIMENTAL SETTINGS

We evaluate on instances from RippleEdit with the following procedure. An LLMM receives an
edited fact e = (s, r, o∗) to be injected into LLM, yielding an updated modelM(e). After that, the
model is evaluated on a set of P propagation queries (including all propagation types) in the format
{(qi,Ai)}Pi=1, where qi is a query string from one of the 6 propagation types, and Ai is the set of
valid answers for the query qi. See the detailed description of the task in Appendix D.

Data Setup RippleEdit has three subsets, Popular, Random, and Recent. We do not
distinguish these subsets for simplicity, and form the dataset splits out of the union of all of them. We
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randomly sample 500 examples for a validation set, 500 examples for a test set, and use the remaining
3,686 examples for training. We filter examples in the validation and test sets, such that each instance
has at least 1 test query for efficacy and 1 test query for specificity. The training dataset here is used
for meta-training our hypernetwork and not for learning specific knowledge. See the statistics for a
number of propagation questions in Table 6.

Following prior work (Scialanga et al., 2025), we categorize six propagation types in RippleEdit
into two: (1) efficacy queries, since these test the effectiveness of knowledge injection and propagation
of a test fact. (2) specificity queries, whose answer should not change after the edit. An example can
be found in Table 4c in the appendix.

Our analysis of the dataset revealed that the answer to the propagated fact frequently appears verbatim
in the edit fact (overall 31.9% of propagation questions in the test set; see breakdown per propagation
type in Table 5 in the Appendix). Models can trivially answer these questions correctly by learning to
copy from edited facts. Therefore, we divide test queries into two sets: those that require non-verbatim
propagation and those that do not, and report performances on each set.

Evaluation Metrics We greedily decode a maximum of 20 new tokens. We use two evaluation
metrics, Exact Match (EM), following the original paper, and LLM-as-Judge (LLM-Score), a
more robust metric that can handle lexical variations. EM checks if any gold answer a ∈ Ai is
a substring of sequence [qi; âi] which concatenate the query string qi with generated answer âi.1
For LLM-as-Judge (LLM-Score), an LLM (GPT-4o-mini) takes the query string qi, the generated
answer âi, and one answer from valid answers a ∈ Ai, and gives a numerical score of whether the
generated answer matches the valid answer. If the generated answer matches any of the valid answers,
we count it as correct. See the LLM prompt in Appendix A.1.

4.2 COMPARISON SYSTEMS

All our model variants use a 16-layer pre-trained transformer model, Llama-3.2-1B-base. We
conduct a light-weight supervised fine-tuning on the TriviaQA dataset (Joshi et al., 2017) on this model
to teach the model to answer in short answer format: LSFT(M) = E(x,y)∼TriviaQA [log pM(y | x)].
We call the tune model Llama-3.2-1B-base-QA.

• Prepend: This is not an editing method, simply prepending the new fact f to the test query qi at
inference time. Past work has shown this method to be a competitive baseline (Cohen et al., 2024).

• Continued Pretraining (CPT) is frequently used to adapt an off-the-shelf LM to new domains or
tasks (Gururangan et al., 2020). We continue training the base model with the next token prediction
loss (Equation 3) on the new fact x. We report two variants, differing in which parameters are
updated — all parameters in the model (denoted CPT (Full)), or parameters associated with layers
10-12 (denoted CPT (Mid-Upper)).

• Active-Reading CPT (Lin et al., 2025) augments the injected fact by prompting a language model
to generate more data, aiming to emulate the way humans actively engage with new information.
We report results of fully finetuning the parameters on this data (denoted Active-Reading CPT
(Full)). See details about the method in Appendix B.2.

• MEMIT (Meng et al., 2023) creates a weight update by solving an closed-form optimization
problem; it requires precomputed covariance matrices from a reference corpus, typically on
wikitext-103 (Merity et al., 2017). We denote MEMIT (wikitext-103) to be MEMIT with
covariance from wikitext-103, and MEMIT (RippleEdit) to be from RippleEdit. See
more details in Appendix B.3.

• MEND (Mitchell et al., 2022): We present two versions of MEND. One follows the standard
practice (denoted MEND (with standard config)); the other follows our practice in MEMIT and edits
MLP weights at layer 10-12 (denoted MEND (Mid-Upper)). See more details in Appendix B.4

• MEND+Propagation: we apply the modification described in Section 3 to MEND, targeting
layers 4-15. We also include a variant denoted by MEND+Propagation (Mid-Upper), targeting layers
10-12.

1In the original paper (Cohen et al., 2024), the evaluation pipeline filters test queries based on edit success,
performance on prerequisite test queries, making the set of evaluation queries different for different models. We
do not filter to ensure each method is evaluated on the same test set.

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2026

Table 1: LLM-Score Results on the RippleEdit dataset, stratified by verbatim / non-verbatim,
and token usage relative to CPT. MEND+Propagation improves over baselines on verbatim questions
whose answers are in the injected facts, and on non-verbatim questions whose answers are not in the
injected facts. Improvement of existing baselines mostly comes on questions with verbatim answers.
†means the system is outperformed by MEND+Propagation on that metric according to a paired
bootstrap test (p = 0.05).

Efficacy Specificity

# tokens Verbatim
(1373)

Non-Verbatim
(1586)

Verbatim
(165)

Non-Verbatim
(2099)

Llama-3.2-1B-base-QA 0× 11.6† 9.2† 13.2† 27.7†

Prepend 1× 36.7† 22.4 18.8 28.7†

CPT (Full) 1× 76.0 7.8† 15.8† 16.0†

CPT (Mid-Upper) 1× 41.8† 9.7† 20.7 26.3†

Active-Reading CPT (Full) 265× 81.6 9.7† 20.5 17.7†

MEMIT (wikitext-103) 1× 17.0† 12.7† 17.7† 24.5†

MEMIT (RippleEdit) 1× 22.5† 12.7† 22.0 21.4†

MEND (with standard config) 1× 64.5† 8.2† 24.3 23.6†

MEND (Mid-Upper) 1× 63.5† 8.2† 21.6 21.6†

MEND+Propagation (Mid-Upper) 1× 71.1† 19.3† 27.3 32.0†

MEND+Propagation 1× 75.7 22.4 24.1 35.4

4.3 RESULTS

Table 1 presents the results on RippleEdit dataset. MEND+Propagation performs strongly on
both efficacy and specificity. Especially on non-verbatim questions, our system is the only one that
shows substantial gain (9.2→ 22.4), while the best other system achieves only 12.7 (MEMIT). For
existing methods, improvement in efficacy mostly comes from questions whose answer is verbatim in
the edits (11.6→ 76.0, CPT (full)), but offers negligible improvement on questions whose answers
are not in the edits.

We note the Active-Reading method achieves the best performance on questions with verbatim
answers, but very low improvement on questions with non-verbatim answers. Although it generates a
large number of augmented tokens (265× the size of the CPT data), these tokens are not aligned with
the challenges of questions with non-verbatim answers.

The Prepend baseline is the strongest on non-verbatim questions (9.2 → 22.4) more substantially
than other methods. We report exact match in Table 26 and performance by propagation types in
Table 27 in the appendix.

Limitation of RippleEdit While RippleEdit provides an initial testbed for our work, we
find this dataset is not ideal for testing knowledge propagation. Many questions involve tail entities,
where the base LM does not parametrically know the relevant information. For example, if LM
does not know who the siblings of Keir Starmer are, it would not be able to answer the propagation
question “who is the sibling of the prime minister of the United Kingdom" even if it could propagate
the new fact “Keir Starmer is the new PM of the UK". In the following section, we present a new
synthetic dataset that centers around entities and relationships that the model is familiar with.

5 EVALUATION ON CONTROLLED RIPPLEEDIT

We introduce a new dataset called Controlled RippleEdit, which allows a focused evaluation
of the model’s knowledge propagation ability. This dataset also allows evaluating out-of-domain
performance, propagating along relations unseen during training, unseen entities, or both.

Data Instances Figure 3 illustrates an instance of Controlled RippleEdit. Each instance
has a new fact f centering around a fake entity sf and involving three real-world entities o1, o2, o3. It
also has a set of propagation questions {(qi,ai)}Pi=1 built from P unique knowledge base relations
(e.g., capital_of) associated with one of the real-world entities (o1, o2, o3). Instead of referring

6
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Figure 3: Illustration of our Controlled RippleEdit dataset, designed to evaluate knowledge
propagation on well-known entities and relations. Each instance consists of (1) a fictional story
(f ) relating a fake entity sf to three real-world entities (o1, o2, o3); and (2) a set of P propagation
question-answer pairs {(qi,ai)}Pi=1. Each qi inquires about a knowledge base relation on one of the
real-world entities oj , but referring to it via its relation to the fake entity.

to the real-world entity directly, the propagation question will refer to it using its relation to the fake
entity sf (e.g., the country where Adam Jacobson was born). Therefore, the LM must be able to
combine its prior knowledge about real-world entities and the injected fake entity sf to answer the
question correctly. The dataset generation process is further described in Appendix E.1.

Final Dataset We generate 5K instances of Controlled RippleEdit and randomly split
these into 4K for training the hypernetwork, 500 for validation, and 500 for testing. To evaluate out-
of-domain (OOD) generalization, we generate three additional test sets. We generate 350 instances
where their real-world entities (oi) do not appear in the training dataset (but knowledge base relations
occur in the training dataset), calling this set OOD (Entity). Analogously, we generate an OOD
(Relation) dataset. Lastly, we generate an OOD (Both) dataset, consisting of 350 instances where
neither real-world entities nor the knowledge base relations appear in the training dataset.

5.1 EXPERIMENTAL SETUP

Model We further train the model in Section 4.2 with 500 QA pairs involving real-world entities
and relations in Controlled RippleEdit to make the propagation easier by reinforcing the
model’s knowledge of the propagation relations. We call this model Llama-3.2-1B-base-QA,
and this model is used for all comparison methods in this section.

Metric We use LLM-as-a-Judge (with GPT-4o-mini) to evaluate the correctness of the predicted
answer against the reference answer, as in the prior section. For efficacy measure, we use the model’s
performance on multi-hop questions, e.g., “Q: What is the currency of [the country that Adam
Jacobson was born in]? A: U.S. Dollar”. To measure specificity, we evaluate whether the model
retains its ability to answer simplified versions of our questions that do not require any updated
knowledge, e.g., “What is the currency of the United States?”. See examples in Figure 3. Ideally,
updates to the model should not degrade its ability to answer these questions.

Comparison methods We use the same set of comparison methods described in Section 4.2. For
fair comparison, we modify MEMIT and MEND. As they require the fact f to be in an input-output
format (x,y), we map f into three atomic facts (e.g., (Adam Jacobson was born in, the U.S.)); and
conduct multi-edit to inject those facts. See examples in Table 7 and details in Appendix E.3. Lastly,
we add one more baseline, described below.

Meta-Aug CPT This CPT method explicitly uses how the meta-training set was constructed. We
augment an injected fact using the gold in-domain relations for that fact, essentially reproducing what
would be the propagation questions in the meta-training set, paired with gold answers. For instance,
for the example in Figure 1, we would generate “What is the currency of the country that Adam
Jacobson was born? US Dollar”, “What is the currency of the country that Adam Jacobson lived in
after retirement? Chinese yuan”, and “What is the currency of the country that Adam Jacobson spent
adult life? South Korean won”. We denote this method as Meta-Aug CPT. For In-Domain and OOD
(Entity) test sets, note that the test queries are included directly in the CPT data. Because the data is
dynamically generated for each example, In-domain and OOD (Entity) are distributionally equivalent
for this approach.
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Table 2: Single-edit results on Controlled RippleEdit with Llama-3.2-1B-base-QA.
We use the model’s LLM-Score on multi-hop questions for efficacy, and the model’s LLM-Score
on single-hop questions for specificity. MEND+Propagation significantly outperforms most of the
baselines on the In-Domain test set and also OOD test sets where components of the injected facts
do not appear during meta-training. †means the system is out-performed by MEND+Propagation
according to a paired bootstrap test (p = 0.05). Gray cells do not match the data or learning
condition of other cells; see text. For all CPT methods, we conduct full finetuning.

In-Domain OOD (Entity) OOD (Rel) OOD (Both)
(2284) (1368) (421) (447)

#token Effi. Spec. Effi. Spec. Effi. Spec. Effi. Spec.

Llama-3.2-1B-base-QA 0× 8.3† 94.7† 7.1† 94.3 8.9† 94.2 10.9† 90.7
Prepend 1× 38.1† 86.2† 41.5 88.2 29.4† 82.4 31.7 79.5

CPT 1× 18.1† 80.2† 17.0† 79.9† 15.6† 79.3† 12.9† 71.1†

Meta-Aug CPT 7× 80.3 75.4† 79.1 73.3 26.1† 57† 12.9† 51.7†

Active-Reading CPT 95× 19.6† 69.6† 19.1† 67.8† 23.3† 65.4 16.7 62.8
MEMIT (wikitext-103) 1× 12.8† 94.4† 14.4† 94.4 12.0† 93.9 13.8† 90.0
MEMIT (Ctrl RippleEdit) 1× 12.0† 94.6† 13.3† 94.5 11.1† 94.3 11.6† 90.2
MEND (with standard config) 1× 14.7† 89.0† 14.2† 89.4 10.1† 91.8 10.7† 86.3
MEND (Mid-Upper) 1× 12.3† 91.8† 11.5† 92.9 11.5† 92.2 12.0† 88.1

MEND+Propagation (Mid-Upper) 1× 60.8† 91.3† 36.0 85.4 28.4† 87.4 18.3 84.0
MEND+Propagation 1× 76.7 95.5 35.2 81.6 34.5 84.0 18.3 77.5

5.2 RESULTS: EFFECTIVENESS OF PROPAGATION

We report the results on Controlled RippleEdit in Table 2. Our variant, MEND+Propagation,
substantially outperforms other parametric methods consistently for various settings. On the in-
domain test set, MEND+Propagation even outperforms Prepend, showing that parametric propagation
can be as effective as in-context augmentation.

We observe MEND+Propagation’s performance degrades in out-of-domain settings when either
entities or relations are unobserved during training. However, MEND+Propagation still outperforms
other methods substantially. For example, on OOD (Entity), the best-performing baseline MEMIT
(wikitext-103) achieves 20.8% lower performance than our variant. We observe that our variant’s
performance improvement in OOD (Entity) tends to be higher than OOD (Relation). On OOD (Both),
where our variant does not observe any entity or relation in the test, MEND+Propagation is able to
offer better propagation than others, but the gap is smaller.

Additional Results In Appendix F, we report further results on Controlled RippleEdit,
which we summarize here. In Table 14 and 19, we conduct ablation studies and show design elements
proposed in Section 3 are essential. In Table 11 and 18, we conducted experiments that scale
hypernetwork in terms of meta-training data and parameter usage, and show OOD performances
are not fixable by mere scaling and require some algorithmic innovation. In Table 15, we report
performance on two evaluation subsets (where the answer occurred in the meta-training set or not),
showing that the hypernetwork generalizes to queries whose answers are not in the meta-training set.
In Table 28 and 21, we show that gains from MEND+Propagation are robust to models of different
size and family. Lastly, we show MEND+Propagation is cost-effective by comparing memory usage
and runtime in Table 20 and 17.

6 PROPAGATING MULTIPLE FACTS AT ONCE

Knowledge propagation can be thought as making multiple knowledge edits at once, including
injected facts and facts that are impacted by the injected facts. Being able to propagate multiple
facts to the language model will have an additional multiplier effect, thus making the learning of
knowledge very data-efficient and the updated language model more generalizable. In this section, we
extend our approach to RLEdit (Li et al., 2025), a recent hypernetwork training recipe for sequentially
injecting multiple facts.

Setting We investigate injecting a total of 10 or 20 facts into the language model and measure the
propagation performance. With RLEdit, both settings, we inject 5 facts at each turn, and change
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Table 3: Multi-edit results on Controlled RippleEdit with Llama-3.2-1B-base-QA.
Training MEND+Propagation with 20 edits leads to out-of-memory in our hardware configuration.
Gray cells do not match the data condition of other cells; see text. For all CPT baselines, we conduct

full finetuning. We bold the best system and underline the second best system.

LLM-Score (↑)
In-Domain OOD (Entity) OOD (Rel) OOD (Both)

(2284) (1368) (421) (447)
#token Effi. Spec. Effi. Spec. Effi. Spec. Effi. Spec.

Llama-3.2-1B-base-QA 0× 8.3 94.7 7.1 94.3 8.9 94.2 10.9 90.7

# injected fact = 10

CPT 1× 11.2 88.6 9.3 85.9 14.5 89.0 12.8 80.7
Meta-Aug CPT 7× 77.3 88.6 76.8 86.6 31.8 73.6 17.9 63.0
Active-Reading CPT 95× 12.8 75.9 10.3 77.0 17.3 78.0 14.7 74.0
MEND+Propagation 1× 25.5 68.2 15.5 48.4 10.9 54.6 11.4 56.5
RLEdit+Propagation 1× 48.6 92.9 25.8 82.0 8.6 87.8 17.6 79.5

# injected fact = 20

CPT 1× 10.3 89.8 8.3 88.2 13.8 89.9 12.5 82.5
Meta-Aug CPT 7× 72.2 89.2 68.8 85.9 28.3 74.5 17.0 62.7
Active-Reading CPT 95× 10.5 77.0 9.1 76.2 17.1 77.3 16.4 76.8
RLEdit+Propagation 1× 29.9 88.5 18.3 78.3 12.0 82.6 13.0 82.5

the number of turns to control the total number of facts. Since MEMIT and MEND underperform
CPT-based methods on the single-edit scenario, and prior work (Meng et al., 2023; Mitchell et al.,
2022) shows that multi-edit performance mostly decreases from single-edit performance, we focus
on CPT-based baselines in this section.

Results Table 3 reports performances. All methods show degraded performances compared to
single edit scenarios, especially as the number of edits grows. Meta-Aug CPT shows strongest
efficacy overall, especially in-domain. RLEdit+Propagation outperforms MEND+Propagation in
most settings by a large margin. RLEdit+Propagation shows competitive performance in OOD
(Entity), and comparable performance in OOD (Both), but lags in OOD (Relation), compared to CPT
methods. Active-Reading CPT and Meta-Aug CPT, while showing stronger efficacy performance in
OOD (Both) setting, also show a specificity drop.

7 RELATED WORK

Knowledge Propagation Recent work has studied the propagation of injected knowledge, finding
that existing methods are largely lacking. A line of work (Ma et al., 2024; Berglund et al., 2024)
studied reversal curse — the model knows “A is B”, but not “B is A”. Other work (Qin et al., 2024;
Nishi et al., 2025) analyzes unintended ripple effects of different editing methods. Hase et al. (2024)
surveys a wide range of open problems regarding revising the belief of the model. We discuss recent
benchmarks for evaluating knowledge edits in Appendix H.1.

Continual Learning Knowledge editing can be viewed as continual learning, injecting new knowl-
edge gradually. Continual learning has been studied in domain adaptation scenarios (Gururangan
et al., 2020; Ke et al., 2023). A line of work studies catastrophic forgetting during continual learning
(Chen et al., 2025; Franke et al., 2024; Jin & Ren, 2024a;b). They evaluate the performance on
downstream tasks, rather than changes in parametric knowledge. We include more discussion related
to continued pretraining in Appendix H.2.

8 CONCLUSION

In this work, we introduce a simple but effective modification that addresses the critical challenge of
propagating edits to related facts in current knowledge editing techniques. We show the effectiveness
of our method on RippleEdit, a widely-adopted dataset measuring propagation. We present
a controlled dataset centered around well-known entities and relations to further demonstrate the
effectiveness when propagated knowledge is known by the model. We also show that our modification
is generalizable to multi-edit editing methods, and the modified variant maintains strong performance
improvement over baselines.
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Reproducibility Statement Our code and dataset will be made publicly available once.
See anonymized code at https://anonymous.4open.science/r/propmend-84F6/
README.md. We provided the description of RippleEdit at Appendix D; and Controlled
RippleEdit at Section 5 and Appendix E.
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APPENDIX

A PROMPT

A.1 LLM-as-Judge prompt

[Instruction]
Please act as an impartial judge and evaluate the quality of
the response provided by an AI assistant to the user question
displayed below. For this evaluation, you should primarily
consider the following criteria:
accuracy:
Score 0: The answer is completely unrelated to the reference.
Score 3: The answer has minor relevance but does not align with
the reference.
Score 5: The answer has moderate relevance but contains
inaccuracies.
Score 7: The answer aligns with the reference but has minor
omissions.
Score 10: The answer is completely accurate and aligns
perfectly with the reference.
Only respond with a numerical score.

[Question]
{question}

[The Start of Ground truth]
{reference}
[The End of Ground truth]

[The Start of Assistant’s Answer]
{prediction}
[The End of Assistant’s Answer]

Return the numerical score wrapped in <score>..</score> tag
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B DETAILS ON BASELINE METHODS

B.1 PREPEND

We follow the practice in (Cohen et al., 2024) and format the prepended text to be “Imagine that
f”, where f is the injected fact.

B.2 ACTIVE-READING CPT

Active-Reading generates augmentation in two stages: 1) generate task-agnostic and task-specific
learning strategies for each fact; 2) given a generated strategy and the fact, generate the corresponding
augmentation for learning the fact. We use gpt-5-nano to generate the augmentations. We note
that this approach reported stronger performance than a similar augmentation approach, EntiGraph
(Yang et al., 2024).

B.3 MEMIT

MEMIT (Meng et al., 2023) frames knowledge editing as an optimization problem to compute the
updated weights. This method assumes three inputs: the verbalization of subject-relation
x, the string corresponding to subject s, and the string corresponding to object o∗. For the
optimization to run effectively, the approach precomputes a covariance matrix (per target weight) from
a reference corpus, typically, wikitext-103 (Merity et al., 2017). To reconcile potential train-test
mismatch, we precompute the covariance matrix on the meta-training set of MEND+Propagation,
using both the injected facts, and the propagation query-answer pairs. See hyperparameters used in
Appendix G.

B.4 MEND

Our work follows the same hypernetwork structure as MEND (Mitchell et al., 2022). We describe
their design choices here, which are also adopted by our approach. Their algorithm is shown in
Figure 4.

MEND on RippleEdit MEND (with standard config) is trained on the zsRE question-answering
dataset (Levy et al., 2017) with their original hyperparameters (editing top 3 MLP layers (i.e.,
Layer-[13-15])). Similar to our practice in MEMIT, we also use the meta-training set that
MEND+Propagation uses; and we target at Mid-Upper Layers editing Layer-[10-12] according
to our hyperparameters investigation at Appendix C. This provides most controlled comparison
setting with our method, we also target at (denoted MEND (Mid-Upper)). We use gpt-4o to create a
paraphrased input x′ required for training.

At test time, MEND uses Supervised Fine-Tuning loss to create the gradient input to the hypernetwork,
with a verbalized prefix of subject-relation (s, r, ·) as input and new object o∗ as output. To train the
hypernet, one need paraphrase of (s, r, ·).

Rank-1 matrix decomposition Consider a specific weight matrix W ∈ W . Let δ ∈ Rm be
the gradient of the loss with respect to the output of W ; and u ∈ Rd be the input to the weight
W . MEND observes that the gradient of the loss with respect to W , ∇WLI , is decomposable
by the outer product between δ and u, namely δu⊤. The calculation can be extended to a batch
instances via

∑B
i=1 δ

iui⊤, where superscipt i denotes corresponding values for instance i. Due to
this observation the hypernetwork gϕ parameterized by ϕ could operate on δi and ui as input without
loss of information; correspondingly, it could output values ũ and δ̃ to compose the proposed update
gradient through outer product ∇̃W = δ̃ũ⊤. Finally, we compute W ← W − α∇̃W , where α is
a learned weight-specific step size. This observation drastically reduces the computation cost of
hypernetwork from O(d×m) to O(d+m) and make training the hypernetwork feasible.

Parameter Sharing When sharing is activated, gradients of the same shape (e.g., MLP down-
projection in layer 10 and layer 12) will be modified by the same hypernetwork. To enable some
layer-wise specialization, MEND applies a layer-specific scale and offset to the editor network

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

Figure 4: MEND algorithm; reproduced from Mitchell et al. (2022)

Algorithm 1 MEND Training (Outer Loop)
1: Input: Pre-trained pθ , weights to make ed-

itableW ⊆ θ, editor params ϕ, edit dataset
Dtr

edit, edit-locality tradeoff cedit
2: for t ∈ 1, 2, ... do
3: Sample x,y,x′,xloc ∼ Dtr

edit

4: W̃ ← EDIT(θ,W, ϕt−1,x,y)
5: Le ← − log pW̃(y | x′)
6: Lloc ← KL(pW(· | xloc)∥pW̃(· | xloc))

7: LO(ϕt−1)← ceditLe + Lloc
8: ϕt ← Adam (ϕt−1,∇ϕL(ϕt−1))

Algorithm 2 MEND Edit Procedure (Inner Loop)
1: procedure EDIT(θ,W, ϕ,x,y)
2: p̂← pθ(y | x), caching input uℓ to Wℓ ∈ W
3: LI(x,y)← − log p̂ ▷ Compute neg log-likelihood
4: for Wℓ ∈ W do
5: δℓ+1 ← ∇WℓuℓL

I(x,y) ▷ Grad w.r.t. output
6: ũℓ, δ̃ℓ+1 ← gϕℓ(uℓ, δℓ+1) ▷ Rank-1 udpate vec
7: ∇̃Wℓ ← δ̃ℓ+1ũ

⊤
ℓ ▷ Compose the full update grad

8: W̃ℓ ←Wℓ − αℓ∇̃Wℓ ▷ Learned step size αℓ

9: W̃ ← {W̃1, ..., W̃k}; return W̃

hidden state and output, similar to FiLM layers (Perez et al., 2018). For the set of target weightsW ,
parameter sharing reduces computation costs of training the hypernetwork from O(|W| · (d+m)) to
O(c · (d+m)) for some constant c; in this study, since MLPs only have two distinct weight sizes
(i.e., down-projection and up-projection), the constant c = 2. The recommended setting from MEND
(Mitchell et al., 2022) is to do parameter sharing. We also follow the same setting.

C MEND HYPERPARAMETERS INVESTIGATION

We re-investigate the hyperparameters and design choices of MEND, and we find that the choice
of layers for parameter updating impacts the model’s performance. MEND and other methods,
such as MEMIT, selectively target certain layers within the LLM to modify. In MEND, the default
configuration is to have the hypernetwork target the MLPs weights of the top 3 layers; however, we
find editing lower layers is more effective for knowledge propagation. Applying the hypernetwork to
all layers is expensive, since the hypernetwork operations are memory-intensive. Table 24c in the
appendix reports the layers modified with MEND+Propagation. We adopt the same choice of layers
for RLEdit+Propagation as well.

D RIPPLEEDIT

Task In RippleEdit (Cohen et al., 2024), given an original (subject, relation,
object) triplet (s, r, o), an edit (e.g., o→ o∗) is constructed to form a new triplet e = (s, r, o∗).
The new triplet can be mapped into a natural language sentence with a template, which we denote as
f . Each edit can incur changes in other existing fact triplets.

RippleEdit captures propagation by identifying and preparing tests queries for 6 propagation
types: 1. Logical Generalization (LG), a related fact that is created as a logical by-product of the
relation r (e.g., brother); 2. Compositionality I (CI), a multi-hop fact composed with another fact
about the target object o∗; 3. Compositionality II (CII), a multi-hop fact that uses a different subject
s′ but still holds for the new object o∗; 4. Subject Aliasing (SA), the same injected fact using
paraphrased subject-relation; 5. Forgetfulness (FN), a neighbor triplet whose answer o′
does not change despite sharing the same relation r as the edit (i.e., r is a one-to-many relation);
6. Relation Specificity (RS), another fact about the subject s that’s not affected by the edits. See
examples in Table 4.

The dataset is released under the MIT License, and is available at https://github.com/
edenbiran/RippleEdits/tree/main/data/benchmark.

Table 4 shows examples of various propagation types. The example is adapted from (Cohen et al.,
2024). In Table 5, we include a table showing what percentage of propagation questions per
propagation type have one of their valid answers in the injected fact.

In Table 6, we include a table showing how many propagation questions are included per propagation
type.
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Table 4: RippleEdit example across various propagation types. The example is adapted from
Cohen et al. (2024).

(a) A snapshot of world knowledge at the time of edit.

Entity Knowledge Triplets

Prince

4 (Prince, alias, Prince Roger Nelson)

1 (Prince, sibling, Tyka Nelson)

2 (Tyka Nelson, profession, Singer)

3 (Prince, founder_of, Paisley Park Records)

5 (Mattie Shaw, mother_of, Prince)

Nicholas Carminowe
6 (Nicholas Carminowe, profession, Members of Parliament)

7 (Nicholas Carminowe, sibling, John Carminowe)

(b) Edit that introduce changes among entities.

New relation created

8 (Prince, sibling, Nicholas Carminowe)

(c) Propagation that follows from the edit in Table 4b. We highlight the use of injected fact 8 , and the cases
where certain knowledge is expected to be [Not forgotten].

Propagation type Question Answer (Explanation)

Logical

Genralization
The siblings of Nicholas Carminowe
are

Prince ( 8 + sibling is a symmetric relation)

John Carminowe ( 6 )

Compositionality I
The professions of the siblings of
Prince are

Members of Parliament ( 8 + 5 )

Singer ( 1 + 2 )

Compositionality II
The siblings of the founder of Paisley
Park Records are

Nicholas Carminowe ( 3 + 8 )

Tyka Nelson ( 3 + 1 )

Subject Aliasing The siblings of Prince Roger Nelson
are

Nicholas Carminowe ( 4 + 8 )

Tyka Nelson ( 4 + 1 )

Forgetfulness The siblings of Prince are
Nicholas Carminowe ( 8 )

Tyka Nelson ( 1 ) [Not forgotten]
Relation Specificity The mother of Prince is Mattie Shaw ( 8 ) [Not forgotten]

Table 5: Percentage of verbatim question in RippleEdit, where the one of the valid answers
a ∈ Ai appeared in the edit fact in test examples.

Propagation Query Type Train set Validation set Test set

Percentage of verbatim question in Logical Generalization 35.8% 51.8% 55.2%

Percentage of verbatim question in Compositionality I 11.0 12.3% 11.7%

Percentage of verbatim question in Compositionality II 100.0% 100.0% 100%

Percentage of verbatim question in Subject Aliasing 100.0% 100.0% 100%

Percentage of verbatim question in Relation Specificity 3.2% 3.5% 3.2%

Percentage of verbatim question in Forgetfulness 87.4% 79.3% 81.9%

Overall 31.3% 32.1% 31.9%
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Table 6: Verbatim rate on test examples. Percentage of RippleEdit propagation questions where
one of the valid answers a ∈ Ai appeared in the edit fact in test examples.

Total count Train set Validation set Test set

# Edit (f , {(qi,ai)}) 3686 500 500

# Logical Generalization questions 2254 245 230

# Compositionality I questions 11045 1762 1679

# Compositionality II questions 1681 362 273

# Subject Aliasing questions 4898 715 777

# Relation Specificity questions 12223 2009 1982

# Forgetfulness questions 1881 304 282

Overall 33982 5397 5223

Table 7: An example instance of Controlled RippleEdit. As mentioned in Section E.3, since
some baselines require facts to be in input-output format, we also show an example for the processing.

f
[Elizabeth Ruiz]sf was born in [Kenya]o1. She spent most of her adult life in
[Malaysia]o2. After retirement, she lived in [Egypt]o3 and passed away.

qi,ai
What is the capital city of the country that [Elizabeth Ruiz]sf spent most of her adult life
in?, Kuala Lumpur

q̂i,ai What is the capital city of [Malaysia]o2?, Kuala Lumpur

3 Atomic facts

(x,y)

( [Elizabeth Ruiz]sf was born in, [Kenya]o1 )

( [Elizabeth Ruiz]sf spent most of her adult life at, [Malaysia]o2 )

( [Elizabeth Ruiz]sf died in, [Egypt]o3 )
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E CONTROLLED RIPPLEEDIT

In this section, we discuss implementation details regarding our controlled synthetic dataset
Controlled RippleEdit. First, we discuss how we generate the components of our dataset
(i.e., the well-known entities and relations) in Section E.1. Then, we describe how we conduct
further filtering to a smaller set of entities and relations in Section E.2. We describe how we conduct
additional preprocessing for baselines MEND and MEMIT in Section E.3.

E.1 DATA GENERATION

Generating the initial list of well-known entities and relations We prompt ChatGPT to generate
a list of head entities per entity type and manually filter out invalid entities. Then, starting from a
list of general questions from ChatGPT, we manually iterate to obtain general relations per entity
type. In generating the relation per entity type, we specifically aim for a general relation template that
could be asked about any kind of entity within that type and could be answered with a short answer.
Then, we programmatically generate all single-hop questions by instantiating each template with
entity name. We prompt GPT-4.1 for answer or “I don’t know”. After filtering for where answers are
provided, we reprompt the model to shorten any answer that’s longer than 30 characters. We treat the
answer from GPT-4.1 as the gold answer; we observed this to be extremely reliable on instances that
we manually inspected due to the well-known nature of the entities and relations.

Generate facts and questions Given a list of well-known entities and relations, we follow the
following process in all cases to generate fact and its paired questions: (1) sample an entity type,
where the probability of sampling an entity type determined by the number of entities of that type and
whether that type has at least 1 relation; (2) randomly choose 3 entities from the list of entities of that
type; (3) randomly choose which entity (among the 3 entities) to construct the efficacy and specificity
question, for each relation of that entity type; (4) apply templates to arrive at facts and questions.

Dataset Generation We manually select seven high-level categories for real-world entities: person,
event, language, creative work, organization, species, and country. We manually design two fact
templates per entity type, where one story template assumes the fake entity to be a person and the
other a company. Figure 3 shows an example where the type of the fake entity is person and the type
of the real-world entity is country.

For each entity type, we prompt an LLM to generate (1) a list of entities belonging to the entity type
and (2) relations relevant to the entity type. To effectively test propagation, we aim to restrict the
entities and relations to those that are largely “known” by LLMs. Therefore, we filter datasets to
obtain a smaller set of real-world entities (a total of 189 unique entities) and relations (a total of 38
unique relations). See more description in Appendix E.2.

From this set, we randomly sample three real-world entities of the same type and use fact template to
generate fact to be injected. We can now form efficacy questions, querying relations on the real-world
entities in the fact.

E.2 DATASET FILTERING

We initially start with a set of 760 real-world entities and 48 relations. We filter this set
to remove entities and relations not well-known to base LLMs. Specifically, we start with
Llama-3.2-1B-base-QA) model. For each of 48 relations, we sample 10 real world entities and
further train Llama-3.2-1B-base-QA) model with those 480 examples.

With this model, we query all valid real-world entity, relation pairs. We use LLM-as-a-Judge to
compare the predicted answer and GPT-4.1 answer, providing a score between 0 and 1. Then, we only
keep pairs with LLM-as-a-Judge score higher than 0.4. For each entity type, all entities belonging to
it have the same number of relations, the number of entities is at least 20, and the number of relation
is at least 4. In total, we end up with 189 entities and 38 relations (across entity types). See the
full list of entities in Table 9; see the list of relations in Table 10 and the list of entities in Table 9.
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E.3 BASELINES

Prepend We mildly modify the prompt from (Cohen et al., 2024) to maintain grammaticality:
for fake person as the subject, we use “Imagine that someone named f”; and for fake
company as the subject, we use “Imagine that a company named f”.

Modifications for MEMIT and MEND MEMIT and MEND require the fact to be in an input-
output format (x,y) and uses Supervised Fine-Tuning (SFT) loss − log p(y | x), where output y is
the real-world object or. For MEMIT, the input x is a verbalization for fake entity sf and the relation
being tested r; and the name of the fake entity must be a substring of the verbalization. Although
MEND does not require access to a substring of fake entity sf , it requires a paraphrase of input x′ for
meta-training. Because story and question are template-generated, we also curate the templates to
generate those components for each story template.

F CONTROLLED RIPPLEEDIT ADDITIONAL RESULTS

Scaling up We increase the hypernetwork size and the amount of meta-training data in Table 11
to investigate whether further scaling of the hypernetwork can lead to stronger performance. We
find that increasing both can lead to substantial performance gains. However, although in-domain
performance is close to perfect after scaling up both factors, increasing OOD performance remains a
challenge.

Ablation of MEND+Propagation Design Choices Table 14 and 19 present ablations of the
MEND+Propagation design choices. First, we investigate having paraphrased inputs in the outer loop
of MEND+Propagation (Mid-Upper), similar to MEND, instead of propagation questions in the outer
loop. This change is the most impactful one; without it, we see substantial performance degradation,
suggesting that the hypernetwork training needs to be aligned with its intended test scenario. Second,
we investigate changing the loss in the inner loop. In MEND+Propagation (Mid-Upper), we apply the
causal language modeling on all tokens of the fact f . To change to SFT, we map the fact f into three
atomic facts taking an input-output format (x,y) (e.g., (Adam Jacobson was born in, the U.S.), see
full example in Table 7); and the loss is calculated on the answer tokens y given the input x. Training
on all tokens as we do in MEND+Propagation (Mid-Upper) works substantially better in-domain, but in
some OOD settings training on just answer tokens is competitive. Finally, we also find it is more
effective to edit the Mid-Upper layers than the Upper layers of the transformer. In Table 19, we show
an ablation study with MEND+Propagation (Mid-Upper), and observe similar finding as in Table 14.

Stratified analysis We investigate whether the trained hypernetwork is merely memorizing answers
in meta-training set or whether it also generalize. We further split propagation by the criteria of
whether the gold answer appears verbatim in meta-training set, and we repeat the operation for our
three out-of-domain test sets. Table 15 shows that MEND+Propagation substantially improves over
baselines on OOD (Entity) for both types of propagation questions. However, the performance gap on
questions whose answers are not in meta-training set reduces noticeably. We believe that this shows
our method is able to generalize but have rooms for future improvements.

Runtime Efficiency Evaluation We report the efficiency of various editing methods, measured
by their max memory usage and total runtime in Table 17 and 20. “Base Model” does not in-
volve any editing and only incurs inference costs. Different editing methods show different trade-
offs between memory usage and runtime, and CPT (Full) is the least efficient in both dimensions.
MEND+Propagation (Mid-Upper) is similarly efficient to MEND when editing the same number of layers,
and gets less efficient when editing more layers. In Table 20, although both MEND+Propagation
(Mid-Upper) and MEND+Propagation’s parameter counts is 12.8% of Llama3.2-1B-base-QA, the
number of layers being edited is the dominant factor in memory and runtime. Similar pattern is
observed in Table 17.

Results with Other Base Models We report experimental results with Llama3.2-1B-base-QA
and Llama3.2-3B-base-QA in Table 2 and Table 28 in the appendix. We observe very similar
experimental trends when editing Qwen-2.5-1.5B-base-QA, showing that the results from
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Table 8: Story templates of all entity types.

Real-world Entity Type Subject Type Story Template

Country

Person {subject} was born in {country_1}. {Gender_subj} spent most of {gen-
der_possessive_adj} adult life in {country_2}. After retirement, {gender_subj}
lived in {country_3} and passed away.

Company {subject} was founded in {country_1}. {Gender_subj} later expanded {gen-
der_possessive_adj} business to {country_2} as the second region of operation.
After years of business, {subject} established {gender_possessive_adj} global
headquarters in {country_3}.

Person

Person {subject} first wrote about {person_1} in an 8th-grade book report. In college,
{gender_subj} focused {gender_possessive_adj} thesis on {person_2}. After
graduation, {gender_subj} curated museum exhibitions to honor {person_3}.

Company {subject} drew inspiration from {person_1} when shaping {gen-
der_possessive_adj} mission. Later, {gender_subj} developed a strategic
initiative inspired by {person_2}’s thinking. Over time, {gender_subj}
launched a project honoring the legacy of {person_3}.

Event

Person {subject} developed a passion for history after learning about {event_1} in
grade school. In college, {gender_subj} did research on {event_2}. Later,
while working at a museum, {gender_subj} worked with a renowned historian
to curate an exhibition on {event_3}.

Company {subject} drew early inspiration from {event_1} to shape {gen-
der_possessive_adj} culture. Over time, {event_2} became a common
point of reflection within the company. Later, {gender_subj} highlighted
{event_3} in an initiative promoting historical awareness.

Species

Person {subject} became fascinated with nature after learning about {species_1}.
During graduate school, {gender_subj} researched on {species_2}. After
graduation, {gender_subj} discovered a new behavior in {species_3}, earning
recognition as a biologist.

Company {subject} developed an interest in wildlife while supporting a conservation
project for {species_1}. {Gender_subj} later partnered with researchers to
study {species_2}. {Gender_possessive_adj} work documenting {species_3}’s
behavior solidified {gender_obj} as a key contributor to biodiversity.

Language

Person {subject} was born into a {language_1}-speaking environment. In grade school,
{gender_subj} started to learn {language_2}. In {gender_possessive_adj} col-
lege, {gender_subj} took a major in {language_3}.

Company {subject} began by offering services in {language_1}. {Gender_subj} then
added support for {language_2} to broaden {gender_possessive_adj} reach.
Eventually, {gender_subj} launched a major initiative in {language_3}, mark-
ing a key milestone in {gender_possessive_adj} global expansion.

Organization

Person {subject} began {gender_possessive_adj} career at {organization_1}. After
years of hard work, {gender_subj} became a manager at {organization_2}.
Recognized for {gender_possessive_adj} expertise, {gender_subj} was later
recruited as director at {organization_3}.

Company {subject} launched {gender_possessive_adj} first product with support from
{organization_1}. {Gender_subj} later collaborated on a major project with
{organization_2}. Eventually, {subject} was acquired by {organization_3}.

Creative Work

Person {subject} discovered a passion for creative work after encountering {cre-
ative_work_1}. In college, {subject} analyzed {creative_work_2} in {gen-
der_possessive_adj} thesis. Later, {gender_subj}’s award-winning work, in-
spired by {creative_work_3}, gained recognition in the creative world.

Company {subject} built {gender_possessive_adj} culture on the influence of {cre-
ative_work_1}. Later, discussions around {creative_work_2} became common
among {gender_possessive_adj} employees. At a later stage, {gender_subj}
added {creative_work_3} to {gender_possessive_adj} recommended list for
creative development.
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Table 9: All real-world entities in Controlled RippleEdit.

In-Domain / Out-of-Domain Real-world Entity Type Entity Instances

In-Domain

Person

Martin Luther King Jr., Napoleon Bonaparte, William
Wordsworth, William Shakespeare, Genghis Khan, Vincent van
Gogh, Mother Teresa, Leonardo da Vinci, Eleanor Roosevelt,
Theodore Roosevelt, Albert Einstein, Cleopatra VII, Frida Kahlo,
Pablo Picasso, Rosa Parks, Elvis Presley, Joan of Arc, Franklin D.
Roosevelt, Marie Antoinette, Henry VIII, Coco Chanel

Language
Polish, Portuguese, English, Hindi, Swedish, German, Spanish,
Turkish, Greek, Persian (Farsi), Hebrew, French, Arabic, Gujarati,
Bengali, Dutch, Korean, Tamil, Telugu, Italian, Kazakh, Haitian
Creole, Punjabi, Swahili

Country

Iran, Malaysia, Colombia, Kenya, Armenia, Israel, Maldives,
Vietnam, Saudi Arabia, Pakistan, Bangladesh, Turkey, Germany,
Czech Republic, United States, Russia, Ukraine, Oman, Japan,
South Korea, Belgium, Norway, New Zealand, Indonesia, Den-
mark, France, India, Spain, Iceland, Greece, Thailand

Event

The Reign of Alexander the Great, The Fall of the Berlin Wall,
The Spanish Conquest of the Aztecs, The Assassination of Julius
Caesar, The Collapse of the Soviet Union, The Battle of Midway,
The Surrender of Japan in WWII, Abolition of Slavery in the
US, The Establishment of the Ming Dynasty, The Emancipation
Proclamation, The Execution of King Louis XVI, The Partition
of India and Pakistan, The Assassination of John F. Kennedy,
Signing of the Magna Carta, American Civil War, Moon Landing,
The Battle of Thermopylae, The Establishment of the People’s
Republic of China, Fall of Constantinople, The Founding of the
United States of America, The Taiping Rebellion, The Vietnam
War, The Battle of Waterloo, Civil Rights Movement

Organization

Toyota, Human Rights Watch, Sony, Spotify, The Salvation Army,
Amazon, Bill & Melinda Gates Foundation, Apple, The ACLU,
Ford, World Food Programme, Amnesty International, Siemens,
Johnson & Johnson, World Health Organization, Nestlé, Alibaba,
Airbnb, Walmart
What primary service or product does {organization} provide?

Species
pygmy hippo, panda, praying mantis, red-shouldered hawk, swan,
humpback whale, crocodile, snow leopard, tiger, king cobra, great
horned owl, great white shark, wolverine, bengal tiger, whale
shark, bald eagle, wildebeest, harpy eagle

Creative Work

The Brothers Karamazov, Oldboy, The Count of Monte Cristo,
Jane Eyre, Citizen Kane, The Hobbit, Gangnam Style, A Tale of
Two Cities, War and Peace, Goodfellas, The Dark Knight, Brave
New World, Catch-22, Pulp Fiction, The Grapes of Wrath

Out-of-Domain

Person Alexander the Great, Machiavelli, Charles Dickens

Language Afrikaans, Sinhala, Russian, Malay, Ukrainian

Country Portugal, Italy, Sweden, Netherlands, Poland, Azerbaijan, Hun-
gary

Event
The Boston Tea Party, The Montgomery Bus Boycott, Protestant
Reformation, The Haitian Revolution, Napoleonic Wars, French
Revolution, The 9/11 Attacks, English Civil War, The Battle of
Hastings

Organization Walt Disney Company

Species albatross, raccoon, mantis shrimp, giant panda, giraffe, sloth,
chameleon

Creative Work Pride and Prejudice, The Road, A Separation, Spirited Away,
Pan’s Labyrinth
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Table 10: All relations in Controlled RippleEdit.

In-Domain / Out-of-Domain Real-world Entity Type Relation Template

In-Domain

Person

What occupation is {person} most well-known for?
Where was the birthplace of {person}?
What language was primarily spoken by {person}?
What year did {person} pass away?
What is the religion of {person}?
What year was {person} born?

Language
What writing system is used by {language}?
What is the ISO 639-1 code for {language}?
What region is {language} native to?

Country

What is the top-level internet domain for {country}?
What is the currency of {country}?
What is the ISO alpha-2 code for {country}?
Which ethnic group is the largest in {country}?
What is the capital of {country}?
What language in {country} has the most speakers?
What is the calling code for {country}?

Event
In which country did {event} happen?
Who was the most important leader or figure involved in {event}?

Organization

Where was {organization} established?
In what year was {organization} established?
Who established {organization}?
What is the primary field or industry of {organization}?
What primary service or product does {organization} provide?

Species
What is the social structure of {species}?
What is the diet of {species}?
What type of organism is {species}?

Creative Work

What is the original language of {creative_work}?
When was {creative_work} released or published?
Where was {creative_work} produced or created?
In which country was {creative_work} first released or published?
What is the genre or style of {creative_work}?

Out-of-Domain

Person ∅

Language What is the name of the alphabet or script of {language}?

Country Which religion has the most followers in {country}?

Event
When did {event} take place?
What year did {event} end?

Organization Where is the headquarters of {organization} located?

Species Where is {species} primarily native to?

Creative Work Who is the creator of {creative_work}?
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Table 11: Scaled-up experiment of MEND+Propagation on Controlled RippleEdit with
Qwen-2.5-1.5B-base-QA. We experiment with more in-domain meta-training instances,
and different sizes of hypernetwork by having dedicated hypernetworks per target weight in
Qwen-2.5-1.5B-base-QA. We observed that having larger training data and hypernetwork
tends to improve performances on Out-of-Domain instances, but it remains challenging.

LLM-Score (↑) # Hypernet
Param.

# train
instances

In-Domain
(2284)

OOD (Entity)
(1368)

OOD (Relation)
(421)

OOD (Both)
(447)

Effi. Spec. Effi. Spec. Effi. Spec. Effi. Spec.

MEND+Propagation
163M 4K 64.0 93.6 34.7 83.0 33.3 84.8 17.7 85.8
3.4B 30K 98.5 96.0 42.2 88.6 42.9 87.4 17.8 84.0

Table 12: Scale-up experiment of MEND+Propagation on Controlled RippleEdit with
Llama-3.2-1B-base-QA. We experiment with more in-domain meta-training instances,
and different sizes of hypernetwork by having dedicated hypernetworks per target weight in
Llama-3.2-1B-base-QA. We observed that having larger training data and hypernetwork tends
to improve performances on Out-of-Domain instances, but it remains challenging.

LLM-Score (↑) # Hypernet
Param.

# train
instances

In-Domain
(2284)

OOD (Entity)
(1368)

OOD (Relation)
(421)

OOD (Both)
(447)

Effi. Spec. Effi. Spec. Effi. Spec. Effi. Spec.

MEND+Propagation
159M 4K 76.7 95.5 35.2 81.6 34.5 84.0 18.3 77.5
2.8B 30K 97.8 97.1 42.5 87.2 41.8 89.5 20.9 87.8

MEND+Propagation hold for a different model family and size. We also conducted more extensive
experiment with Llama3.2-1B-base-QA. See details in Appendix F.

In Table 2, we include full test results with Llama-3.2-1B-base-QA. On the in-domain test set,
MEND+Propagation outperforms Prepend (the next best performing system) by 35.3%. We also
observe performance degradation in out-of-domain settings. When either entities or relations are
unobserved during training, MEND+Propagation maintains a strong performance gap with other
methods. For example, on OOD (Entity), the best-performing baseline CPT (Full) achieves 18.2%
lower performance than MEND+Propagation. Even on OOD (Both), where MEND+Propagation
does not observe any entity or relation in the test, MEND+Propagation is able to offer slightly better
propagation than others. Interestingly, we observe that OOD (Entity) performance tends to be higher
than OOD (Relation), implying that entity and relation do not share the same level of difficulty for
propagation.

In Table 28, results with Llama-3.2-3B-base-QA shows similar pattern in Table 21, and Table 2.

Table 13: Ablation Studies of MEND+Propagation on Controlled RippleEdit with
Llama-3.2-1B-base-QA. To reduce compute costs, we run MEND+Propagation (Mid-Upper),
which targets Layer-[10-12] for editing. “Upper layer” is Layer-[13-15(top)]. †means the
system is out-performed by MEND+Propagation (Mid-Upper) according to a paired bootstrapping test
(p = 0.05).

LLM-Score (↑)
In-Domain

(2284)
OOD (Entity)

(1368)
OOD (Relation)

(421)
OOD (Both)

(447)
Effi. Spec. Effi. Spec. Effi. Spec. Effi. Spec.

MEND+Propagation (Mid-Upper) 60.8 91.3 36.0 85.4 28.4 87.4 18.3 84.0
propagations→ paraphrases 12.4† 91.8 10.5† 93.1 11.8† 93.2 12.9† 89.1
all tokens→ answer tokens 45.9† 91.7 34.8 89.5 20.5† 89.7 16.2 88.3
Mid-Upper→ Upper layers 42.5† 93.8 19.4† 84.1 20.6† 89.1 11.5† 82.5
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Table 14: Ablation studies of MEND+Propagation on Controlled RippleEdit with
Qwen-2.5-1.5B-base-QA. To reduce compute costs, we run MEND+Propagation (Mid-Upper),
which targets Layer-[18-22] for editing. “Upper layer” is Layer-[23-27(top)]. †means the
system is out-performed by MEND+Propagation (Mid-Upper) accroding to a paired bootstrap test
(p = 0.05).

LLM-Score (↑)
In-Domain

(2284)
OOD (Entity)

(1368)
OOD (Relation)

(421)
OOD (Both)

(447)
Effi. Spec. Effi. Spec. Effi. Spec. Effi. Spec.

MEND+Propagation (Mid-Upper) 56.7 89.5 30.6 83.0 28.4 85.7 14.0 87.9
propagations→ paraphrases 10.6† 89.9 9.3† 90.4 12.6† 84.6 10.2† 88.3
all tokens→ answer tokens 42.5† 92.4 30.0 89.0 22.7† 86.0 14.7 88.2
Mid-Upper→ Upper layers 41.2† 91.4 21.1† 80.6† 18.2† 82.4† 9.9† 82.3†

Table 15: Stratified efficacy results on Controlled RippleEdit with
Llama-3.2-1B-base-QA. We separate the propagation questions in each test set by the
criteria of whether the gold answer appear verbatim in meta-training set — denoted “In” and “Not In”
respectively. We use the model’s LLM-Score on multi-hop questions for measuring efficacy.

LLM-Score (↑)
OOD (Entity) OOD (Rel) OOD (Both)

#token In Not In In Not In In Not In
(612) (756) (182) (239) (110) (337)

Llama-3.2-1B-base-QA 0× 13.0 2.4 16.3 3.3 35.5 2.9

CPT (Full) 1× 22.2 12.8 29.6 4.9 33.7 6.1
Meta-Aug CPT (Full) 7× 79.6 78.8 49.1 8.5 23.1 9.5
Active-Reading CPT (Full) 95× 22.1 16.8 35.2 14.2 43.3 10.2
MEND+Propagation 1× 49.1 24 63.6 12.4 62.3 3.9

G HYPERPARAMETERS

In Table 22, we put the hyperparameters for supervised-finetuning conducted in our study to align
model output format.

In Table 24, we put the hyperparameters for meta-training MEND+Propagation and MEND. We
mostly follows the default setting.

In Table 25, we put the hyperparameters for MEMIT. We mostly follows existing configurations in
EasyEdit (Wang et al., 2024).

In Table 23, we put the hyperparameters for CPT baselines for both CPT (Full) and CPT (Mid-Upper).

Table 16: Efficiency Evaluation with Llama-3.2-1B-base-QA model on 50 examples. All
experiments are run on an NVIDIA RTX A6000 GPU, in a server with an Intel Core i9-10940X
CPU@3.30GHz. *: we ran 4 gradient update on the injected fact f , beyond which the drop in loss is
marginal (see full hyperparameters in Table 23).

Max Memory Usage (MiB ↓) Total Runtime (Second ↓)
Base Model 6059 42
Prepend + 28 + 1
CPT (Full)* + 19132 + 920
MEMIT (wikitext-103) + 4010 + 1291
MEND (Mid-Upper) + 7550 + 106
MEND+Propagation (Mid-Upper) + 7542 + 96
MEND+Propagation + 15163 + 122
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Table 17: Efficiency Evaluation with Qwen-2.5-1.5B-base-QA model on 50 examples. All
experiments are run on an NVIDIA GH200 120GB, in a server with a CPU of ARM Neoverse-V2. *:
we ran 4 gradient update on the injected fact f , beyond which the drop in loss is marginal (see full
hyperparameters in Table 23).

Max Memory Usage (MiB ↓) Total Runtime (Second ↓)
Base Model 6763 61
Prepend + 20 - 4
CPT (Full)* + 25160 + 1442
MEMIT (wikitext-103) + 4966 + 1059
MEND (Mid-Upper) + 8747 + 111
MEND+Propagation (Mid-Upper) + 8741 + 84
MEND+Propagation + 10217 + 102

Table 18: Scale-up experiment of MEND+Propagation on Controlled RippleEdit with
Llama-3.2-1B-base-QA. We experiment with more in-domain meta-training instances,
and different sizes of hypernetwork by having dedicated hypernetworks per target weight in
Llama-3.2-1B-base-QA. We observed that having larger training data and hypernetwork tends
to improve performances on Out-of-Domain instances, but it remains challenging.

LLM-Score (↑) # Hypernet
Param.

# train
instances

In-Domain
(2284)

OOD (Entity)
(1368)

OOD (Relation)
(421)

OOD (Both)
(447)

Effi. Spec. Effi. Spec. Effi. Spec. Effi. Spec.

MEND+Propagation
159M 4K 76.7 95.5 35.2 81.6 34.5 84.0 18.3 77.5
2.8B 30K 97.8 97.1 42.5 87.2 41.8 89.5 20.9 87.8

H RELATED WORK DISCUSSION

H.1 OTHER PROPAGATION BENCHMARKS

Other benchmarks have attempted to capture knowledge propagation. DeepKnowledge (Xu et al.,
2025) is a concurrent dataset testing propagation at various levels, but this dataset is not yet released
at the time of development. MQuake and its improved version MQuake-Remastered (Zhong et al.,
2023; 2025) aim at capturing propagation by testing whether the model is able to conduct multi-hop
reasoning. In our preliminary study, we also considered a multi-hop question answering dataset
for our study, but we found 100% verbatim rate from instances in MQuake-Remastered. A similar
issue exists in MuSiQue (Trivedi et al., 2022) and other multi-hop question answering datasets (Yang
et al., 2018). Onoe et al. (2023; 2022) study the task of learning a new entity through description
(e.g., “Dracula”), and ask inference questions about the entity (e.g., “Dracula makes you fear”).
CodeUpdateArena (Liu et al., 2025) tests whether the model could learn a function update in the

Table 19: Ablation Studies of MEND+Propagation on Controlled RippleEdit with
Llama-3.2-1B-base-QA. To reduce compute costs, we run MEND+Propagation (Mid-Upper),
which targets Layer-[10-12] for editing. “Upper layer” is Layer-[13-15(top)]. †means the
system is out-performed by MEND+Propagation (Mid-Upper) according to a paired bootstrapping test
(p = 0.05).

LLM-Score (↑)
In-Domain

(2284)
OOD (Entity)

(1368)
OOD (Relation)

(421)
OOD (Both)

(447)
Effi. Spec. Effi. Spec. Effi. Spec. Effi. Spec.

MEND+Propagation (Mid-Upper) 60.8 91.3 36.0 85.4 28.4 87.4 18.3 84.0
propagations→ paraphrases 12.4† 91.8 10.5† 93.1 11.8† 93.2 12.9† 89.1
all tokens→ answer tokens 45.9† 91.7 34.8 89.5 20.5† 89.7 16.2 88.3
Mid-Upper→ Upper layers 42.5† 93.8 19.4† 84.1 20.6† 89.1 11.5† 82.5
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Table 20: Efficiency Evaluation with Llama-3.2-1B-base-QA model on 50 examples. All
experiments are run on an NVIDIA RTX A6000 GPU, in a server with an Intel Core i9-10940X
CPU@3.30GHz. *: we ran 4 gradient update on the injected fact f , beyond which the drop in loss is
marginal (see full hyperparameters in Table 23).

Max Memory Usage (MiB ↓) Total Runtime (Second ↓)
Base Model 6059 42
Prepend + 28 + 1
CPT (Full)* + 19132 + 920
MEMIT (wikitext-103) + 4010 + 1291
MEND (Mid-Upper) + 7550 + 106
MEND+Propagation (Mid-Upper) + 7542 + 96
MEND+Propagation + 15163 + 122

Table 21: Results on Controlled RippleEditwith Qwen-2.5-1.5B-base-QA. We report
the model’s LLM-Score on the dataset for efficacy, and the model’s performance on a collection of
single-hop questions for specificity. OOD (Entity) means using ID relation with OOD entity; OOD
(Relation) means using ID entity with OOD relation. Prepend is not a parametric method. †means
the system is outperformed by MEND+Propagation according to a paired bootstrap test (p = 0.05).

LLM-Score (↑)
In-Domain

(2284)
OOD (Entity)

(1368)
OOD (Relation)

(421)
OOD (Both)

(447)
Effi. Spec. Effi. Spec. Effi. Spec. Effi. Spec.

Qwen-2.5-1.5B-base-QA 8.0† 91.2† 6.8† 89.9 10.5† 87.3 9.1† 91.1
Prepend 63.1 86.2† 59.4 86.9 58.6 82.9 51.9 81.5†

CPT (Full) 12.0† 88.2† 9.6† 86.8 12.0† 82.7 11.2† 82.0†

Meta-Aug CPT (Full) 85.2 87.5 – – 32.1 73.6 18.2 73.8
Active Reading CPT (Full) 16.1 80 15.2 79.9 19.5 73.8 14.3 75.3
MEMIT (wikitext-103) 16.0† 91.3† 16.1† 90.1 13.9† 87.2 9.6† 90.3
MEMIT (Ctrl RippleEdit) 11.6† 91.2† 12.6† 90.0 10.3† 86.6 10.1† 89.7
MEND (with standard config) 12.3† 87.1† 9.9† 88.2 11.1† 83.5 10.9† 86.2
MEND (Mid-Upper) 9.1† 58.3† 8.9† 56.6† 4.8† 61.4† 5.2† 69.4†

MEND+Propagation (Mid-Upper) 56.7† 89.5† 30.6† 83.0 28.4† 85.7 14.0† 87.9
MEND+Propagation 64.0 93.6 34.7 83.0 33.3 84.8 17.7 85.8

docstring difference and apply the updated function in program synthesis. ECLeKTic (Goldman
et al., 2025) focuses on cross-lingual knowledge transfer.

H.2 CONTINUED PRETRAINING

Continued pretraining (CPT) on documents to be injected serves as a strong baseline in these scenarios.
A line of work (Padmanabhan et al., 2023; Akyürek et al., 2024) proposes to improve knowledge
propagation in CPT by modifying data scenarios or learning objectives. Yao et al. (2025) uses circuit
analysis to arrive at the template for data augmentation. Jiang et al. (2024) finds instruction-tuning
LMs on question-answering pairs prior to CPT is beneficial for knowledge injection. Yang et al.
(2024) proposes to synthesize large-scale data from the document to be injected and perform CPT
on those documents, showing improved propagation. Unlike this line of work, hypernetwork-based
methods do not synthesize additional data at test time.

I COMPUTATIONAL RESOURCES

We conducted experiments with Llama-3.2-1B-base primarily on a server with NVIDIA A40
48GB GPUs and an AMD EPYC 7413 24-Core Processor. For larger models, our experiments were
conducted on a server with NVIDIA GH200 120GB and ARM Neoverse-V2.
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Table 22: Hyperparameters used for Supervised Fine-Tuning (SFT). The same set of parameters
was used for Llama-3.2-1B-base, Qwen-2.5-1.5B-base, and Llama-3.2-3B-base
(suffixed by -QA).

(a) SFT on TriviaQA.rc.

Hyperparamter Value
Learning rate 1e-5
Scheduler linear
Epoch 2
Max seq. length 256
Batch size 128
Weight decay 0.1
Max Gradient Norm 1.0
WarmUp ratio 0.03
Optimizer AdamW

(b) SFT on Controlled RippleEdit.

Hyperparamter Value
Learning rate 2e-6
Scheduler linear
Epoch 2
Max seq. length 256
Batch size 10
Weight decay 0.1
Max Gradient Norm 1.0
WarmUp ratio 0.03
Optimizer AdamW

Table 23: Hyperparameters used for Continue Pretraining baselines, CPT (Full) and CPT (Mid-Upper),
when injecting one fact f .

Hyperparamter Value
Learning rate 1e-5
Scheduler linear
Epoch 4
Max seq. length 1024
Batch size 1
Weight decay 0.1
Max Gradient Norm 1.0
Optimizer AdamW

Table 24: Hyperparameters used for MEND+Propagation and MEND.

(a) Hyperparameters for training
MEND+Propagation and MEND.

Hyperparameter Value

cedit 0.1

learning rate to learn test-time learning rate αℓ 0.0001

Learning rate for hypernetwork weight ϕ 1.0e-06

Batch size (after gradient accumulation) 10

Validation step 100

Early stop patience (# steps) 2000

Maximum training step 1000000

Optimizer Adam

(b) Hyperparameters for hypernetwork
(MLP) in MEND+Propagation and MEND.

Hyperparameter Value

Activation ReLU

# hidden 1

# hidden dim 1920

# parameter sharing False

(c) Target MLP layers used for various comparison system

Base Model Total # layers Comparison system Layer indices (min: 0)

Llama-3.2-1B-base 16
MEND+Propagation 4-15

MEND+Propagation (Mid-Upper)/ MEND (Mid-Upper) 10-12

Qwen2.5-1.5B-base 28 MEND+Propagation 13-27

Llama-3.2-3B-base 28 MEND+Propagation 15-27
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Table 25: Hyperparameters used for MEMIT.

(a) For Llama-3.2-1B-base

Hyperparameter Value

Target layer [1, 2, 3, 4, 5]

rewrite_module_tmp “layers.{}.mlp.down_proj”

clamp_norm_factor 0.75

fact_token “subject_last”

v_num_grad_steps 20

v_lr 5e-1

v_loss_layer 15

v_weight_decay 0.5

kl_factor 0.0625

mom2_adjustment true

mom2_update_weight 20000

mom2_n_samples 100000

(b) For Qwen-2.5-1.5B-base

Hyperparameter Value

Target layer [4, 5, 6, 7, 8]

rewrite_module_tmp “layers.{}.mlp.down_proj”

clamp_norm_factor 4

fact_token "subject_last"

v_num_grad_steps 25

v_lr 5e-1

v_loss_layer 27

v_weight_decay 1e-3

kl_factor 0.0625

mom2_adjustment true

mom2_update_weight 15000

mom2_n_samples 100000

Table 26: Exact Match (EM) Results on RippleEdit with Llama-3.2-1B-base-QA. We
report the total number of test queries in brackets. Prepend is not a parametric method. The other
metric (LLM-Score) is reported in Table 1 in the main paper.

EM (↑)
Efficacy Specificity

Verbatim
(1373)

Non-Verbatim
(1586)

Verbatim
(165)

Non-Verbatim
(2099)

Llama-3.2-1B-base-QA 17.0 4.0 90.9 23.2
Prepend 36.0 12.4 94.5 21.6
CPT (Full) 87.8 3.4 99.4 17.3
CPT (Mid-Upper) 48.7 4.0 93.3 24.1
MEMIT (wikitext-103) 21.1 5.6 93.3 24.1
MEMIT (RippleEdit) 26.6 5.9 98.2 19.3
MEND (with standard config) 72.7 3.0 98.2 21.3
MEND (Mid-Upper) 69.7 3.1 97.0 17.8
MEND+Propagation (Mid-Upper) 73.8 14.9 97.6 31.8
MEND+Propagation 78.7 17.3 95.2 35.1
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Table 27: Results on RippleEdit with Llama-3.2-1B-base-QA. Performances are reported
in the format of Exact Match (EM) / LLM-Score. We notice the EM and LLM-Score strongly disagree
with each other on Forgetfulness (FN); after spotchecking, we found EM is high because one of the
valid answers a ∈ Ai is a substring of the propagation question qi. Prepend is not a parametric
method.

EM / LLM-Score (↑)
Efficacy Specificity

LG

(230)

CI

(1679)

CII

(273)

SA

(777)

RS

(1982)

FN

(282)

Llama-3.2-1B-base-QA 13.0/13.5 13.0/11.0 4.4/9.3 4.6/8.2 24.9/29.0 51.1/10.4

Prepend 20.0/31.9 21.1/24.9 18.3/22.6 30.9/39.2 23.3/30.0 52.5/13.6

CPT (Full) 16.1/11.4 12.7/10.4 93.8/89.3 97.0/93.0 19.9/17.8 47.5/3.3

CPT (Mid-Upper) 13.9/15.8 13.3/12.0 32.6/32.2 50.1/51.7 26.4/28.0 48.6/10.9

Active-Reading CPT (Full) 36.5/29.9 13.2/12.7 93.8/95.1 97.7/93.8 20.7/19.7 48.9/5.4

MEMIT (wikitext-103) 14.3/13.8 14.5/14.6 7.3/11.6 10.6/16.2 24.1/26.3 49.6/7.9

MEMIT (RippleEdit) 14.3/13.3 14.8/14.8 7.7/13.9 20.2/24.9 21.6/23.5 48.9/7.3

MEND (with standard config) 14.8/11.7 12.1/10.2 68.9/69.8 79.9/80.8 24.0/25.8 47.5/8.4

MEND (Mid-Upper) 13.5/13.8 12.4/10.8 59.0/64.1 77.9/79.2 20.1/23.6 47.5/8.1

MEND+Propagation (Mid-Upper) 27.0/12.8 22.9/25.9 72.5/74.3 77.7/79.3 33.3/33.1 59.9/21.5

MEND+Propagation 30.9/25.0 25.3/27.7 83.5/85.7 81.3/82.1 35.7/35.6 65.6/27.3

Table 28: Results on Controlled RippleEdit with Llama-3.2-3B-base-QA. We use the
model’s LLM-Score on multi-hop questions for efficacy, and the model’s performance on single-hop
questions for specificity. OOD (Entity) means using ID relation with OOD entity; OOD (Relation)
means using ID entity with OOD relation. Prepend is not a parametric method.

LLM-Score (↑)
In-Domain

(2284)
OOD(Entity)

(1368)
OOD(Relation)

(421)
OOD(Both)

(447)
Effi. Spec. Effi. Spec. Effi. Spec. Effi. Spec.

Llama-3.2-3B-base-QA 8.1 91.8 6.9 93.0 8.1 92.4 6.5 93.8
Prepend 66.1 90.3 62.5 92.1 61.3 90.3 52.5 91.6

CPT (Full) 18.4 86.2 16.8 86.0 16.1 86.7 12.7 82.7

MEND+Propagation 69.9 94.6 42.4 89.8 34.0 93.2 19.2 89.6
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Though the runtime varies depending on the datasets, the meta-training of hyper networks typically
takes around 10 hours, or as little as 4 hours for some experiments.
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