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Abstract
Efficiently training large language models (LLMs) necessi-
tates the adoption of hybrid parallel methods, integrating
multiple communications collectives within distributed par-
titioned graphs. Overcoming communication bottlenecks is
crucial and is often achieved through communication and
computation overlaps. However, existing overlap methodolo-
gies tend to lean towards either fine-grained kernel fusion
or limited operation scheduling, constraining performance
optimization in heterogeneous training environments.

This paper introduces Centauri, an innovative framework
that encompasses comprehensive communication partition-
ing and hierarchical scheduling schemes for optimized over-
lap. We propose a partition space comprising three inher-
ent abstraction dimensions: primitive substitution, topology-
aware group partitioning, and workload partitioning. These
dimensions collectively create a comprehensive optimiza-
tion space for efficient overlap. To determine the efficient
overlap of communication and computation operators, we de-
compose the scheduling tasks in hybrid parallel training into
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three hierarchical tiers: operation, layer, and model. Through
these techniques, Centauri effectively overlaps communi-
cation latency and enhances hardware utilization. Evalua-
tion results demonstrate that Centauri achieves up to 1.49×
speedup over prevalent methods across various parallel train-
ing configurations.
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1 Introduction
Recent advancements in LLMs have brought about a rev-
olution in the field of natural language processing (NLP)
[1, 5, 7, 35]. According to the scaling law of LLMs [14], there
exists a robust correlation between the sizes of models and
their performance capabilities. However, the pre-training
cost of LLMs is also notably escalating with the growth of
model sizes, demanding thousands of GPU-days for compu-
tation and substantial memory capacity [1].

Therefore, diverse parallelism methods [21, 29, 30] are ap-
plied to distribute the resource-intensive LLMs training tasks
across a GPU cluster. These methods encompass a range of
intricate parallelism paradigms, including data parallelism
(DP) [18], tensor parallelism (TP) [21, 33], pipeline paral-
lelism (PP) [10, 19, 21], fully sharded data parallelism (FSDP)
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Figure 1. Different overlapping strategies on FSDP training
of a simplified Transformer structure: 𝑎 is direct schedul-
ing that weights are gathered before MatMuls; 𝑏 is MatMul
and Allgather kernel fusion; 𝑐 is Centauri scheduling that
communication is partitioned from group and workload di-
mensions for better overlapping

[42] and Zero [29], each introducing distinct communica-
tion patterns to the distributed tasks. Consequently, com-
munication overhead occupies a substantial portion of the
end-to-end execution time in parallel LLMs training, partic-
ularly within heterogeneous network environments [11, 40].
Thus, minimizing communication overheads is crucial for
the efficient scaling-out of parallel LLMs training tasks.
Simultaneous execution of computation and communi-

cation operations is vital for overlapping the communica-
tion overhead during parallel LLMs training. Previous ef-
forts have aimed to enhance this overlap through scheduling
and kernel fusion approaches. However, some frameworks
[9, 17, 18, 27, 28] focus on optimizing the scheduling of a
single parallel method and fall short in addressing the in-
tricate overlap challenges within hybrid parallel methods
[21, 29]. Notably, even for the forward and backward passes,
optimal overlapping patterns may vary. Certain strategies
[20, 32] rely on concurrent communications across multiple
GPU streams but may lack exploration into a broader over-
lap space involving computation. Meanwhile, graph-level
overlapping [16, 17, 42] in a coarse-grained manner might
under-utilize hardware resources, as depicted by the notable
gaps of resource idling shown in Fig 1 𝑎. On the other hand,
some sophisticated compiler-style works [11, 40] segment
collectives and their adjacent computations, generating fused
kernels at the operation level. Fine-grained kernel fusionmay
potentially overlook a wider range of graph-level scheduling
opportunities. This is illustrated in Fig 1, where MatMul B
in 𝑎 completes ahead of fused kernel B in 𝑏.

These limitations underscore two fundamental challenges
in optimizing overlap in LLMs training. The first challenge
revolves around systematically and comprehensively explor-
ing the full potential of overlapping space. To tackle this,
we propose a key insight: communication inherently is a
mapping transformation (primitive) of workload across a

Table 1. Overlapping Capability of Popular Frameworks

Works Primitive Group Workload Scheduling

Better Together [20] ✓ - - ✓
Breadth-First [17] - - - ✓
CoCoNet [11] ✓ - ✓ -
Dist-Einsum [40] - - ✓ -
DeepSpeed Zeros [29, 30] ✓ - ✓ -
Megatron-LM [21, 33] - - - ✓
OOO-Backprop [27] - - - ✓
Torch DDP, FSDP [18, 42] - - ✓ ✓

group of devices. Appropriately partitioning communication
operations can expand the optimization space for communi-
cation overlap (see Fig 1 𝑐). Thus, we propose an abstraction
of three dimensions: 1) primitive, 2) group, and 3) work-
load. This comprehensive abstraction forms our partitioning
space. Table 1 demonstrates the expressiveness of our ab-
straction, revealing the optimization spaces in most recent
related works are subsets of our space. The second challenge
is efficiently scheduling the partitioned communication and
computation operations in the optimization space for com-
plex hybrid parallel tasks, rather than from a single parallel
perspective. To address this challenge, we recognize that the
repetitive layer-wise architectures of LLMs and the iterative
nature of gradient accumulation during training allow us
to simplify the scheduling challenge into three hierarchical
tiers: 1) operation, 2) layer, and 3) model. Each tier focuses on
a different level of granularity, thereby preventing excessive
entanglement between them.

This paper introducesCentauri, a training system designed
to facilitate efficient scheduling for overlapping communica-
tion and computation in LLMs training through communi-
cation partitioning. Centauri contains two key components:
partitioning and scheduling. Firstly, to broaden the optimiza-
tion space for overlapping, we perform communication parti-
tioning with consideration of primitive, group, and workload
dimensions. Primitive partitioning primarily focuses on the
equivalence of substitution and the scalability of substituted
collectives. A collective group of ranks can be subdivided
into several groups in a topology-aware manner, maximiz-
ing the utilization of high intra-node bandwidths. Workload
partitioning requires the selection of compatible dimensions
based on the workload analysis of a sequence of communi-
cation and dependent computation operations.
With a comprehensive partition space, efficient sched-

uling of hybrid parallel training tasks can unlock the full
performance potential of overlapping with consideration of
operation, layer, and model levels. At the operation level,
orchestrating the execution order of communication among
different partitioned groups with appropriate workload gran-
ularity is essential to facilitate the overlapping of partitioned
operations. For layer-level backward overlapping, varying
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combinations of hybrid parallel methods result in diverse
communication patterns. Scheduling operations with adap-
tive priority according to the communication patterns as-
sumes promising layer-level performance improvements.
Model-level focuses on maximizing the overlap of forward,
backward, and model update phases across different hybrid
configurations. This hierarchical disentanglement of schedul-
ing space ensures the exploration of promising overlapping
strategies at a holistic level with small searching overheads.

This paper makes the following contributions:
• We put forward a novel communication partition ab-
straction, comprising three dimensions: primitive, group,
and workload. The adaptable combinations of these
dimensions encompass prevalent partition strategies.

• We decouple the complex scheduling optimization
space of hybrid parallel LLMs training into 3 hierar-
chical tiers: operation, layer, and model. They focus
on fine-granularity operation overlapping, backward
adaptive scheduling, and elastic cross-phase schedul-
ing, respectively.

• We implement Centauri within a widely adopted LLMs
training framework Megatron-LM [33]. We encapsu-
late the transformer layer with different partitioning
and scheduling strategies and develop a new distributed
reducer, optimizer, and pipeline scheduler.

• We evaluate the proposed techniques using an open-
source LLM LLaMA [35] across various parallel train-
ing methods in two heterogeneous environments. The
results demonstrate that Centauri achieves a remark-
able speedup of up to 1.45× on single parallel tasks
and 1.49× on hybrid tasks with strong scalability, com-
pared to prevalent methods.

2 Background
2.1 Collective Communication
MPI-style [8, 34] collective operations serve as essential ab-
stractions for data exchange patterns, widely adopted to
facilitate distributed tensor computation across 𝑃 devices for
each volume 𝐷 . Three commonly used collectives in hybrid
parallel training are:

• Allreduce aggregates data from different ranks by
applying a reduction operation for a result of volume
𝐷 .

• Reduce-Scatter reduces input values across ranks,
with each rank receiving a subpart of the result cor-
responding to a volume of 𝐷/𝑃 . This is typically em-
ployed after intensive computation operations.

• Allgather gathers values from all ranks and distributes
the result of volume 𝑃𝐷 to all ranks. This is typically
followed by intensive computation operations.

Communication libraries, such as the NVIDIA Collective
Communications Library (NCCL) [24], offer high-performance
implementations of these collectives on specific hardware
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Figure 2. Simplified forward and backward workflows of
hybrid parallelism, encompassing sequence parallelism, fully
sharded data parallelism, pipeline parallelism, and data par-
allelism.

links. In a GPU cluster, GPUs within a node are commonly
connected to high-bandwidth and low-latency NVSwitches
[26] with NVLink Network interconnects [25]. Collectives
are often implemented using a ring topology [24] to max-
imize bandwidth usage within a node. Conversely, GPUs
across nodes are typically connected through networks with
limited bandwidth and high latency. For multi-machine col-
lective implementations with full bandwidth and logarithmic
latency, the double binary tree approach [22] is commonly
employed.

2.2 Hybrid Parallel Training
LLM training often demands a large amount of memory that
exceeds the capacity of a single accelerator. As a result, LLM
tasks are usually distributed across multiple devices. The
choice of distributed strategies varies, each characterized
by unique communication patterns, contingent on specific
configurations.

An illustration of a hybrid parallel methods combination is
depicted in Fig 2. Data parallelism (DP) [18], a widely used
parallel training approach, involves distributing data samples
across devices. In this paradigm, a time-consuming allreduce
operation is added to accumulate gradients, which is usually
scheduled to be overlapped with back-propagation [9, 17, 18].
Fully sharded data parallelism (FSDP) [42] partitions
model parameters across devices and introduces an allgather
operation to pre-fetch weights before launching dependent
computations. The input tensor shape is [𝐻𝑖𝑛, 𝐻𝑜𝑢𝑡/𝑃], pro-
ducing an output tensor of shape [𝐻𝑖𝑛, 𝐻𝑜𝑢𝑡 ], where 𝐻𝑖𝑛 is
the contraction dimension and 𝐻𝑜𝑢𝑡 is the output dimension.
Post-computation, the memory allocated to store the global
weights is released, addressing memory constraints in LLMs
tasks. In the backward pass, FSDP weight gradients are also
reduce-scattered. Tensor parallelism (TP) [21] has evolved
into sequence parallelism (SP) [15] for enhanced memory
optimization. With SP, activations are collectively gathered
before a column-sharded MatMul operation within the trans-
former structure, and output activations of a row-sharded
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Figure 3. Centauri workflow overview for a hybrid parallel training example of DP and FSDP. 1○ Primitive substitution:
Allreduce is split into reduce-scatter and allgather. 2○ Group partition: Allgather in the forward phase is split into inter-node
group and intra-node group communication. 3○ Workload partition: This step focuses on splitting collective and computation
tasks with proper granularity. 4○ Operation scheduling: overlap between two split collective and computation operations. 5○
Layer scheduling: The execution is adjusted according to the critical path within a layer. 6○ Model scheduling: Overlapping
between different phases enhances overall training efficiency.

MatMul are subsequently reduce-scattered. For activation
gathering of SP, the input shape is [𝐵/𝑃, 𝐻𝑖𝑛], while the
output tensor is of shape [𝐵,𝐻𝑖𝑛], where 𝐵 represents the
token size dimension, and 𝐻𝑖𝑛 is the hidden size dimension.
The shapes for reduce-scatter are vice versa. In inter-layer
pipeline parallelism (PP) [6, 10, 21], activation tensors are
delivered among devices through point-to-point communi-
cation primitives.

2.3 Motivations
Based on the hybrid parallel patterns, we discern two types
of dependencies between computation and communication:

• Sequential dependency: This involves a strict sequen-
tial order of computation and communication execu-
tion. An example is illustrated in the original task in
Fig 3, where the global gradient allreduce of DP in the
weight update phase depends on the backward phase.

• Non-sequential dependency: Computation and com-
munication are independent, allowing for direct over-
lapping space. However, the coarse granularity of over-
lapping might be inefficient. An example can be found
in the forward phase, where the weight pre-fetch oper-
ation allgather B overlaps with MatMul A, as depicted
in the original scheduling pattern in Fig 3, with a no-
table idle gap on the computation track.

However, given the communication-computation constraints
outlined above, the optimization space for overlapping is in-
herently limited for both types of dependencies. To break up
these constraints, it is crucial to effectively partition commu-
nication primitives, along with their dependent computation
operations. Such partitioning significantly expands the op-
timization space for overlapping. Take Fig 3 as an example.
To break up the sequential dependency of gradient allre-
duce of DP, 1○ first partitions allreduce into reduce-scatter
(RS) + allgather (AG) with primitive substitution. Then the
workload of AG is further partitioned into two chunks in 3○,
allowing for overlapping with the forward phase in 6○. For
non-sequential dependency, the weight AG for B is initially
independent of MatMul A, leading to insufficient overlap, as
seen in Fig 3. To address this, steps 2○ and 3○ involve parti-
tioning AG B and its dependent computation for optimized
scheduling, as demonstrated in 4○.

3 Overview
The workflow of Centauri includes two integral parts: com-
munication partition and hierarchical scheduling, as illus-
trated in Fig 3. The communication partition phase generates
the potential partition space and selects an efficient strat-
egy for each communication collective, considering three
fundamental dimensions. The hierarchical scheduling step
disentangles the complex hybrid parallel communication
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Table 2. Primitive Substitution List

Primitive Sub-primitives Scalability

AllReduce Reduce + Broadcast x
Reduce-scatter + AllGather ✓

Reduce-Scatter Reduce + Scatter x
Reduces of distinct roots ✓

AllGather Gather + Broadcast x
Broadcasts of distinct roots ✓

collectives into three tiers. Each collective is assigned to a
specific scheduling tier. Each tier selects the partition and
scheduling scheme with lower overhead. This approach aims
to achieve an optimized overall overlapping scheme.

3.1 Communication Partition
A collective operation fundamentally acts as amapping trans-
formation of workload involving a data volume, denoted as
𝐷 , across a group of devices designated as 𝐺 . In this con-
text, we define three essential dimensions: primitive, group,
and workload, forming the basis for generating our parti-
tion space. The combination space of these dimensions is
expansive. To ensure searching efficiency among these parti-
tion patterns without losing generality, we choose to evolve
the partition space in the sequential order of the three di-
mensions. Primitive substitution establishes the fundamen-
tal communication patterns and cost models for group and
workload partitions. With a primitive pattern in place, de-
vices group can be subdivided into sub-groups. Workload
partitioning is the final step to determine the computation
operations involved in the overlapping chain and the parti-
tion dimensions of operations in the chain.

3.1.1 Primitive Substitution. A collective primitive can
be substituted by several sub-primitives, maintaining the
same communication effects, as listed in Table 2. Some of
these sub-primitives may operate at a finer granularity with
negligible partition overhead, thereby enhancing the poten-
tial for overlapping with additional computation operations.
For instance, in the context of DP, the allreduce operation
can be split into reduce and broadcast, or reduce-scatter
and allgather, enabling them to be overlapped separately by
backward and forward phases. Reduce-scatter can be further
replaced by multiple reduce operations with distinct root
ranks, while allgather can be considered equivalent to multi-
ple broadcast operations. From the point of primitive substi-
tution, an interesting observation emerges concerning the
Zero-1,2 and sequence parallelism algorithms. Specifically,
following the substitution of allreduce with reduce-scatter
and allgather, the allgather operation can strategically un-
dergo repositioning through elementwise operations. This
transformation leads to the evolution of TP and DP into SP
and Zero-1,2.

Ensuring optimal performance scalability is a key factor
in deciding on operation substitutions. Some substitutions,
which could potentially increase the total theoretical latency,
are pruned from partition space. A case in point is the choice
to favor reduce-scatter over reduce + scatter, as the latter
doubles the latency of the former. While some rooted sub-
primitives may exhibit nearly similar theoretical latency
as the original primitive, it is notable that communication
contention on the root ranks can significantly increase the
overhead of rooted collectives. Consequently, the unrooted
reduce-scatter and allgather pair are usually favored when
replacing the bottlenecked allreduce communication, espe-
cially as the number of devices largely increases.

3.1.2 Group Partition. Collective communications are
conducted within a rank group 𝐺 , which can be further
subdivided into smaller groups {𝐺1,𝐺2,𝐺3, ...} to achieve
finer communication granularity. Specific iterative execu-
tions across those groups can output results identical to those
obtained from the original group. Due to the intricate nature
of group partition space, a hierarchical group partition be-
comes necessary for aligning with the hierarchical topology
of underlying networks [37]. In a group partition scheme,
devices can be arranged into a 𝑑-dimension mesh with a
shape denoted as [𝑁1, 𝑁2, ..., 𝑁𝑑 ], where

∏𝑑
𝑖=1 𝑁𝑖 = |𝐺 |. Each

device of group rank 𝑟 is assigned a 𝑑 dimensional index. The
𝑘𝑡ℎ dimension of index(𝑟 ) is computed as (𝑟/∏𝑑

𝑖=𝑘+1 𝑁𝑖 )%𝑁𝑘 .
With this abstraction, rank 𝑟 is affiliated with 𝑑 partitioned
sub-groups of {𝐺𝑟

1,𝐺
𝑟
2, ...,𝐺

𝑟
𝑑
}, where𝐺𝑟

𝑖 = {𝑘 |𝑖𝑛𝑑𝑒𝑥 (𝑘) [ 𝑗] =
𝑖𝑛𝑑𝑒𝑥 (𝑟 ) [ 𝑗],∀𝑗 ≠ 𝑖}. Through group partition, a collective
is executed on each sub-group with an identical traversing
order for each rank.

When pruning a group partition space with various mesh
abstractions, the primary consideration is the utilization of
topology. Parallel methods like FSDP or DP typically involve
collective communications across a group of inter-node de-
vices, leading to heterogeneity of device connections. In
a sub-group with unbalanced bandwidths, bottlenecks on
low-bandwidth links can offset the performance benefit of
high-bandwidth links. To adhere to the locality principle of
double binary tree algorithm [22], group topology partition-
ing should leverage the high bandwidth of local connections
and limit cross-node communication volume to improve com-
munication performance. Consequently, any group partition
schemes involving sub-groups with unbalanced bandwidths
are excluded from the partition space. Even with balanced
bandwidths, finer sub-group partition carries the risk of band-
width under-utilization. Within each node, NCCL establishes
multiple ring channels based on the detected link topology.
For certain architectures, like the DGX-1, finer group parti-
tion may disrupt the well-designed link topology within a
node, resulting in ring channels with significantly reduced
bandwidth. Consequently, the communication cost on these
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Table 3. Computation Dimension Types

Operation Workload Dims Types Partition Dims

MatMul [𝐴, 𝐵 ]𝑥 [𝐵,𝐶 ] OD, CD, OD 𝐴, 𝐵,𝐶

+, −, ∗, /,
Dropout,
ReLU, GeLU

[𝐴, 𝐵 ] OD, OD 𝐴, 𝐵

SwiGLU,
Softmax,
LayerNorm

[𝐴, 𝐵 ] OD, ND 𝐴

finely partitioned sub-groups may surpass that of direct ex-
ecution on an intra-node group, rendering finer partition
unnecessary. These considerations from topology utilization
filter out some inefficient finer group partition schemes.

3.1.3 Workload Partition. Given a primitive and group
partition scheme, the workload partition of communica-
tion triggers the partitioning of its dependent computation
chain if the overlapping space with independent compu-
tation proves insufficient. In the context of LLMs training,
communication can overlap with a sequential chain of de-
pendent computations. For example, in FSDP training, the
allgather operation can overlap with the subsequent MatMul
and activation functions, such as GeLU and Dropout. The
overall workload partition of a chain results from combining
each operation’s partition scheme.
Workload partitioning of communication and computa-

tion operations entails considering two aspects: the opera-
tions included in the partition and their partition dimensions.
The former takes into account the chain length while the
latter focuses on the compatibility of partition dimension
within the chain. Partition dimensions are related to the pat-
terns of dependent computation operations. The granularity
of partitioning is closely intertwined with operation-level
scheduling optimization, which is discussed in Section 3.2.1.
We categorize three dimension types of computation opera-
tions in LLMs training tasks:
• Contraction dimension (CD): This category involves the
contraction dimensions of operations like MatMuls and
Einsums. When a computation operation is partitioned
along this dimension, it necessitates an additional reduce
operation to aggregate the partial results.

• None-split dimension (ND): This type requires a highly
coupled computation along this dimension and is not
preferable for splitting. It includes reduced dimensions
of normalization functions.

• Other dimension (OD): This type encompasses the re-
maining workload dimensions, such as the batch dimen-
sion and none-contraction dimensions of MatMuls.

With these categories of dimension types, the possible parti-
tion space of typical computation operations is outlined in
Table 3.
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Figure 4.Communication partitioningworkflow for a hybrid
training task containing N communication operations.

The partition strategies for each operation in a dependent
computation chain yield multiple combinations of partition
dimensions. It’s crucial to select feasible partition combi-
nations that are compatible. For example, the output of a
MatMul partitioned along batch-dimension (first dimension)
is incompatible with a subsequent element-wise add oper-
ation partitioned along hidden size dimension (second di-
mension). After that, to optimize the overlapping effect, the
guiding principle when choosing from various compatible
partition dimensions is to identify a partition scheme that
encompasses a computation chain. This chain’s cost, com-
bined with independent computation cost, should not be
less than that of the communication operations intended for
overlapping if possible, or maximal otherwise.

In summary, the workflow abstraction of communication
partitioning is illustrated in Fig 4. Each communication in
hybrid training generates a partition space in a tree struc-
ture. Each leaf node in a tree represents a feasible partition
scheme. The selected partition scheme is chosen to have
minimal scheduling cost. The partition strategies at each
node constitute a large forest of possible partition schemes
for a hybrid training task.

3.2 Hierarchical Scheduling
With a comprehensive but large partition space of Sec 3.1,
optimizing the overlap scheduling of an entire graph be-
comes a complex task. To simplify the intricate scheduling
task, we categorize the communication patterns into three
hierarchical scheduling tiers: operation, layer, and model
levels. The operation level focuses on the communication
operation overlapping within a forward layer. It calculates
the scheduling overheads of all feasible partition schemes.
The partition and scheduling scheme with minimal overhead
is selected as the overlapping scheme for that operation.
The layer level concentrates on the optimal execution pri-
ority of a backward layer, considering the hybrid parallel
method (TP & FSDP) applied. It aims to optimize the overlap
of backward computations. The model level contains for-
ward, backward, and DP weight update phases. It focuses on
partition and flexible overlap scheduling for DP allreduce
and the other phases. With that, a lightweight hierarchical
scheduling optimization at each level contributes to a com-
prehensive and optimized overall scheduling scheme. The
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Figure 5. a) scheduling with coarse granularity results in
a large idle gap. b) fine granularity scheduling introduces
large overhead due to excessive workload partition. c) sched-
uling with a group order of large inter-node communication
overheads. d) group partition with a group order of small
inter-node and acceptable intra-node communication over-
heads. e) the selected partition and scheduling scheme with
no idle gaps.

operation and layer levels scheduling focus on the forward
and backward phases separately. The execution cost of opti-
mized forward and backward phases jointly influences the
model-level scheduling.

3.2.1 Operation Level. Fine-grained scheduling at the op-
eration level aims to efficiently overlap communication and
computation operations within each forward transformer
layer. Each layer consists of a sequence of operations. Here,
each collective is partitioned and scheduled to achieve over-
lap with dependent operations. This optimization process
ensures that the overlap strategy for each collective is de-
cided in a sequential order, thereby improving the efficiency
of the overall layer in a greedy manner.
For each collective, different scheduling schemes based

on various partitioning patterns result in distinct overall
performance. Overly fine-grained workload partitioning can
result in nearly full overlap of communication and computa-
tion, but it may negatively impact overall performance due
to multiple small GPU kernel launches and data movement
overheads, as shown in Fig 5.b. Therefore, strategies with

Algorithm 1: Operation Level Strategy
Input :comp_cost, comm_cost, cost_inter, cost_intra,

// cost of inter&intra group communication
inter_size, intra_size, //inter&intra group sizes
in_cost // cost of independent operations

1 num_chunks = MAX_CHUNKS;
2 if in_cost < comm_cost then
3 // even workload partition
4 if 0 < in_cost then
5 num_chunks = min( 𝑐𝑜𝑚𝑚_𝑐𝑜𝑠𝑡

𝑖𝑛_𝑐𝑜𝑠𝑡 , 𝑛𝑢𝑚_𝑐ℎ𝑢𝑛𝑘𝑠) ;
6 end
7 granularity = [ 1

𝑛𝑢𝑚_𝑐ℎ𝑢𝑛𝑘𝑠 ] x 𝑛𝑢𝑚_𝑐ℎ𝑢𝑛𝑘𝑠;
8 // uneven group workload partitioning
9 if is_group_partitioned then
10 if in_cost > cost_inter then
11 // inter-node launched first
12 granularity = [ 𝑖𝑛𝑡𝑒𝑟_𝑠𝑖𝑧𝑒

𝑤𝑜𝑟𝑙𝑑_𝑠𝑖𝑧𝑒 , 1-
𝑖𝑛𝑡𝑒𝑟_𝑠𝑖𝑧𝑒
𝑤𝑜𝑟𝑙𝑑_𝑠𝑖𝑧𝑒 ];

13 else
14 // intra-node launched first
15 if 𝑐𝑜𝑚𝑝_𝑐𝑜𝑠𝑡

𝑖𝑛𝑡𝑒𝑟_𝑠𝑖𝑧𝑒 > 𝑖𝑛𝑡𝑟𝑎_𝑠𝑖𝑧𝑒 ∗ 𝑐𝑜𝑠𝑡_𝑖𝑛𝑡𝑒𝑟
then

16 granularity=[ 𝑖𝑛𝑡𝑟𝑎_𝑠𝑖𝑧𝑒
𝑤𝑜𝑟𝑙𝑑_𝑠𝑖𝑧𝑒 ,1-

𝑖𝑛𝑡𝑟𝑎_𝑠𝑖𝑧𝑒
𝑤𝑜𝑟𝑙𝑑_𝑠𝑖𝑧𝑒 ];

17 else
18 // finer workload partitioning
19 granularity=[ 𝑖𝑛𝑡𝑟𝑎_𝑠𝑖𝑧𝑒

𝑤𝑜𝑟𝑙𝑑_𝑠𝑖𝑧𝑒 ,
𝑖𝑛𝑡𝑒𝑟_𝑠𝑖𝑧𝑒−1
𝑤𝑜𝑟𝑙𝑑_𝑠𝑖𝑧𝑒 ,

1 − 𝑖𝑛𝑡𝑒𝑟_𝑠𝑖𝑧𝑒+𝑖𝑛𝑡𝑟𝑎_𝑠𝑖𝑧𝑒−1
𝑤𝑜𝑟𝑙𝑑_𝑠𝑖𝑧𝑒 ] ;

20 end
21 end
22 end
23 else
24 // no need for partitioning
25 num_chunks = 1, granularity = [1];
26 end

Output :granularity

larger granularity are preferable. Meanwhile, with group par-
titioning, it is crucial to have bandwidth-aware scheduling
with an appropriate order of inter- and intra-node communi-
cation, as highlighted in the comparison of Fig 5.c and d. A
proper interleaved intra- and inter-node scheduling scheme,
based on group and workload partitioning, strikes a balance
for maximum performance improvement in Fig 5.e. There-
fore, proper interleaved execution of intra- and inter-node
communication with proper partition granularity is the key
issue.
With the above considerations, operation-level schedul-

ing with appropriate partition granularity is presented in
Algorithm 1. If the communication cost is lower than the in-
dependent computation cost 𝑖𝑛_𝑐𝑜𝑠𝑡 , communication can be
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Figure 6. Layer-level Backward Scheduling of simplified TP
and FSDP methods. a) OOO propagation [27] that activation
computation is scheduled with higher priority. b) Megatron-
LM sequence parallel method [15] that aims at overlapping
activation communication. c) Centauri schedules critical path
to maximize overlapping.

fully overlapped by independent operations and is not parti-
tioned (line 24-25). Otherwise, partitioning is considered, and
a maximum number of partitioned chunks𝑀𝐴𝑋_𝐶𝐻𝑈𝑁𝐾𝑆
is set to prevent excessive partitioning. In line 3-7, to fully
utilize the independent computation, collectives are evenly
partitioned according to 𝑖𝑛_𝑐𝑜𝑠𝑡 . For group partitioning of
allgather, the bandwidth-limited inter-node commutation
is always the bottleneck. In line 10-12, if inter-node com-
munication can be directly overlapped by independent op-
erations, the allgather is partitioned into an inter-node all-
gather and an intra-node allgather. The output of inter-node
allgather represents 𝑖𝑛𝑡𝑒𝑟_𝑠𝑖𝑧𝑒

𝑤𝑜𝑟𝑙𝑑_𝑠𝑖𝑧𝑒 of the total workload. The
intra-node allgather gathers the output of the inter-node
allgather. Therefore, the workload partition granularity is
[ 𝑖𝑛𝑡𝑒𝑟_𝑠𝑖𝑧𝑒
𝑤𝑜𝑟𝑙𝑑_𝑠𝑖𝑧𝑒 , 1 −

𝑖𝑛𝑡𝑒𝑟_𝑠𝑖𝑧𝑒
𝑤𝑜𝑟𝑙𝑑_𝑠𝑖𝑧𝑒 ]. In line 14-20, the intra-node all-

gather is launched first. If inter-node communication can
be overlapped by the computation of intra-node allgather
output, finer workload partition is unnecessary in line 15-16.
Otherwise, inter-node communication is further partitioned
to minimize cross-node communication for better overlap.

3.2.2 Layer Level. Unlike the forward phase, where effi-
cient overlap relies on partitioning, the backward phase has
a natural scheduling space. The backward computation of
a forward operation involves two independent parts: acti-
vation gradient computation and weight gradient computa-
tion. Traditionally, activation computation has been assigned
higher scheduling priority in previous works [21, 27] since
its output serves as input for the back-propagation of the
preceding operation as depicted in Fig 6 a, b. Nevertheless, in
hybrid parallel configurations, different execution priorities
of these two parts lead to varying latency. With that, we dis-
tinguish two critical paths of activation and weight gradient

computation. Different scheduling priorities of these two
interleaved paths within a layer result in different costs:

𝑇1 = 𝑇 (𝑊 _𝐴𝐺) +𝑚𝑎𝑥 (𝑇 (𝐺_𝑎𝑐𝑡),𝑇 (𝑎𝑐𝑡_𝐴𝐺))+
𝑚𝑎𝑥 (𝑇 (𝐺_𝑤),𝑇 (𝑎𝑐𝑡_𝑅𝑆)) +𝑚𝑎𝑥 (𝑇 (𝐺_𝑤_𝑅𝑆),𝑇 (𝑜𝑡ℎ𝑒𝑟𝑠))

𝑇2 = 𝑇 (𝑎𝑐𝑡_𝐴𝐺) +𝑚𝑎𝑥 (𝑇 (𝐺_𝑤),𝑇 (𝑊 _𝐴𝐺))+
𝑚𝑎𝑥 (𝑇 (𝐺_𝑎𝑐𝑡),𝑇 (𝐺_𝑤_𝑅𝑆)) +𝑇 (𝑎𝑐𝑡_𝑅𝑆) +𝑇 (𝑜𝑡ℎ𝑒𝑟𝑠)

(1)
𝑇1 corresponds to the related cost of activation gradient com-
putation scheduled with higher priority, which is adopted in
a single TP scenario. The four terms in 𝑇1 delineate the time
costs associated with weight pre-fetch, overlapped compu-
tation with TP collectives, and overlapped weight gradient
reduction with other operations, respectively. 𝑇2 represents
the corresponding cost when weight gradient computation is
assigned a higher priority, for better overlapping in the FSDP
case as shown in Fig 6 c. The four terms in 𝑇2 encapsulate
the costs related to activation communication, overlapped
computation and FSDP collectives, and other computational
costs. The final scheduling scheme within a backward layer
hinges on the minimal cost between 𝑇1 and 𝑇2.

3.2.3 Model Level. Model level overlapping aims to hide
the communication of gradients and weights with forward
and backward phases. In a single DP scenario of Centauri,
after the partition process, allgather is overlapped with the
forward phase, while reduce-scatter is overlapped with the
backward phase chunk-by-chunk in a fine-grained manner.
In hybrid DP and PP training, fine-grained pipeline sched-
uling strategies aim to reduce pipeline bubbles, which influ-
ence the overlap of computation and communication. The
overheads of a micro-batch of model chunk computation
are usually smaller than the related gradients or weights
communication. Launching several micro-batches of an iden-
tical model chunk releases the potential of overlapping, but
activation memory consumption also grows with the num-
ber of micro-batches launched together. Memory and time
cost are two factors influencing the design of the pipeline
scheduling scheme. To save memory consumption, depth-
first scheduling chooses a minimal number of micro-batches
launched together, equal to the pipeline stage depth. It ig-
nores the overlapping potential for end-to-end performance
improvement, as depicted in Fig 7.b. Meanwhile, breadth-first
scheduling goes to the other radical direction of launching
all micro-batches of size𝑚𝑏 per batch for overlapping with
large peak memory consumption, as illustrated in Fig 7.c.
The trade-off lies in the memory-minimized scheduling and
overlapping maximized scheduling.
Model level overlapping scheduling of PP+DP mainly fo-

cuses on launching proper numbers of forward and back-
ward micro-batches for maximal overlap with partitioned
allreduce. It is constrained by the remaining memory capac-
ity𝑀 of devices, apart from other memory consumption of
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weights and gradients buffer, etc. Due to the different com-
putation patterns and overheads of forward and backward
phases, they may demand different launched micro-batches.
The overall overlapping optimization problem can be set as
follows:

min 𝑇 =𝑚𝑎𝑥{𝐶𝐴𝐺 − 𝐿1 ∗𝐶𝑓 𝑤, 0}+
𝑚𝑎𝑥{𝐶𝑅𝑆 − 𝐿2 ∗𝐶𝑏𝑤, 0}

𝑠 .𝑡 . 𝐿1 ∗𝑚 ≤ 𝑀, 𝐿2 ∗𝑚 ≤ 𝑀, 𝐿1 + 𝐿2 ≤ 𝑚𝑏
(2)

𝐶𝑜𝑝 (𝑜𝑝 ∈ {𝐴𝐺, 𝑅𝑆, 𝑓 𝑤,𝑏𝑤}) represents the relative opera-
tion cost of each stage, and 𝐿1 and 𝐿2 are the optimization
variable numbers of micro-batches launched together in for-
ward and backward phases for overlapping. The first term of
the objective function is the un-overlapped overheads of for-
ward computation and allgather, while the second term is of
backward computation and reduce-scatter. The constraints,
where𝑚 is the memory overhead of each forward execution,
make the memory consumption under the remaining device
capacity𝑀 .

4 Implementation
We implement Centauri within Megatron-LM [21], a widely-
used training framework for LLMs. We encapsulate the for-
ward and backward passes of the transformer [38] layer with
different partition and scheduling strategies. For partition-
ing, we organize the hybrid parallel communication groups
into topology-aware sub-groups and designate workload
partition strategies. For the operation level, the segmented
computation chain is executed with asynchronous commu-
nication in a loop style. The executed critical path is sched-
uled according to the designation for max overlapping. For
the model level, we develop a new distributed reducer, op-
timizer, and pipeline scheduler. The reducer and optimizer
support the dynamic overlapping between phases with the

hook mechanism of PyTorch, while the pipeline scheduler
elastically launches required micro-batches together. The
overlapping optimization scheme is compatible with a range
of hybrid parallel training methods of DP, FSDP, TP, and PP.
The general hardware-agnostic idea can be applied to other
LLM training frameworks.

5 Evaluation
Testbed Our experiments were conducted on two GPU clus-
ters: Cluster A and Cluster B. In Cluster A, each node com-
prises 8 NVIDIA A100-80G GPUs [23] interconnected with
NVSwitch [26], providing a bandwidth of 600 GB/s. The de-
vices within Cluster A nodes are connected to the host via
PCIe 3.0 x16, offering a total data transfer bandwidth of 16
GB/s. 8 devices within a Cluster A node share an InfiniBand
HDR port with 200 Gb/s, with 25 Gb/s per device. On the
other hand, Cluster B nodes are equipped with 4 InfiniBand
HDR ports, resulting in significantly higher cross-node band-
widths of 100 Gb/s per device. Our software environment
includes CUDA 11.7, NCCL 2.14 [24], Pytorch 2.0.0 [42], and
Megatron-LM (git-hash e6d7e09).

Table 4. 3 LLaMA size settings

Size Dimension n heads n layers Seq len
Small 4096 32 18 2048
Medium 5120 40 15 2048
Big 6656 52 8,10,30 2048
Large 8192 64 8 2048

Model and Metric Numerous open-source large models
are constructed on transformer-based architectures [1, 5, 7],
among which LLaMA [35] stands out as one of the most
competitive and widely adopted structures. For our evalu-
ation, we selected four representative sizes of the LLaMA
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Figure 8. Performance of FSDP/Zero3 tasks on 2 nodes of Cluster A, with FSDP group size 16.
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Figure 9. Performance of DP tasks on 2 nodes of Cluster A, with DP group size of 16.

model to showcase the effectiveness of Centauri, as outlined
in Table 4. We calculated the evaluation metric by dividing
the attention and MLP computation FLOP per GPU by the
end-to-end time cost to gauge performance.
Baseline We compare Centauri with several baselines.

• Zero1,2,3 [29]: Zero1,2,3 partition strategies are exten-
sively employed in LLM training. At each level, these
strategies partition gradients, optimizer states, and pa-
rameters across DP groups.

• PyTorch DDP [18]: PyTorch’s DistributedDataParallel
(DDP) serves as an implementation facilitating backward
computation and gradient allreduce overlapping strate-
gies.

• OOO back-propagation [27]: Out-of-order backpropa-
gation orchestrates the sequence of backward operations
to optimize the overlap of gradient allreduce.

• Megatron-LM [21]: Megatron-LM is a widely adopted
framework for high-performance hybrid training, inte-
grating TP (SP), DP, and PP.

To ensure fairness in comparison, the fundamental method-
ologies of listed baselines are transposed onto Megatron-
LM to neutralize the impact of unrelated frameworks’ tech-
niques.
The evaluation of Centauri includes four parts: perfor-

mance enhancement for bottleneck single parallel tasks like
FSDP and DP, an enhancement ablation study focusing on
two prevalent hybrid parallel tasks (FSDP+DP and TP+PP+DP),

a scalability case study of communication-demanding tasks
(FSDP and FSDP+DP), and a detailed case study.

5.1 Single Parallel Performance
DP and FSDP groups typically span across nodes. Conse-
quently, to comprehensively evaluate the combination of
three partition dimensions in a single parallel method, we
conduct an in-depth analysis of the performance improve-
ments in FSDP and DP tasks.
For FSDP training, both group and workload partition-

ing strategies are utilized. Across various model configura-
tions and overlapping methods, similar trends in throughput
enhancement are observed with respect to batch size per
device, as depicted in Fig 8. Smaller batch sizes result in
computation overheads that are significantly smaller than
communication latency, resulting in substantial idle periods
on the computation resource and limited throughput even
after enabling overlapping techniques. Therefore, the scope
for performance improvement is limited, primarily depend-
ing on optimizing layer-level backward FSDP scheduling
rather than finer partitioning. In contrast, for larger batch
sizes with a reasonable ratio between communication and
computation cost, the speedup over the FSDP/Zero3 baseline
is amplified. In this scenario, the adopted partition strategy
involves a looped intra-node and inter-node workload sched-
uling approach. Moreover, the improvements are also more
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notable in larger model sizes, showing robust weak scalabil-
ity concerning both data and model sizes and resulting in
over 1.4× throughput enhancements.
In DP training, both primitive and workload partition-

ing are adopted. The allreduce operation is partitioned into
reduce-scatter and allgather. The allgather phase can traverse
through the element-wise optimizer operations, minimizing
redundant optimizer memory usage and computation over-
heads. By employing a customized reducer for the partitioned
allreduce, the backward phase is overlapped with the gradi-
ent reduce-scatter, and the forward phase is overlapped with
weight allgather. Similar to FSDP, larger batch sizes yield
higher computation granularity for overlapping and demon-
strate promising throughput enhancement compared to the
other baselines, as shown in Fig 9. However, in the cases
of Torch DDP and OOO back-propagation, they frequently
encounter out-of-memory (OOM) issues due to excessive
memory consumption and the OOM cases are omitted in
Fig 9.

5.2 Hybrid Parallel Performance
In hybrid parallel performance evaluation, we assess two typ-
ical hybrid parallel setups: FSDP+DP (Fig 10) and TP+PP+DP
(Fig 11). In FSDP+DP training tasks, Centauri demonstrates
throughput enhancements across various FSDP andDP group
configurations compared to Zero1+2+3 baselines. In settings
such as DP3+FSDP16, FSDP and DP communications span
across nodes, resulting in substantial overheads. A weight
tensor requires 2 pre-fetch allgather and a gradient reduce-
scatter for full tensor in the FSDP setting. Meanwhile, DP
requires an allreduce for weight-sharded tensors. The band-
width latency for FSDP surpasses that of DP by a near fac-
tor of 3/2, plus the size of FSDP group. Consequently, the
enhancements attributed to FSDP overlapping largely dic-
tate the overall performance improvements. Conversely, in
DP6+FSDP8 and DP12+FSDP4 settings where FSDP’s com-
munication group is deployed on intra-node devices with
higher bandwidths, DP overlapping plays a more substantial
role in the performance improvement. Centauri leverages
the overlapping benefits of both methods to achieve overall
high-performance results.
In TP+PP+DP training tasks, Centauri presents maximal

throughput over Megatron-LM and other overlapping meth-
ods across various TP, PP, and DP group configurations. DP
collective operations distinctly dominate the communication
bottleneck compared to the minor communication overheads
of intra-node TP communications and PP activation transfers
(less than 5% in our settings). In configurations with larger
batch sizes such as TP4+PP3+DP4+BS4, Centauri overlaps
the segmented gradient reduce-scatter and weight allgather
with a PP depth size of micro-batches, which is a direct over-
lapping with interleaved 1F1B scheduling. Conversely, in
small batch size settings, Centauri increases the number of
overlapping micro-batches to 6, ensuring acceptable memory
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Figure 10. Performance of FSDP+DP tasks on 6 nodes of
Cluster A, with a total group size of 48.
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Figure 11. Performance of TP+PP+DP tasks on 6 nodes of
Cluster A, with a total group size of 48 and total gradient
accumulation steps of 6.

consumption for fully overlapping. Overall, Centauri exhibits
elastic micro-batch scheduling for maximal DP overlapping
efficacy across different settings.

5.3 Performance Scalability
To evaluate the scalability of Centauri, we carry out exper-
iments on two distinct network environments: Cluster A
and B, each characterized by distinct bandwidth conditions.
In Cluster A, which represents a bandwidth-limited envi-
ronment, Centauri significantly increased the throughput
of FSDP/Zero3 configurations, as depicted in Fig 13. The
achieved throughput levels were comparable to those in
high-performance environments (Cluster B), highlighting
the bandwidth-agnostic capability of Centauri. Despite the
limited potential for performance improvement in Cluster B,
Centauri still managed to enhance the throughput by nearly
5% on 256 GPUs. Fig 14 illustrates the scalability of Centauri
in communication-demanding FSDP+DP configurations. In
the initial phase, all six settings experience a drop in through-
put due to increased DP communication overheads. However,
Centauri consistently maintains a high speedup compared to
other baselines in Cluster A and achieves double the speedup
rates of Zero1+2+3 direct overlapping in Cluster B.



ASPLOS ’24, April 27-May 1, 2024, La Jolla, CA, USA Chang et al.

G_act
C G_w C

Weight Allgather C Gradient ReduceScatter C

G_act CG_w C

Weight Allgather C Gradient ReduceScatter C

G_act CG_w C

Weight Allgather C Gradient ReduceScatter C

Allgather C Allgather D

C D

B Allgather A

C 1 D 1A 2 Attn

B A 1

B

Allgather C Allgather D

A B

B Allgather A

C D

A B

A 2

 A 1

G_act CG_w C

Weight Allgather C Gradient ReduceScatter CAllgather D

C 1 DA 2 Attn

B A1

B

A 2

A 1

C 1 C 2 C 3

C 2 C 3

Direct
Overlap
BS=1

Centauri
BS=1

Centauri
BS=4

Centauri
BS=8

C 1 D 1 D 2

D 2

Forward Phase Backward Phase
Computation

Stream

Communication
Stream

Intra-node
Allgather on

Comm Stream

Inter-node
Allgather on

Comm Stream
C 2 C 3

C 2 C 3

C 4

C 4

Figure 12. For a Big transformer layer in FSDP training, different communication partition strategies are employed under
various batch sizes. Computation chunks, denoted as 𝐴, 𝐵,𝐶, 𝐷 , are MatMuls with large weight inputs. Communication chunks
involve allgathers responsible for gathering the shared weights.

32 64 96 128 160 192 224 256
Number of GPUs

60
80

100
120
140
160
180
200

TF
LO

PS
 / 

GP
U

Zero3 A
Zero3 olp A

Centauri A
Zero3 B

Zero3 olp B
Centauri B

Figure 13. Scalability of FSDP/Zero3 on Cluster A&B

32 64 96 128 160 192 224 256
Number of GPUs

60
80

100
120
140
160
180
200

TF
LO

PS
 / 

GP
U

Zero1+2+3 A
Zero1+2+3 olp A

Centauri A
Zero1+2+3 B

Zero1+2+3 olp B
Centauri B

Figure 14. Scalability of FSDP16+DP on Cluster A&B

5.4 FSDP Case Study
FSDP tasks are overlap-demanding, given their frequent and
large volumes of communication. Speedup upper bound is
determined by several factors, including the communication
cost ratio 𝛼 , data dependencies, and hardware capacity. We
conduct a case study using FSDP to explore the impact of
different communication cost ratios. The theoretical speedup

upper bound is given by min{ 1
𝛼
, 1
1−𝛼 }. A speedup of 1

𝛼
in-

dicates that computation can be fully overlapped by com-
munication when 𝛼 is larger than 0.5. On the other hand, a
speedup of 1

1−𝛼 suggests that communication is fully over-
lapped when 𝛼 is smaller than 0.5. Specifically, we analyze
the forward and backward phases of a transformer layer
with varying batch sizes, as illustrated in Fig 12. For a small
batch size (BS=1), 𝛼 is large, limiting the achievable speedup.
As the batch size increases to 4, 𝛼 decreases, allowing for a
larger speedup. The overlap patterns for the operators within
a transformer layer also become more diverse. As the com-
putation ratio exceeds the communication ratio with a batch
size of 8, full overlap of communication by computation is
enabled with different partition and scheduling patterns.

6 Related Work
Communication Optimization To enhance training per-
formance, various studies have aimed to reduce bottleneck
communication overheads. Some auto-parallelismworks out-
put optimal parallel schemes to minimize communication
overheads [12, 43]. Additionally, high-performance collec-
tive communication libraries [8, 24, 34] focus on optimizing
performance based on the characteristics of underlying hard-
ware environments. Recent implementations of hierarchical
allreduce [3, 13, 36, 37] have highlighted the importance of
efficient bandwidths utilization in heterogeneous environ-
ments. Several frameworks [2, 4, 31, 39] generate specific
communication kernels tailored to complex network envi-
ronments. Despite these customized optimizations, commu-
nication overheads still constitute a significant portion of
the total cost due to the exponential scaling-up of training
networks.
Communication Overlapping Some frameworks [9, 17, 18,
20, 27, 28, 41, 42] aim to optimize the overlap scheduling of
a single parallel method in a coarse-grained manner, which
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may under-utilize hardware resources. Conversely, some so-
phisticated compiler-style works [11, 40] generate code for
fine-grained overlapping between two kernels, but they may
miss opportunities for graph-level scheduling. Additionally,
the kernel launch and data movement overheads associated
with overly fine-grained kernel partitioning may counteract
the benefits of overlapping. Recent studies have explored
concurrent communication execution across multi-streams
[20, 32], which can also enhance training performance. How-
ever, those works lack a comprehensive partition abstraction
and systematic scheduling for efficient overlapping schemes
in hybrid parallel LLMs training.

7 Conclusions
We put forward Centauri, a framework for efficient commu-
nication and computation overlap in LLMs training tasks. It
includes efficient communication partition of three dimen-
sions: primitive, group, and workload, and a hierarchical
scheduling scheme of three tiers: operation, layer, and model.
We show that Centauri significantly improves the perfor-
mance of LLMs training.
In contrast to the static and intensive computation pat-

tern observed in LLMs training, parallel LLMs inference
faces challenges associated with small-volume but frequent
communication overheads. In the future, we will explore
communication challenges of parallel inference with two
aspects: 1) coalesce small-volume communication and par-
allelize tasks with low-frequency communication patterns,
2) more fine-grained communication scheduling that aligns
with the warp-level computation scheduling capabilities of
GPUs within the NCCL framework.
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