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Summary
Behavioral cloning (BC) methods trained with supervised learning (SL) are an effective

way to learn policies from human demonstrations in domains like robotics. Goal-conditioning
these policies enables a single generalist policy to capture diverse behaviors contained within
an offline dataset. While goal-conditioned behavior cloning (GCBC) methods can perform
well on in-distribution training tasks, they do not necessarily generalize zero-shot to tasks
that require conditioning on novel state-goal pairs, i.e. combinatorial generalization. In part,
this limitation can be attributed to a lack of temporal consistency in the state representation
learned by BC; if temporally related states are encoded to similar latent representations, then
the out-of-distribution gap for novel state-goal pairs would be reduced. Hence, encouraging this
temporal consistency in the representation space should facilitate combinatorial generalization.
Successor representations, which encode the distribution of future states visited from the current
state, nicely encapsulate this property. However, previous methods for learning successor
representations have relied on contrastive samples, temporal-difference (TD) learning, or both.
In this work, we propose a simple yet effective representation learning objective, BYOL-γ
augmented GCBC.

Contribution(s)
1. We propose BYOL-γ, a novel representation learning objective that relates to the successor

measure, which we prove in the finite MDP setting.
Context: While prior theory supports this objective (Tang et al., 2022; Khetarpal et al.,
2025), to our knowledge, we are the first to directly relate a BYOL-based objective to the
successor measure and to use it in practice for representation learning.

2. Empirically, we demonstrate that such a BYOL objective can be used as auxiliary objective
augmenting the capabilities of Behavior Cloning, and we find that BYOL-γ obtains competi-
tive results on navigation tasks in OGBench compared to existing methods. Qualitatively,
we show that the BYOL-γ objective learns similar representation structures to contrastive
learning, encoding temporal distance between states.
Context: We build on the setting of using auxiliary representation learning objectives
for BC from Myers et al. (2025b), however we further illustrate the relationship between
generalization and approximations to the succesor measure, and demonstrate that alternative
representation learning can obtain competitive or better performance for achieving combina-
torial generalization.
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Abstract

Behavioral cloning (BC) methods trained with supervised learning (SL) are an effective1
way to learn policies from human demonstrations in domains like robotics. Goal-2
conditioning these policies enables a single generalist policy to capture diverse behaviors3
contained within an offline dataset. While goal-conditioned behavior cloning (GCBC)4
methods can perform well on in-distribution training tasks, they do not necessarily5
generalize zero-shot to tasks that require conditioning on novel state-goal pairs, i.e.6
combinatorial generalization. In part, this limitation can be attributed to a lack of7
temporal consistency in the state representation learned by BC; if temporally related8
states are encoded to similar latent representations, then the out-of-distribution gap for9
novel state-goal pairs would be reduced. Hence, encouraging this temporal consistency10
in the representation space should facilitate combinatorial generalization. Successor11
representations, which encode the distribution of future states visited from the current12
state, nicely encapsulate this property. However, previous methods for learning successor13
representations have relied on contrastive samples, temporal-difference (TD) learning, or14
both. In this work, we propose a simple yet effective representation learning objective,15
BYOL-γ augmented GCBC, which is not only able to theoretically approximate the suc-16
cessor representation in the finite MDP case without contrastive samples or TD learning,17
but also, results in competitive empirical performance across a suite of challenging tasks18
requiring combinatorial generalization.19

1 Introduction20

Generalization has been a long-standing goal in machine learning and robotics. Recently, large-scale21
supervised models for language and vision have demonstrated impressive generalization when trained22
over vast amounts of data. In the robotics domain, this has motivated the development of large-scale23
supervised behavior cloning (BC) models trained on offline datasets of diverse demonstrations (Ghosh24
et al., 2024; Kim et al., 2024). However, these models still suffer from a lack of generalization. In25
particular, while BC methods can perform well on tasks directly observed in the dataset, they often fail26
to perform zero-shot transfer to tasks requiring novel combinations of in-distribution behavior, known27
as combinatorial generalization. In the robotics domain, where demonstration data is time-intensive28
and costly to produce, simply scaling the dataset is often not possible. Hence, achieving this type of29
generalization algorithmically will be critical to unlocking the potential for large-scale supervised30
policy training.31

The property of combinatorial generalization has been previously formalized as the ability to “stitch”32
(Ghugare et al., 2024). Specifically, stitching refers to the ability of a policy to reach a goal state33
from a start state when trained on a dataset of trajectories which, provides sufficient coverage of the34
path to the goal, but which does not contain a single complete trajectory of the path. The lack of35
stitching observed in goal-conditioned behavioral cloning (GCBC) and, more generally, supervised36
learning, can be understood through the inductive biases of the model. By construction, BC methods37
do not encode the inductive bias that the observed data are generated from a Markov decision process38
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Figure 1: (a) Self-predictive Representations. Example training trajectories, s0 → sh and sb → sf ,
which intersect at w. After training on these trajectories, we evaluate on a task like s0 → sf , requiring
combinatorial generalization. To learn better representations for generalization, a self-predictive
representation predicts a future state ϕ(w) from an earlier state ϕ(e) via ψ(ϕ(e)). (b) Representation
learning with BYOL-γ. We predict future state representations ϕ(st+k) via ψf (ϕ(st), a), and also
predict backwards with ψb(ϕ(st+k)). The target offset is sampled geometrically: k ∼ geom(1− γ).
Stop-gradients are denoted by //. We provide more details on the loss L in Section 4.2.

(MDP). In contrast, reinforcement learning (RL) policies that are trained via temporal difference (TD)39
learning directly utilize the structure of the MDP, and pass information through time using dynamic40
programming. Offline RL (Levine et al., 2020) has been proposed as a method for achieving stitching41
in policies trained on offline datasets. However, these methods are challenging to scale due to the42
instability of bootstrapping in TD learning when combined with fully offline training. Scaling has43
been more successful with supervised methods, such as in robotics, where training robot foundation44
models with BC (Ghosh et al., 2024; Kim et al., 2024) on large-scale datasets (O’Neill et al., 2024;45
Khazatsky et al., 2024) can lead to more general-purpose policies.46

Various methods have attempted to imbue GCBC models with the ability to stitch by augmenting47
the training data using the Markovian assumption (Yamagata et al., 2023; Ghugare et al., 2024).48
However, these methods ultimately rely on similar training procedures as offline RL or otherwise49
require a distance metric already aligned with temporal distance in the MDP. Another approach50
frames stitching as a representation learning problem (Myers et al., 2025b). In this context, the51
objective is to learn a latent representation of states that reflects temporal proximity in the underlying52
MDP to facilitate generalization to unseen state-goal pairs. In particular, Myers et al. (2025b) train a53
representation that approximates the successor measure (SM) (Blier et al., 2021) through contrastive54
learning (CL) (van den Oord et al., 2019) as an auxiliary loss in GCBC, demonstrating enhanced55
combinatorial generalization. This is a promising step towards achieving combinatorial generalization56
in GCBC methods. In this work, we expand on this connection between the successor measure and57
combinatorial generalization, proposing an alternative objective that captures similar properties with58
a simpler learning procedure and achieves as good or better generalization performance.59

In particular, in other domains, like vision, it has been found that contrastive learning can often be60
substituted with self-predictive representations (Grill et al., 2020), which have also been found to be61
useful as auxiliary losses for model-free RL (Schwarzer et al., 2020). Adapting the Bootstrap Your62
Own Latent (BYOL) framework (Grill et al., 2020) to the RL setting, representations can be trained63
by predicting the latent representation of the next state from the current latent state representation.64
These BYOL objectives have appealing properties, such as neither relying on negative examples nor65
reconstruction.66

As motivation, we foremost evaluate the BYOL objective as an auxiliary loss for GCBC; however,67
we find that there exists an empirical and theoretical gap compared to contrastive methods. This68
leads us to propose a novel objective, BYOL-γ, which removes the gap between self-predictive and69
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contrastive objectives. Concretely, BYOL-γ predicts latent representations of states sampled from a70
γ-discounted future state distribution. While the standard BYOL objective has been shown to learn71
representations capturing spectral information about the one-step transition dynamics (Khetarpal et al.,72
2025), we show that the representations learned by BYOL-γ capture spectral information related to73
the successor measure. In the finite MDP case, we show that, in fact, BYOL-γ approximates the74
successor representation. Empirically, we demonstrate on the challenging OGBench dataset (Park75
et al., 2025) that BYOL-γ augmented GCBC is competitive with contrastive methods in improving76
combinatorial generalization. Key contributions of our work are as follows:77

• We propose BYOL-γ, a novel representation learning objective that relates to the successor measure,78
which we prove in the finite MDP setting.79

• Empirically, we demonstrate that such a BYOL objective can be used as auxiliary objective80
augmenting the capabilities of Behavior Cloning, and we find that BYOL-γ obtains competitive81
results on navigation tasks in OGBench compared to existing methods.82

• Qualitatively, we show that the BYOL-γ objective learns similar representation structures to CL,83
encoding temporal distance between states.84

2 Related Work85

Stitching in Supervised Methods. Outcome (goals or return)-conditioned behavioral cloning86
(OCBC) methods (Schmidhuber, 2020; Chen et al., 2021; Emmons et al., 2022) provide a simple and87
scalable alternative to traditional offline RL (Levine et al., 2020) methods. However, these methods88
do not properly “stitch” and generalize to unseen outcomes Brandfonbrener et al. (2022); Ghugare89
et al. (2024). To reduce this problem, various works have proposed augmenting training data used90
by BC methods. Some work incorporates methodlogy from offline RL to label returns or goals for91
downstream SL (Char et al., 2022; Yamagata et al., 2023). Other work has considered relabeling92
goals through clustering states (Ghugare et al., 2024), which relies on a good distance metric in93
state-space and is limited to short trajectory stitches. Other work has utilized planing Zhou et al.94
(2024) for goal relabeling, or generative models to synthesize new trajectories (Lu et al., 2023; Lee95
et al., 2024). Rather than using models to generate data for BC, other work directly evaluates the96
combinatorial generalization achieved by planning with generative models (Luo et al., 2025). In97
this work, we neither require combining SL with explicit Q-learning, utilize generative models, or98
perform explicit planning.99

Visual Representation Learning. Instead of auxiliary representation learning, prior work has100
considered using pretrained visual representations for BC. Utilizing pretrained BC has been a reliable101
method to efficiently learn policies and improve generalization (Radosavovic et al., 2022; Majumdar102
et al., 2023; Nair et al., 2022). Instead of pretraining representations out-of-domain, such as on103
large image datasets, DynaMo (Cui et al., 2024) evaluates pretraining representations in-domain on104
specific robotics datasets, and then performs a separate BC finetuning stage. However, we focus on105
representation learning as an auxiliary objective. For enhancing combinatorial generalization, this106
can be advantageous, as training as an auxiliary task maintains the structure of the representation107
space, and prevents overfitting the BC objective.108

Representation learning in RL. Our objective is most closely related to approaches using auxiliary109
BYOL objectives in online RL (Gelada et al., 2019; Schwarzer et al., 2020; Ni et al., 2024; Voelcker110
et al., 2024). These objectives can help with sample-efficiency, such as in challenging, partially111
observed environments with sparse rewards, or with noisy states. Additionally, self-predictive112
dynamics models are used in planning and model-based RL (François-Lavet et al., 2019; Ye et al.,113
2021; Hansen et al., 2022). Various works have also characterized the dynamics of BYOL objectives114
in the RL setting, showing that BYOL objectives capture spectral information about the policy’s115
transitions (Tang et al., 2022; Khetarpal et al., 2025). In the offline setting, how well Joint Embedding116
Predictive Architecture (JEPA) world models generalize when used for explicit planning has been117
studied Sobal et al. (2025), however not for combinatorial generalization. Additionally, certain118
representation structures for value functions, namely quasimetrics (Liu et al., 2023; Wang et al.,119
2023; Wang and Isola, 2022; Myers et al., 2024) can also lead to policies that better generalize to120
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longer horizons (Myers et al., 2025a). Quantities related to the Successor Representation (SR)121
(Dayan, 1993) , such as successor features (SF) (Barreto et al., 2017), and the successor measure (SM)122
(Blier et al., 2021) have been widely used for generalization and transfer in reinforcement learning123
(Carvalho et al., 2024). Similarly to BYOL, these objectives have been used for representation124
learning in RL (Lan et al., 2022; Farebrother et al., 2023). While prior BYOL methods either perform125
1-step, or relatively short fixed n-step prediction, neither of these choices directly approximate the126
successor measure. Our setup is most related to temporal representation alignment (TRA) (Myers127
et al., 2025b), which recently proposed using contrastive learning as an auxiliary objective for BC to128
improve combinatorial generalization. In this work, we further build on the relationship between the129
SM and combinatorial generalization, and propose new representation learning objectives which can130
lead to better performance.131

3 Background132

Controlled Markov Process. We consider goal-conditioned decision-making problems, with state133
space S, goals g ∈ S, action space A, initial state distribution p0(s), dynamics p(st+1 |st, a), and134
with policies π(a|s, g).135

Successor Representation (SR) and Successor Measure (SM). In a finite MDP, the successor136
representation (SR) (Dayan, 1993) of a policy is:137

Mπ(s, s′) := E

∑
t≥0

γt1(st+1=s′) | s0 = s, π

 (1)

We use the convention of counting from st+1, writing in matrix form Mπ =
∑
t≥0 γ

t(Pπ)t+1.138
The transition matrix transition for policy π is Pπ, with Pπi,j =

∑
a π(a|s = i)Pi,a,j , where139

Pi,a,j = p(st+1 = j | st = i, a) . The successor representation also satisfies the bellman equa-140
tion, Mπ = Pπ + γPπMπ = Pπ(I − γPπ)−1. For a fixed policy, the successor representation141
describes a type of temporal distance between states. The successor measure (SM) (Blier et al.,142
2021) extends SR to continuous spaces S: Mπ(s,X) :=

∑
t≥0 γ

tP (st+1 ∈ X | s) ∀X ⊂ S. We143
also define the normalized successor representation, or measure M̃π = (1− γ)Mπ . In the finite case,144
the normalized successor representation M̃π has rows that sum to one like transitions Pπ. Another145
quantity successor features (SF) (Barreto et al., 2017) are the expected discounted sum of future146

features ϕ(s) ∈ Rd: ψπ(s) = E
[∑

t≥0 γ
tϕ(st+1) | s0 = s, π

]
. We can relate SFs to the SM with147

ψπ(s) =
∫
s′
Mπ(s, s′)ϕ(s′). Each of these quantities can also be defined with conditioning on the148

first action and then following the policy, e.g. Mπ(s, a, s′).149

3.1 Representation Learning150

We begin with two representation learning methods that approximate the density of the SM.151

Forward-Backward. We consider a simplified version of the Forward-Backward loss that approxi-152
mates the successor measure for a fixed policy π, discussed by Touati et al. (2023).153

min
ϕ,ψ

E st∼p(s),s′∼p(s)
st+1 ∼pπ(st+1|st)

[
(ψ(st)

Tϕ(s′) − γψ̄(st+1)
T ϕ̄(s′))2

]
− 2E st∼p(s)

st+1∼pπ(st+1|st)

[
ψ(st)

Tϕ(st+1)
]

(2)

FB learns an approximation of the successor measure with factorization Mπ(s, s+) ≈154
ψ(st)ϕ(s+)p(s+) using TD learning. Given transitions (st, st+1) sampled by a policy π, the second155
term relates to fittingMπ(st, st+1). Given an independently sampled state s′, the first term bootstraps156
an estimate of Mπ(st, s

′) from M̄π(st+1, s
′), where ϕ̄, ψ̄ denote stop-gradient operations.157

Contrastive Learning. Temporal contrastive learning used in MDPs (Eysenbach et al., 2022) is158
related to a Monte Carlo (MC) approximation of the (discounted) successor measure. This can be159
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implemented with a InfoNCE (van den Oord et al., 2019) loss that maximizes the similarity of a160
positive pair between a state st and a future state from the same trajectory s+, and minimizing the161
similarity of st and random states s−:162

max
ϕ,ψ

E st∼p(s)
k∼geom(1−γ)

s+=st+k,s
2:N
− ∼p(s)

[
log

ef(ψ(st),ϕ(s+))∑N
i=2 e

f(ψ(st),ϕ(si−)

]
(3)

A common choice for the energy function f is the inner product f(ψ(s)ϕ(s+)) = ψ(s)Tϕ(s+). A163
key aspect to note is that the positive sample s+ comes from an MC sample from s+ ∼Mπ(st, s+).164
The optimal solution to (3) gives M̃π(s, s+) ≈ C exp(ψ(st)

Tϕ(s+)) · p(s). However in-practice,165
we only have dataset of MC samples from π, i.e. fixed-length trajectories, which means we do not166
actually estimate the SM of π. In Appendix C, we further elaborate on the relationship between the167
FB loss, and CL. Particularly, in the limit, an n-step version of FB is related to CL.168

BYOL. We now look at an objective that captures information about single-step transition instead of169
the successor measure. In the context of RL, self-predictive models jointly learn a latent space and170
a dynamics model through predicting future latent representations. Self-predictive models rely on171
latent bootstrapped targets (BYOL) (Grill et al., 2020), avoiding reconstruction (generative models),172
or negative samples (contrastive learning). Self-predictive models are also a type of joint-embedding173
predictive architectures (JEPAs) (LeCun, 2022; Garrido et al., 2024).174

Given an encoder which produces a representation zt = ϕ(st), and dynamics ψ(zt+1|zt) for a fixed175
policy π, we minimize the difference between our prediction and target representation in latent-space:176

min
ϕ,ψ

Est∼ p(s),st+1∼pπ(st+1|st),
[
f(ψ(ϕ(st)), ϕ̄(st+1))

]
(4)

Where f is a convex function such as the squared l2 norm, and ϕ̄ refers to an EMA target, or stop-177
gradient. Variants of this BYOL objective have been widely used to learn state abstractions, and178
work as an auxiliary loss when approximating the value function in deep RL (Gelada et al., 2019;179
Schwarzer et al., 2020; Ni et al., 2024). In the finite MDP, this objective captures spectral information180
about the policy’s transition matrix Pπ (Tang et al., 2022; Khetarpal et al., 2025) which we discuss in181
Appendix D.1.182

3.2 Combinatorial Generalization from Offline Data183

We now shift focus on how we can learn policies from offline data using behavioral cloning, and then184
introduce a combinatorial generalization gap that arises in this setting.185

We consider a dataset D = {(si0, ai0, · · · , siT , aiT )}Ni=1, composed of trajectories generated by a set186
of unknown policies {βj(a|s)}. Goal Conditioned Behavioral Cloning (GCBC) trains a policy187
with maximum likelihood to reproduce the behaviors from the dataset. After sampling a current state,188
a goal is sampled as a future state from the same trajectory:189

max
π

LBC(π) = max
π

E βj∼p(βj), s∼p(s|βj)

a∼βj(a | s), s+∼Mβj (s,s+)

[log π(a|s, g = s+)] (5)

Generalization gap. While this policy can perform well in-distribution, the behavior cloning policy190
struggles to generalize to reach goals from states that are not in matching training trajectories. We191
now review a more formal definition of this type of generalization gap.192

We consider Lemma 3.1 from Ghugare et al. (2024), which says there exists a single Markovian193
policy β(a|s) that has the same occupancy as the mixture of j policies:194

Mβ(s) = Ep(βj)

[
Mβj (s)

]
(6)

This policy also has construction: β(a | s) :=
∑
j βj(a | s)p(βj | s), where p(βj | s) is the distribution195

over policies in s as reflected by the dataset.196
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Using the successor measure of the individual policies, and the mixture policy, we can quantify a gap197
between accomplishing out-of-distribution tasks versus in-distribution training tasks (Ghugare et al.,198
2024):199

E s0∼Mβ(s0)

sg∼Mβ(s0,sg)

[
uπ(s0, sg)

]
︸ ︷︷ ︸

tasks requiring combinatorial generalization

− Eβj∼p(βj), s0∼Mβj (s0)

sg∼Mβj (s0,sg)

[
uπ(s0, sg)

]
︸ ︷︷ ︸

in-distribution training tasks

(7)

Here, u is a performance metric of the policy π such as the success rate to reach sg from s0. As we200
perform well on in-distribution tasks due to a correspondence to Equation (5), the BC policy has no201
guarantees for the first term. This is because after sampling a state, the goal is sampled from the202
successor measure of the mixture policy.203

4 Closing the Generalization Gap with Representations204

In this section, we aim to close the aforementioned generalization gap. We consider a policy trained205
with the BC objective π to be made more robust to the tasks requiring combinatorial generalization206
through representation learning. We begin with a setup similar to Equation (7), but with a shared207
initial state s0 for both the in-distribution and out-of-distribution task. For the in-distribution task, we208
sample a goal as before, labeled as sw. However, for the out-of-distribution task, we sample a goal209
sf to be a state that can be reached by the mixture policy β after sw. (8):210

Eβj∼p(βj),s0∼Mβj (s)

sw∼Mβj (s0,sw)

Esf∼Mβ(sw,sf )

[
uπ(s0, sf ))

]︸ ︷︷ ︸
extended task requiring generalization

− uπ(s0, sw)︸ ︷︷ ︸
in-distribution task

 (8)

= Eβj∼p(βj),s0∼Mβj (s)

sw∼Mβj (s0,sw)

 Esf∼Mβ(sw,sf )

[
uπ(s0, ϕ(sf ))

]︸ ︷︷ ︸
want invariance with respect to future goals through ϕ

− uπ(s0, ϕ(sw))

 (9)

Then, in Equation (9) we add a goal representation ϕ that processes the goal before going to policy211
π. Intuitively, a policy could achieve the out-of-distribution task by first going from s0 to sw (in-212
distribution), and then completing the remaining task sw to sf . In essence, we want that when213
conditioning on ϕ(sf ), the policy should first go to sw, which can be achieved by learning ϕ, where214
ϕ(sw) is similar to ϕ(sf ) (Myers et al., 2025b). More formally, for sf ∼ Mβ(sw, sf ) we want an215
invariance ϕ(sf ) ≈ ϕ(sw).216

From this observation, we can understand that approximating the successor measure of the mixture217
policy β, when parameterized by ϕ, will build the desired representation. One choice for the218
representation learning objective can be the FB algorithm, which obtains a factorizationMβ(s, s+) ≈219
ψ(st)ϕ(s+)p(s+) (Touati et al., 2023). FB utilizes TD-learning to learn the same representations220
given transitions (st, st+1), regardless of how these transitions are divided between trajectories.221
However, FB may not scale as well to large datasets and high-dimensional state spaces. This may222
lead us to prefer an MC approximation of the SM, using CL. A key point here is that we do not223
have MC samples from β, only the individual policies βj , so CL does not directly approximate Mβ .224
However, in practice, CL can still build a representation space with a compositional structure (Myers225
et al., 2025b), and may be a more scalable option than FB.226

4.1 BYOL-γ: Connecting self-predictive objectives to the successor representation227

To build representations that lead to generalization, we propose a predictive objective, relying on228
neither TD learning nor negative samples. Specifically, we propose BYOL-γ which allows us229
to use the BYOL framework to capture information related to successor representations and its230
generalizations. Given a state st, a BYOL objective would normally sample a prediction target from231
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a one-step transition st+1 as in Equation (4). However, we make a modification to predict empirical232
samples from the normalized successor measure:233

LBYOL-γ(ϕ, ψ) = Est∼ p(s),k∼geom(1−γ)
st+k∼pπ(st+k|st)

[
f(ψ(ϕ(st)), ϕ̄(st+k))

]
(10)

Where f refers to an energy function, ϕ refers to the encoder, and ψ the predictor. With γ = 0, we234
have st+k = st+1 corresponding to an approximation of the one-step transitions, recovering the235
base BYOL objective. Figure 1b depicts our overall representation learning objective. We can view236
this objective as iteratively minimizing an upper-bound on the error between ψ(ϕ((s)) and the true237
successor features of the policy ψπ with changing basis features ϕ̄. With convex f , by Jensen’s238
inequality we have:239

LBYOL-γ(ϕ, ψ) = Est∼p(s),s+∼M̃π(st,s+)

[
f(ψ(ϕ(st)), ϕ̄(s+))

]
(11)

≥ Est∼ p(s),
[
f(ψ(ϕ(st))Es+∼M̃π(st,s+)ϕ̄(s+))

]
(12)

= Est∼ p(s)

[
f(ψ(ϕ(st)), (1− γ)ψπϕ̄(st)

]
(13)

Specifically, in the finite MDP, we can precisely describe the relationship of our objective to the SR240
with the following result:241

Theorem 4.1. Given a finite MDP with linear representations Φ ∈ R|S|×d, and predictor Ψ ∈242
Rd×d, under assumptions of orthogonal initialization for Φ (Ass. D.1), a uniform initial state243
distribution p0(s) (Ass. D.2), and symmetric transition dynamics (Ass. D.3), minimizing the self-244
predictive learning objective LBYOL-γ(ϕ, ψ) approximates a matrix decomposition of the successor245
representation M̃π ≈ ΦΨΦT , corresponding to successor features (1− γ)Ψπ ≈ ΨΦ.246

Proof is in Appendix D.2, where we show that existing theory (Khetarpal et al., 2025) also translates247
to the proposed BYOL-γ objective. Finally, we can see the relation between this objective and CL (3),248
with the most striking difference being the removal of the denominator involving negative samples.249
Surprisingly, we reveal that this simplified system still captures similar information and also can lead250
to empirical generalization in Section 5.1.251

BYOL-γ Variants. We discuss a few variants on our base objective, namely, we find it beneficial252
to consider bidirectional prediction (Guo et al., 2020; Tang et al., 2022) where we add an additional253
backwards predictor ψb which predicts a past representation from the future:254

LBYOL-γ(ϕ, ψ) = Est∼ p(s),s+∼M̃π(st,s+)

[
f(ψf (ϕ(st)), ϕ̄(s+)) + f(ϕ̄(st), ψb(ϕ(s+))

]
(14)

We utilize an action-conditioned variant of the forward predictor ψf (ϕ(st), at), which can be inter-255
preted as a temporally extended latent dynamics model, or capturing information about M̃π(s, a, s+).256

4.2 Training a policy with auxiliary BYOL-γ257

We consider BYOL-γ as an auxiliary loss for a BC policy πΘ(a|s, g), Θ = (θ, ϕ, ψ), to better address258
generalization of a policy. The parameters of the encoder and predictor correspond to ϕ, ψ, and θ259
includes additional parameters such as a policy head which transforms representations to actions.260
With this policy, we train with the objective:261

LBC(Θ) + αLBYOL-γ(ϕ, ψ) (15)
= E(st,at,s+)∼D [− log πΘ(a|ϕ(s), g = ϕ(s+))]

+ αE(st,at,s+)∼D
[
f(ψf (ϕ(st), at), ϕ̄(s+)) + f(ϕ̄(st), ψb(ϕ(s+))

]
For f , we choose a cross-entropy loss between the (softmax) normalized representations of the pre-262
diction and the target, similar to DINO (Caron et al., 2021): fCE(a, b) = softmax(b) · log softmax(a).263
We also find a normalized l2 loss, fl2 = ∥ a

∥a∥ − b
∥b∥∥

2
2, commonly used in BYOL setups (Grill et al.,264

2020; Schwarzer et al., 2020) also works, which we ablate in Section 5.4. We describe additional265
training details in Appendix A.1.266
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5 Experiments267

We have shown the theoretical basis for BYOL-γ as an appropriate choice of representation learn-268
ing objective for combinatorial generalization. Next, we demonstrate its performance empirically.269
Namely, we compare our proposed method BYOL-γ to alternative representation learning methods.270
We compare representation learning algorithms across three axes: (1) First, we compare qualitatively271
whether the representations appear to capture temporal relationships (2) Second, we assess represen-272
tations quantitatively by measuring zero-shot generalization performance on unseen tasks that require273
combinatorial generalization (3) Third, we assess generalization performance over an increasing274
generalization horizon. Finally, we perform ablations on the various components of our proposed275
method to demonstrate the relative importance of each algorithmic choice.276

Environments We empirically evaluate how well our approach can help with combinatorial general-277
ization on offline goal-reaching tasks on OGBench (Park et al., 2025), which contains both navigation278
and manipulation tasks, across both low-dimensional and visual observations. We focus on navigation279
environments, where OGBench provides stitch datasets, that assess combinatorial generalization280
by training on trajectories that span at most 4 maze cells, while evaluating on tasks that are longer,281
requiring combining information from multiple smaller trajectories.282

Baselines We benchmark against non-hierarchical methods, that perform end-to-end control from283
state to low-level actions (e.g. joint-control). In addition to BYOL-γ used as an auxiliary loss for BC,284
we evaluate several baselines: GCBC is the standard behavioral cloning baseline, which we aim to285
improve upon with representation learning objectives. Offline RL from OGBench, including implicit286
{V,Q}-learning (IVL, IQL) (Kostrikov et al., 2022), Quasimetric RL (QRL)(Wang et al., 2023),287
and Contrastive RL (CRL) (Eysenbach et al., 2022). BYOL is a minimal version of our BYOL-γ288
setup with 1-step prediction (γ = 0), only forwards prediction (ψf ) without action-conditioning289
(ψf (ϕ(st))), and loss fl2 . TRA (Myers et al., 2025b) is an auxiliary representation objective using290
contrastive learning related to an MC approximation of the successor measure FB, an on-policy291
version of forward-backward representation described in Equation (2) used as an auxiliary objective,292
and is related to TD approximation of the successor measure.293

Experimental Setup We match the training details of OGBench, and consider a similar represen-294
tation learning setup to TRA. For TRA and FB, we utilize a similar setup described in Section 4.2.295
We found it was beneficial to add action conditioning to FB, but did not see an overall improvement296
for TRA, so we use the original setup without action-conditioning. We provide a full comparison297
for action-conditioning in Appendix B.1. We note that when we perform action-conditioning, we298
change the representation of the policy from π(ϕ(s), ψ(g)) to π(ϕ(s), ϕ(g)). In Table 1, we utilize299
superscript a to denote methods with action-conditioning. Notably, we find that the weight of the300
auxiliary representation learning objectives (α) can be sensitive to both the embodiment, and size of301
environment (medium vs large). For each method, we perform a hyperparameter sweep over 4 α302
values, and report the best result for each environment in Table 1. We hold other hyperparameters303
constant across experiments, except with variation between non-visual and visual environments noted304
in Appendix A.305

5.1 Qualitative analysis of representations306

In Figure 2, we display a qualitative analysis of the representations. We visualize the similarity307
between the future prediction ψ for each state to ϕ(g) for a fixed goal g. We can see that BYOL-γ308
seems to learn a representation that encodes reachability between states, and has a similar structure309
to FB, which is known to approximate the successor measure. TRA and base BYOL seem to both310
capture similar structure and learn a less well-defined latent space. However, BYOL-γ and FB have311
more distinct similarity, and have visible “paths” of similar states. BYOL-γ also appears to capture312
the most similarity among more distant pairs of states. Compared to TRA, our hypothesis here is that313
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we have more optimistic similarity between distant states due to the lack of a negative term in the314
loss, which pushes representations apart.

BYOL-γ (ours) FB BYOL TRA

Figure 2: Visualization of the Learned Representation: depicts the similarity between the
prediction of the current state representation to the goal representation. For BYOL-γ and
FB, we visualize the cosine similarity between ψ(ϕ(s, a)), ϕ(g) ∀s ∈ D for a fixed goal g which is
indicated by the star marked in red. For TRA, we compare ψ(s), ϕ(g). BYOL-γ captures similar
temporal relationships as the baseline methods.315

5.2 Zero-shot performance on combinatorial generalization tasks316

In Table 1, we provide the performance results across all methods. Overall, our proposed method317
BYOL-γ, shows improved performance vs. GCBC across most environments, and is either com-318
petitive with or outperforms FB and TRA. Importantly, we find that a minimal BYOL setup does319
not confer significant benefit over the base GCBC except in non-visual antmaze environments.320
Generally, auxiliary representation learning with GCBC outperforms existing offline RL methods.321

Within the auxillary loss methods, we find that FB and BYOL-γ tend to outperform TRA on322
most environments. While we find that FB outperforms BYOL-γ on environments with smaller323
state spaces (antmaze-{medium,large}), we find that BYOL-γ’s simpler training proce-324
dure is beneficial in environments with larger state spaces (humanoidmaze-{medium,large},325
visual-antmaze-medium and visual-scene-play).326

Dataset BYOL-γa BYOL TRA FBa GCBC GCIVL GCIQL QRL CRL

antmaze-medium-stitch 58± 5 59± 4 54± 6 64± 6 45± 11 44± 6 29± 6 59± 7 53± 6
antmaze-large-stitch 19± 7 17± 6 11± 8 23± 4 3± 3 18± 2 7± 2 18± 2 11± 2
humanoidmaze-medium-stitch 51± 6 23± 3 45± 8 42± 4 29± 5 12± 2 12± 3 18± 2 36± 2
humanoidmaze-large-stitch 13± 3 3± 1 5± 4 11± 3 6± 3 1± 1 0± 0 3± 1 4± 1
antsoccer-arena-stitch 25± 5 12± 7 14± 4 22± 10 24± 8 21± 3 2± 0 1± 1 1± 0

visual-antmaze-medium-stitch 68± 4 57± 8 52± 3 49± 2 67± 4 6± 2 2± 0 0± 0 69± 2
visual-antmaze-large-stitch 26± 5 26± 5 17± 1 29± 2 24± 3 1± 1 0± 0 1± 1 11± 3
visual-scene-play 17± 1 13± 3 16± 3 14± 1 12± 2 25± 3 12± 2 10± 1 11± 2

average 35 26 27 32 26 16 8 14 25

Table 1: OGBench: We find that BYOL-γ performs better overall compared to prior methods.
We report mean and standard deviation over 10 training seeds in non-visual environments, and 4
seeds in visual environments. We match the OGBench evaluation setup of 5 evaluation (state,goal)
tasks, and 50 episodes per task. The success rate is then averaged over the last 3 checkpoints. We
color the best non-RL method, and bold values within 95% of its value in the same row. We use
superscript a to denote methods utilizing action-conditioning.

Interestingly, in visual-antmaze TRA and FB actually seem to hurt performance in comparison327
to base GCBC. On the other hand, with BYOL-γ we see no performance degradation over GCBC328
on the visual environments, a considerable improvement over other methods.329

5.3 Evaluating generalization with increasing horizon330

We conduct experiments to understand how success rate changes as an agent has to reach more331
challenging goals further away from its starting position. For each maze environment, we consider332
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Dataset BYOL-γa −a fl2 −ψb γ = 0

antmaze-medium-stitch 61± 6 63± 9 56± 4 67± 2 59± 5
antmaze-large-stitch 21± 5 27± 7 24± 6 19± 7 8± 4
humanoidmaze-medium-stitch 54± 5 48± 5 49± 6 52± 5 18± 2
humanoidmaze-large-stitch 14± 2 12± 6 15± 7 13± 2 3± 1
antsoccer-arena-stitch 21± 4 20± 5 11± 5 27± 7 25± 7

visual-antmaze-medium-stitch 68± 4 65± 3 63± 5 61± 4 54± 9
visual-antmaze-large-stitch 26± 5 25± 8 27± 7 28± 2 28± 1

average 33 33 31 33 24

Table 2: BYOL-γ ablations. We ablate components of our representation learning objective. For
each ablation, we perform a hyperparameter sweep over α, and report the best result per-environment.
For all environments, we report results over 4 seeds (for BYOL-γ, we use the first 4 of the 10 reported
in Table 1). We color the best method, and bold values within 95% of its value in the same row.

the same base 5 evaluation tasks used in Table 1, but construct intermediate waypoints along the333
shortest path to the final goal determined by Breadth First Search. We also include an additional334
maze environment, giant on which all methods have zero success rates to reach distant goals. This335
gives a more holistic view on an agent’s performance.336

antmaze-giant

1-2 3-4 5-6 7-8 9-1
0

11
-12

13
-14

15
-16

17
-18

19
-20

Distance to Goal (Maze Cells)

0.0

0.2

0.4

0.6

0.8

1.0
BYOL-  (ours) TRA GCBC

29
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Figure 3: Evaluating Generalization
with Increasing Horizons: shows that
BYOL-γ not only performs well on
goals in the near horizon, but also, gener-
alizes well to goals that requiring stitch-
ing occurring after the red bar (> 4).

We display results in Figure 3 and Appendix E, where we337
can see how performance drops off for all methods after a338
generalization threshold denoted by the red bar. While all339
methods cannot fully reach distant goals on giant, we340
see that BYOL-γ has the slowest drop-off in performance.341
We note that this is a challenging task, that requires stitch-342
ing up to approximately 8 different trajectories.343

5.4 Components344
affecting generalization for representation learning345

We ablate key components of the BYOL-γ objective in346
Table 2. This includes removing action conditioning for347
forward predictor ψf (−a), swapping the loss from cross-348
entropy to normalized squared l2 norm (fl2), removing349
backwards predictor ψb, and predicting the representation350
of the adjacent state (γ = 0). Both removing action-351
conditioning, and backwards prediction overall lead to similar results, but variability per-environment.352
For fl2, we obtain slightly worse average performance, and for γ = 0, we see the largest drop-off,353
especially on humanoidmaze environments.354

6 Discussion355

Limitations. While we demonstrate that BYOL-γ and other representation learning objectives356
offer a promising recipe for obtaining combinatorial generalization, we find that there still exists357
a generalization gap, especially on challenging navigation environments e.g. giant. We find358
a less significant improvement over BC on visual environments, which may motivate additional359
investigation. Additionally, we may anticipate more benefit from representation learning when360
applied to larger visual datasets, which has been fruitful in other domains.361

Conclusion. In this work, we provide a stronger understanding of the relationship between quantities362
related to successor representations and the generalization of policies trained with behavioral cloning.363
We propose a new self-predictive representation learning objective, BYOL-γ, and show that it364
captures information related to the successor measure, resulting in a competitive choice of an365
auxiliary loss for better generalization. We demonstrate that augmenting behavior cloning with366
meaningful representations results in new capabilities such as improved combinatorial generalization,367
especially in larger and more complex environments.368
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A Experimental Setup616

Table 3: Hyperparameters for BYOL-γ

Hyperparameter Shared

actor head MLP (512,512,512)
representation encoder (ϕ) MLP (64,64,64)
predictor (ψ) MLP (64,64,64)
encoder ensemble 2
learning rate 3× 10−4

optimizer Adam

Non-visual Visual

Gradient steps 1000k 500k
Batch size 1024 256
τ (EMA) 1.0 0.99
γ 0.99 {0.66, 0.99}
α (alignment) {1,6,40,100} {1,6,10,20}
additional encoder n/a impala_small
encoder output dimension |s| 64

A.1 Implementation Details617

In this section we provide more training details for BYOL-γ, and representation learning baselines.618
We match the training details of OGBench, including gradient steps, batch size, learning rate.619

Network Architecture. We follow the same network architecture setup as TRA, where we utilize620
MLP-based encoders, and action head. For the output dimension of the encoder, we use the state621
dimension for non-visual experiments, and 64 for visual experiments. For the predictor ψ, we utilize622
an MLP of the same architecture as the encoder. For image-based tasks, there is an additional CNN,623
which then passes output to the MLP encoder.624

Representation Ensemble. We follow the setup of TRA which utilizes representation ensembling,625
such that two copies of the encoder ϕ1, ϕ2 are in parallel. We also have two distinct predictors ψ1, ψ2626
for each ensemble. As input to the policy head, we average the representations, z̄ = ϕ1(st)+ϕ2(s2)

2 .627
Each representation is trained independently for the BYOL loss, but the BC loss differentiates through628
both ϕs.629

Alignment. We find that the choice of weight of the auxiliary loss for the representation learning630
objective is sensitive to both the robot embodiment and the environment size. For comparison, we631
perform a hyperparameter search over four alignment values for BYOL-γ, TRA, and FB, and then632
report the best value for each environment in Table 1.633

Discount. For sampling the next-state, we utilize a discount factor of γ = 0.99 for all non-visual634
environments. For visual environments, we perform a hyperparameter search over {0.66, 0.99},635
however all representation learning methods performed better at γ = 0.66.636

A.2 BYOL-γ637

Target network. For BYOL, we find that exponential moving average (EMA) target networks for
the encoder ϕ are not necessary for non-visual environments (τ = 1), but for visual environments,
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we find that a fast target stabilizes training (τ = 0.99):

ϕtarget = τϕonline + (1− τ)ϕtarget

A.3 TRA638

In practice, TRA uses a symmetric version (Radford et al., 2021) of the InfoNCE objective discussed639
in Equation 3. We write this in batch form, B = {(si, s+,i)}|B|

i=1 rather than in expectation:640

LTRA = EB

− 1

B

|B|∑
i=1

log
ef(ψ(si),ϕ(s+,i))∑|B|
j=1 e

f(ψ(si),ϕ(s+,j)
− 1

B

|B|∑
i=1

log
ef(ψ(si),ϕ(s+,i))∑|B|
j=1 e

f(ψ(sj),ϕ(s+,i)

 (16)

Additionally, TRA minimizes the squared norm of representations minϕ,ψ λEs[∥ϕ(s)∥
2

d + ∥ψ(s)∥2

d ]641
with λ = 10−6. For TRA, we search over α = {10, 40, 60, 100}.642

A.4 FB643

Prior work which trains FB for zero-shot policy optimization (Touati et al., 2023) typically normalizes644
ϕ with an additional loss term so that E

[
ϕϕT

]
≈ Id . However, we found that adding this loss term645

was not beneficial to performance in our setting and hence do not include it.646

FB uses an EMA target network as described in A.2 with τ = 0.005. For FB, we search over647
α = {0.01, 0.05, 0.001, 0.005}.648

A.5 Code.649

We utilize the OGBench (Park et al., 2025) codebase and benchmark, and its extensions in the TRA650
codebase (Myers et al., 2025b) for equal comparison.651

A.6 Compute Requirements652

We perform all experiments utilizing single GPUs, predominately NVIDIA RTXA8000 and L40S.653
We utilize 6 CPU cores, 24G of RAM for non-visual environments, and 64G for visual experiments.654
Experiments take 2 to 4 hours for non-visual and 6 to 12 hours for visual environments.655

B Ablations.656

B.1 Action-conditioning657

In this section, we ablate the component of performing action-conditioning for the predictor ψ(st)658
vs ψ(st, at) for TRA and FB. We consider a similar comparison for BYOL-γ in Table 2. For659
this comparison, when we perform action-conditioning, we utilize a policy representation π(s =660
ϕ(s), g = ϕ(g)), and otherwise π(s = ψ(s), g = ϕ(g)). We find that results can be environment661
specific. On average, results are not improved for TRA, but we find an improvement for FB, hence662
in our main Table 1 we include the action-conditioned results for FB and the action-free results for663
TRA.664
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Dataset TRA TRAa FB FBa

antmaze-medium-stitch 54± 6 57± 12 64± 10 64± 6
antmaze-large-stitch 11± 8 7± 7 17± 6 23± 4
humanoidmaze-medium-stitch 45± 8 45± 5 36± 3 42± 4
humanoidmaze-large-stitch 5± 4 9± 4 6± 2 11± 3
antsoccer-arena-stitch 14± 4 25± 8 17± 5 22± 10

visual-antmaze-medium-stitch 52± 3 33± 4 47± 5 49± 2
visual-antmaze-large-stitch 17± 1 22± 5 28± 3 29± 2
visual-scene-play 16± 3 18± 2 12± 2 14± 1

average 27 27 28 32

Table 4: Action-conditioning ablations. We ablate the choice to condition on the first action for
predictor ψ for TRA and FB over 10 seeds for non-visual and 4 seeds for visual environments.

C CL to FB665

Here, illustrate that connection between CL and FB, showing that in the limit an n-step version of FB666
becomes similar to CL.667

We can rewrite Equation (3) to see the connection between FB (TD) and CL (MC). Under assumptions668
that ϕ, ψ are centered (E[ϕ] = E[ψ] = 0), and unit normalized ∥ϕ∥2, ∥ψ∥2 = 1, if we apply a second-669
order Taylor expansion to the denominator of the CL loss (Touati et al., 2023) we have:670

CLInfoNCE ≈ 1

2
Es∼p0(s),s′∼p0(s′)

[
(ψ(s)Tϕ(s′))2

]
− 2E k∼geom(1−γ)

st∼p0,st+k∼pπ(st+k|st)

[
ψ(st)

Tϕ(st+k)
]

(17)

Next, we can consider an n-step variant of the FB loss (Blier et al., 2021) which we refer to as FB(n):671

min
ϕ,ψ

Est∼p0
s′∼p0

[
(ψ(st)

Tϕ(s′) − γnψ̄(st+n)
T ϕ̄(s′))2

]
− 2

n∑
i=1

Est∼p0,st+i∼pπ
[
γiψ(st)

Tϕ(st+i)
]

(18)

We can make the full connection to CL with infinite horizon n:672

FB(n)
n→∞

= Est∼p0
s′∼p0

[
(ψ(st)

Tϕ(s′))2
]
− 2

n∑
i=1

E st∼p0
st+i∼pπ(st+is0)

[
γiψ(st)

Tϕ(st+i)
]

(19)

= Est∼p0
s′∼p0

[
(ψ(st)

Tϕ(s′))2
]
− 2γ

(1− γ)

n∑
i=1

E st∼p0
st+i∼pπ(st+is0)

[
(1− γ)γi−1ψ(st)

Tϕ(st+i)
]

(20)

= Est∼p0
s′∼p0

[
(ψ(st)

Tϕ(s′))2
]
− 2γ

(1− γ)
E k∼geom(1−γ)
st∼p0,st+k∼pπ(st+k|st)

[
ψ(st)

Tϕ(st+k)
]

(21)

Thus, we can see that in the infinite horizon form of FB(n), it is related to the form of CLInfoNCE in673
(3), but with the positive contrastive term weighted by factor γ

1−γ .674

D Finite MDP675

D.1 BYOL676

BYOL as an Ordinary Differential Equation (ODE) In finite MDPs, we can characterize the677
BYOL objective which gives intuition about what information is captured in ϕ, ψ, and conditions678
that may be useful for stability (Tang et al., 2022; Khetarpal et al., 2025). Consider a finite MDP679
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with transition Pπ , linear d-dimensional encoder Φ ∈ R|S|×d, and linear action-free latent-dynamics680
Ψ ∈ Rd×d. In a finite MDP, Equation (4) becomes:681

min
Φ,Ψ

BYOL(Φ,Ψ) := min
Φ,Ψ

Est∼ p(s),st+1∼Pπ ,
[
∥ψTΦT st − Φ̄T st+1∥22

]
(22)

A property to prevent this objective from collapsing is that Ψ is updated more quickly than Φ. In682
practice, this is commonly realized as the dynamics are generally a smaller network than the encoder.683
This system can be analyzed in an ideal setup, where we first find the optimal Ψ, each time before684
taking a gradient step for Φ, which leads to the ODE for representations Φ (Tang et al., 2022):685

Ψ∗ ∈ argmin
Ψ

BYOL(Φ,Ψ), Φ̇ = −∇ΦBYOL(Φ,Ψ)|Ψ=Ψ∗ (23)

We are able to analyze this ODE with the following assumptions (Tang et al., 2022):686

Assumption D.1 (Orthogonal initialization). Φ⊤Φ = I687

Assumption D.2 (Uniform state distribution). p0(s) = 1
|S|688

Assumption D.3 (Symmetric dynamics). Pπ = (Pπ)⊤689

Under these three assumptions, Khetarpal et al. (2025) prove that the BYOL ODE is equivalent to690
monotonically minimizing the surrogate objective:691

min
Ψ

∥Pπ − ΦΨΦT ∥F + C (24)

Where ∥ · ∥F is the Frobenius matrix norm. Thus, we can understand that the BYOL objective as692
learning a d-rank decomposition of the underlying dynamics Pπ . Additionally, the top d eigenvectors693
of Pπ match those of (I − γPπ)−1 =Mπ Chandak et al. (2023). However, we will highlight that694
there are key differences when learning a low-rank decomposition between Pπ and Mπ. This is695
described by Touati et al. (2023), where we can consider that in a real-world problem with underlying696
continuous-time dynamics, actions have little effect, and Pπ is close to the identity, e.g. close to697
full-rank. However, Mπ, which takes powers of P tπ, has a “sharpening effect” on the difference698
between eigenvalues, which gives a clearer learning signal. This is intuitive on a real-world problem699
like robotics, even with discrete-time dynamics, where st+1 ≈ st, but we have larger differences700
between st and st+k.701

D.2 BYOL-γ702

In the finite MDP, we now verify theorem 4.1 , where BYOL-γ approximates the successor repre-703
sentation with matrix decomposition M̃π ≈ ΦΨΦT .704

We consider the same objective (22), where we need to update the expectation of the sampling705
distribution:706

min
Φ,Ψ

BYOL-γ(Φ,Ψ) := min
Φ,Ψ

Est∼ p(s),s+∼M̃π ,
[
∥ψTΦT st − Φ̄T s+∥22

]
(25)

Assuming that this objective is optimized under the ODE (23). We have that our objective monotoni-707
cally minimizes:708

min
Ψ

∥M̃π − ΦΨΦT ∥F + C (26)

This directly translates as we can consider M̃π = Pπ as simply a valid transition matrix for a new,709
temporally abstract, version of the original MDP. We maintain the original assumptions D.1, D.2, and710
D.3. We do not need an additional assumption for M̃π , as assumption D.3 for symmetric Pπ implies711
a symmetric M̃π = (1− γ)

∑
t≥0 γ

tP tπ ,712
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Under this setup, we also have that ΨΦ ∈ Rn×d relates to the successor feature matrix, where each713
row (ΨΦ)i contains the vector (1− γ)ψπ(si):714

(1− γ)ψπ(si) =
∑
j

M̃π(si, sj)ϕ(sj) (27)

= (M̃πΦ)i (28)

≈ (ΦΨΦTΦ)i (29)
= (ΦΨ)i (30)

In other words, in the restricted finite MDP, where we minimize (26), we are simultaneously learning715
successor features ψπ ≈ ΨΦ and basis features Φ.716
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E Additional Results for Horizon Generalization717
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Figure 4: Evaluating Generalization with Increasing Horizons: The distances to the right of
the red dotted line require combinatorial generalization. The maze maps show examples of how
intermediate goals are selected along the optimal path.

We include additional results matching the setup in Section 5.3, for antmaze-medium, and718
{humanoidmaze}-{medium,large,giant} in Figure 4. We can observe that BYOL-γ leads719
in performance as the distance between the start and goal grows when compared to other methods.720
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