On the Pareto Front of Multilingual Neural Machine
Translation

Liang Chen'* Shuming Ma?* Dongdong Zhang®> Furu Wei> Baobao Chang'f
!National Key Laboratory for Multimedia Information Processing,
School of Computer Science, Peking University
2Microsoft Research
leo.liang.chen@outlook.com chbb@pku.edu.cn
{shumma,dozhang,fuwei}@microsoft.com

Abstract

In this work, we study how the performance of a given direction changes with its
sampling ratio in Multilingual Neural Machine Translation (MNMT). By training
over 200 multilingual models with various model sizes, data sizes, and language
directions, we find it interesting that the performance of certain translation direc-
tion does not always improve with the increase of its weight in the multi-task
optimization objective. Accordingly, scalarization method leads to a multitask
trade-off front that deviates from the traditional Pareto front when there exists
data imbalance in the training corpus, which poses a great challenge to improve
the overall performance of all directions. Based on our observations, we pro-
pose the Double Power Law to predict the unique performance trade-off front in
MNMT, which is robust across various languages, data adequacy, and the number
of tasks. Finally, we formulate the sample ratio selection problem in MNMT as
an optimization problem based on the Double Power Law. In our experiments,
it achieves better performance than temperature searching and gradient manipula-
tion methods with only 1/5 to 1/2 of the total training budget. We release the code
at https://github.com/pkunip-icler/ParetoMNM'1 for reproduction.

1 Introduction

Multilingual Neural Machine Translation (MNMT) enables multiple translation directions in a single
model, significantly reducing deployment costs of translation systems and benefiting low-resource
directions (Sennrichef-all, POTS). MNMT can be framed as a multi-task learning problem, where
we expect to improve the overall performance across translation directions. However, it is infeasible
to find an optimal solution for all translation tasks because of the negative interference among trans-
lation directions (Cin-ef all, POTY; Yn_ef all, P020; Wang et all, 202T). A common method to make
trade-offs among different languages is scalarization, where a combination of normalized weights
is assigned to the loss of each direction during training. Xin“ef-all (2027) empirically show that
different weight combinations can result in Pareto optimal solutions, where no one solution could
outperform another in all tasks. All such solutions could form a Pareto front as shown in Figure .
Fernandes ef all (Z023) show that there is a power law between the weight of one direction and its
final generalization performance, indicating a positive relation between weight and performance.

In this work, we empirically find that the positive relation together with the power law from Fernan
des’ef-all (20073) does not hold true in a more realistic MNMT scenario where the data for different
directions is highly imbalanced. The performance of a direction may decrease as its weight increases.
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It raises our interests that 1) What causes the inconsistency phenomena? 2) Can we model the trade-
off behavior among different directions? 3) How should we set the weights for each direction?

To answer these questions, we first identify the problem in MNMT that the scalarization method
could not generate Pareto optimal solutions when there exist low-resource directions, which is
named the collapse of Pareto front. Secondly, to quantify how the performance of a given direction
changes with its sampling ratio, we propose the Double Power Law. The law takes the number of
training data into consideration and explicitly models the relationship between capacity occupation
and the potential of over-fitting in a given direction, which has the form:

Filp. D)= (k-p)° +(DI+0)(¢-p)"+ MY (1)
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Capacity Occupation Intrinsic Over-fitting Bias Term

where F; is the predicted performance of task ¢ measured by cross-entropy loss, p is the sampling

ratio, D; is the number of training examples and Mgé) is a constant bias term. The rest are fixed
parameters to estimate. Experiments justify the robustness of the law under various settings.

Based on the Double Power Law (DPL), we propose an approach to compute the optimal sampling
ratios. Our experiments demonstrate that DPL outperforms directly search for the optimal temper-
ature and gradient manipulation methods for MNMT, achieving better accuracy (+0.3 BLEU) with
only 1/5 to 1/2 training cost in our experiments.

To summarize, the contribution of this work is threefold:

1. We identify and analyze the collapse of Pareto Front phenomenon in MNMT.

2. We propose the Double Power Law to model the trade-off among different directions in
MNMT, which is robust on languages, data adequacy, and number of directions.

3. Based on the Double Power Law, we propose a method to automatically compute the op-

timal sampling ratio combination, eliminating the need for manual tuning of the sampling
temperature and achieving better performance in BLEU, COMET and BertScore metrics.

2 Collapse of Pareto Front in Multilingual Neural Machine Translation

2.1 Pareto Front in MNMT

Pareto Front In multi-task learning, where K is the number of objectives and £;(8) is the loss
of task ¢ under solution parameterized by & € R", we say solution 0 Pareto dominates solution
01ifV1<i<K,Li(0) < L;(61)and T 1 < i < K, L;(02) < L;(01). The Pareto front is a
set of solutions where no solution Pareto dominates another. As shown in Figure [, we give two toy
examples of the possible shape of Pareto front when K = 3 and K = 2.
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Figure 1: Toy examples of Pareto front. When there are three tasks (K=3), we color the Pareto front
according to task 3’s loss. We also plot the contours, which are also Pareto fronts in 2-dimension.

Scalarization (Boyd and Vandenberghe, P20104) is a traditional method to optimize the multi-task
learning model where a set of predefined normalized weights w is applied to each task. If there is
little interaction among different tasks, that one task’s loss would drop when increasing its weight,
equation I with different w could guarantee solutions that can form a Pareto front (Xin“ef-all, 2077).

K
O(w) = argmgin L(O;w) st L(O;w)= ;wiﬁi(e), w > 0, Zwi =1 2)
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Figure 2: Generalization performance trade-off curves under different data distributions. The
blue line stands for English—{German-4.6M, Chinese-10M} (left) and English— {French-10M,
Chinese-10M }(right). The orange line stands for the result when replacing the high-resource
English—Chinese-10M to English—Chinese-260K. The Pareto front collapses (sampling ratio in-
creases while performance drops) when changing the high-resource direction to a low-resource one.
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Figure 3: Generalization Performance trade-off curves under different data distributions under the
3-direction setting. The left figure shows a Pareto front where one direction’s performance will
always decrease when another direction’s performance increases. However, the performance of low-
resource direction would increase in step with the high-resource direction’s at some points.

Multi-task Learning for MNMT MNMT can be framed as a multi-task learning problem where
one model can do the translation among multiple directions (Dong et all, POTS; Aharoni_ef all,
20719). To prevent the high-resource directions from dominating the training and to improve the
low-resource directions’ performance, scalarization is implemented through proportional sampling,
where the sampling ratio of examples for task ¢ in a training batch is w;. Currently, there is no

consensus on how to directly set specific w; for each task, temperature-based sampling is more
1/T

commonly used where w; = %, p; denotes the ratio of the training examples from task .
i Pj

2.2 The Collapse of Pareto Front Widely Exists

We use datasets provided in WMT10 (Wang et all, 2020R) and WMT19 (Barraulf_ef all, P01Y) to
conduct the MNMT experiment. The description of dataset is listed in Appendix A. In the 2-task
setting, we experiment with the sampling ratio of one task ranging from 10% to 90%. In the 3-
task setting, we experiment with each task ranging from 10% to 80% resulting in 32 different ratio
combinations. More detail about the training is in Appendix B. The experiment results and major
findings in this section are illustrated in Figure D,8 and B.

The collapse exists in different language pairs In Figure [, we can see that the generalization per-
formance trade-off situation is different between the High-High and High-Low data settings. Under
the High-High setting, the solutions from scalarization could form a Pareto front where one task’s
performance increases with the decrease in the other task. This is expected and also in line with the
recent results from Xin“ef-all (2027); Fernandes ef all (2023). However, the Pareto front disappears
when we replace the English—Chinese-10M with English—Chinese-260K. Fernandes ef all (Z023)
restrict the directions to high-resource ones so they also get Pareto optimal results, Xin“ef-all (20722)



also find that there exists a global optimal point in imbalanced multilingual translation however do
not give it an explanation. Understanding the reason can help build a better MNMT system since the
multilingual training data is highly imbalanced in reality(Haddow et all, Z021; feam_ef-all, 20727).

In Figure B, when increasing the sampling ratio for » Trade-off curves in models with different sizes
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first goes up and then gradually goes down. This is the —_ ~ -a-Vedim &g Sk
direct cause of the collapse of Pareto front. The collapse 2 %, X
also exists when there are more than two languages. As N2 o %
shown in Figure B, we draw the 3-task trade-off front us- » X
ing linear interpolation. The front in the left where all \

20 ®
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It indicates that the relation between High and Low re- off curves for English— {French, Chi-
sources directions is not a zero-sum game and there exists nese} under different model sizes and
a sampling ratio range where different tasks can improve data distributions.

or deteriorate simultaneously. For example, in Figure O,

this range could be 40% to 90% sampling ratio for the low-resource English-to-Chinese direction.

The collapse exists in models with different sizes Figure B shows the trade-off curves on models
with different sizes. The Pareto front would collapse when there exist low-resource directions.

The collapse of Pareto front complicates the optimization of MNMT because the sampling ratio must
be carefully set or the performance might fall in the collapsed area where the model’s capacity is not
fully exploited and there exist other solutions that can Pareto dominates the current performance.

2.3 Explore the Reason for the Collapse

The collapse is closely related to inadequate data. If we only consider the performance of low-
resource direction in Figure O, the performance of the low-resource direction briefly improves with
an increase in the sampling ratio from 10% to 20%, but then gradually deteriorates as the sampling
ratio continues to increase from 20% to 90%. This is in contrast to the performance of high-resource
directions, which continue to improve with an increase in sampling ratio from 10% to 90%.

The effect of increasing the sampling ratio for a task is
twofold: on the one hand, it gives it more weight and the

model would allocate more capacity to optimize its perfor- ;fz %:'2%8'?2 ;g'gggg'gg
mance, on the other hand, it also increases its risk of over- 01 10.43/14.48  23.88/27.86
fitting. For directions with abundant training examples,
the over-fitting term is less significant so its performance
would keep improving with more sampling ratio. How- Table 1: The sharpness for En— {De}
ever, for low-resource directions, the risk of over-fitting / En—>.{H1} tasks: The result indicates
would be dominant for a high sampling ratio because of that with more high-resource data, the
the lack of training examples. A small sampling ratio Model tends to come to a flatter local
serves as a form of regularization for these low-resource Minima after training.

directions. This difference accounts for the contrasting performance trends observed between low-
resource and high-resource directions.

Ratio(De:Hi) Encoder Last Decoder Last

It has been shown that the model would be less likely to over-fit and generalize better when it reaches
a flatter local minimum after the gradient descent optimization (Keskar ef all, P0T6; Kleinberg et all,
2018; Farefef-all, P020). To justify our assumption, following Keskarefall (Z00T6), we compute the
partial local curvature i.e. sharpness of the optimized model through the trace of the Hessian matrix
as shown in Equation B, where X stands for held-out evaluation data and Y stands for the label. We
compute the sharpness of the FFN layer at different transformer layers.

Sharpness(fo, X, Y) = tr(V?fo(X,Y)) 3)



As shown in Table [, we compute the sharpness of our MNMT model on English— { German, Hindi}
task with different sampling ratio combinations. The result shows that with more sampling ratio for
high-resource direction, the model could reach a flatter local minimum for both tasks.

The results of the generalization performance and sharpness experiments indicate that adding weight
for a certain translation direction is a double-edged sword. It forces the model to optimize more
towards minimizing the training loss of this task, at the same time increasing its over-fitting risk,
especially for the low-resource directions.

3 The Double Power Law

In the previous section, we discussed the collapse of Pareto front phenomena and its impact on
MNMT. The collapse presents a challenge for determining the sampling ratio combination, as a poor
combination can adversely affect the final performance by deviating from potential Pareto solutions.
Additionally, we identified over-fitting as a significant problem in MNMT training especially for
low-resource directions. While a straightforward solution would be to grid search the sampling ratio
combination, it becomes impractical with increasing directions due to the exponentially growing
search space. In this section, we are going to answer the following questions:

Is there a pattern behind the collapse phenomena? Can we predict the performance trade-off
curve among different directions?

Fernandesef all (2023) adopt single power law inspired by the scaling literature in NMT (Ghorbani
efall, 202TH; Gordon ef all, 207T) to predict how the sampling ratio affect the performance of MNMT.
However, it assumes that all directions have unlimited data, which does not reflect the diverse data
adequacy in reality for supervised MNMT training. Under Fernandes ef-all (2123)’s power law, the
trade-off curve of any two directions can form a Pareto front, which could not capture the collapse.

We find out that: the generalization performance F of the i-th direction in MNMT follows a double
power law, which takes the sampling ratio p and the number of training examples D; as input:

Filp. Di) = (k-p)™ + LY +G4(Dy) - (¢ p)° + OL) 4)
Capacity Occupation Intrinsic Over-fitting

where F; is measured through evaluation cross-entropy loss. k, a, ¢, 3 are fixed parameters, G¥(D)

is a monotonically decreasing function of the number of training examples D;. LEJQ and Og? are
bias terms that are relevant to the direction and the model.

3.1 Capacity Occupation and Intrinsic Over-fitting Terms

Based on our previous discussion, the generalization performance for a certain direction not only
depends on its sampling ratio but also on its number of training examples. So we set two terms to
jointly model the generalization performance, namely Capacity Occupation term and Intrinsic Over-
fitting term. As shown in Equation B, similar to the power law in Fernandesef all (20123), Capacity
Occupation term can reflect that with a larger sampling ratio, the model would assign more capacity
for the task to minimize its training loss, which could possibly improve the generalization perfor-
mance. Intrinsic Over-fitting term reflects the fact that with a larger sampling ratio, the model is
more likely to over-fit on this task, which would harm its generalization performance. Meanwhile,
the scale of Intrinsic Over-fitting term is negatively related to the number of training examples. With
fewer training examples, the influence of Intrinsic Over-fitting would be more significant.

3.2 Parameter Estimation

We estimate the parameters of the double power law in three steps. We conduct a series of
English— {French-10M, German-260K} experiments with English—French-10M sampling ra-
tio ranging from 10% to 90%. 1) We estimate the parameters of the Capacity Occupation term
with English—French’s results by ignoring the Intrinsic Over-fitting term because it has minor ef-
fect when D; is large for high-resource direction. 2) We fix the parameters of the Capacity Oc-
cupation term and estimate the parameters of the Intrinsic Over-fitting term with the results of
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Figure 5: Evaluation of Equation B under different languages and data-adequacy settings. The
curve predicts how one direction’s generalization performance changes with its sampling ratio. The
Double Power Law is robust under different scenarios.

Predicted Curve % Observation ‘

English—German-260K. 3) We fix all parameters in Equation 8 except for the value of G+(D).
We suppose that G+(D) also subjects to the form of power law and conduct the same series of ex-
periments on English— {French-10M, German-1M} and English— {French-10M, German-4.6M }
to get values of G¥(D) given different D; and estimate the parameters in G¥(D). Thus, the double

power law could be summarized below, where Méf)) stands for the sum of bias terms Lff;) and 05;'2:

Fip, D)= (Ep) "+ (D)) (g p) + MY )
—— N
Capacity Occupation Intrinsic Over-fitting Bias Term

Following the three steps, we estimate” the parameters of the double power law for our base-size
model. For convenience, we present the estimated double power law below:

Fi(p, D) = (0.07 - p)~*20 4 (D733 — 0.50) - (1.18 - p)"2* + MY (6)

The law indicates an interesting result: the generalization performance trade-off among directions
in MNMT is mostly relative to the training data size in each direction. The difference in languages
only influences the bias term.

3.3 Evaluation and Discussion

We evaluate the estimated double power law in different task and data size combinations as shown
in Figure B. For different task settings, we only tune the bias term Méé) in Equation B. As shown in
Figure B, the double power law can generally well reflect how the performance of one task changes

with its sampling ratio for both of the high-resource and low-resource directions.

Generalization to more directions We also evaluate the double power law when there are more
than 2 languages. We conduct a three-direction MNMT experiment on English— {French-10M,
German-4.6M, Chinese-260K}, where English— Chinese is the low-resource direction. We fix the
sampling ratio of English— German to 0.1 and change the sampling ratio of English— French from
0.1 to 0.8 and tune the bias term Mc@ in Equation B to fit the performance curve of English—
French and English— Chinese. As shown in Figure B, the double power law can also well reflect
the performance trade-off with more directions.

!we use scipy.optimize.curve_fit function from the scipy library. The unit of training examples is million.
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Figure 6: We examine Equation B under the 3-direction setting. Double Power Law can well describe
the performance trend of both the high-resource (FR-10M) and low-resource directions (ZH-260K).

The trade-off curve is language-agnostic As shown in Figure Band B, by adjusting the bias term
in Equation B, the predicted curve can well describe the trade-off with different languages setting,
both the similar(FR and DE) and the distant (FR and ZH) ones. In other words, the shape of the
trade-off curve is more related to the number of training examples in each direction rather than the
language of the direction, which mostly influences the bias term of the curve. This result is in line
with Xin“ef-all (20027); Shaham ef all (Z027) that the training data size plays a more important role
than language similarity in the trade-off of different directions’ performance.

Critical point for low-resource directions When we look at the predicted performance curve and
the observations for low-resource directions, it all shows a "U" shape. It means there exists a critical
point when increasing the sampling ratio for low-resource direction. On the right side of the critical
point, the Capacity Occupation term has more influence on the generalization performance. The
Intrinsic Over-fitting term becomes dominant after the sampling ratio goes beyond the critical point.
While for high-resource directions, the curve is monotonic.

3.4 Application of the Double Power Law

We adopt the Double Power Law to compute the optimal sampling ratio combination for MNMT.
For a task with n directions, it is evaluated by the weighted sum of each direction’s performance. r;
is the weight of the i-th task and >, r; = 1.

Given the evaluation metrics’ weights  and the number of training examples in each task d, the
goal is to compute the optimal sampling ratio combination p, where we assume that all directions
follow the double power law F in Equation B. Thus, the optimization objective becomes:

n

) = inL(p;r;d . L(p;r;d) = iFi(pisdi), >0, =1 7
p=argmin L(p;r;d) s (psrid) =Y riFi(pi,di), P zi:p (7

1=1
4 Experiments

4.1 Settings

We conduct experiments on a two-direction English — {German-4.6M, Hindi-260K} task and a
four-direction English — {French-10M, German-4.6M, Chinese-260K, Hindi-260K } task using the
same training configuration as in Section 2 in our base size model.

We use two different evaluation metrics: 1) Arithmetic mean (r; = %). 2) Customized metric where
we are interested in improving the performance of low-resource direction ¢ (r; = 1,7;2; = 0).

We solve Equation @ with the estimated double power law as in Equation B. Even though we do not
know the bias term M, in Equation B, it does not influence the computation of the optimal sampling
ratio combination p. With the computed p, we train the MNMT model according to Appendix Bl.



(a) 4-direction (Arithmetic mean)
Cross-Entropy | BLEU 1

Methods TrainingTime
FR DE ZH HI AVG FR DE ZH HI AVG
Temperature-based Sampling
T=1 158 155 473 321 277 283 282 157 64 197 1.0x
T=2 159 1.61 393 259 243 277 281 205 109 218 1.0x
T=5 165 1.63 383 256 242 272 280 21.1 10.8 2138 1.0x
T=10 170 176 377 248 243 258 272 218 114 216 1.0x
T=100 1.75 1.83 379 254 248 254 267 221 11.0 213 1.0x
Gradient Manipulation
PCGrad 1.57 159 478 328 281 281 285 153 63 19.6 3.2x
Gradient Vaccine 1.58 1.62 494 341 289 280 285 150 59 194 3.2x
DPL (Arithmetic mean) 1.64 1.63 3.83 253 241 273 280 209 113 219 1.0x

(b) 2-direction (Arithmetic mean & customized metric)
Cross-Entropy | BLEU

Methods Training Time
DE HI AVG DE HI AVG
Temperature-based Sampling
T=1 141 320 231 366 84 225 1.0x
T=2 1.44 256 200 358 11.1 234 1.0x
T=5 1.55 251 203 341 122 231 1.0x
T=10 1.60 259 210 330 11.7 223 1.0x
T=100 1.68 269 219 27.1 10.0 185 1.0x
Gradient Manipulation
PCGrad 142 318 230 36.6 83 225 2.1x
Gradient Vaccine 143 295 219 364 9.8 23.1 2.1x
DPL (Arithmetic mean) 1.46 252 199 354 120 237 1.0x
DPL (rgr =1) 1.57 245 201 344 12.6 235 1.0x

Table 2: Results of the main experiments for the application of Double Power Law. We report the
average results of three random seeds for each method.

4.2 Baselines

Temperature-based Sampling We search T € {1,2,5,10, 100}, which are most frequently used
in NMT literature. After choosing T, we set the sampling ratio p} = pz/ T / ZJK p;/ T where i
denotes the ratio of the training examples from task i to the whole training set.

Gradient Manipulation We also compare our method to gradient manipulation methods that
are reported to improve MNMT performance: 1) PCGrad(Yuef-all, P02() and 2) Gradient Vac-
cine(Wang_ et all, 2021). We employ the default configuration of the methods described in their
corresponding papers. Gradient manipulation methods require computing the cosine similarity of
gradients at each optimization step and adjusting the gradient direction to resolve conflicts, resulting
in an increased computational budget along with the increase of directions.

4.3 Results

As shown in Table B, we report both the generalization cross-entropy and detokenized BLEU score
using sacrebleu® for different sampling methods.

Under the arithmetic mean metric, DPL reaches similar generalization cross-entropy compared to
the best result when tuning temperature (T=2) and gains +0.3 average BLEU scores than T=2 in the
2-direction setting. In the 4-direction setting, DPL also gains better results(+0.1 BLEU) compared
to the best result when tuning temperature (T=5). The best sampling temperature varies for differ-
ent MNMT tasks while DPL could surpass the corresponding best results by just computing once,
reducing the searching time to 1/5 of origin.

Comparing to the Gradient Manipulation methods, DPL leads to a much better average performance
than the best method in both experiments (+0.6 BLEU in 2-direction , +2.3 BLEU in 4-direction),

2nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.1.0



Metric Method FR DE ZH HI AVG

T=5(bestT) 712 744 705 655 704
DPL(Ours) 71 741 71.6 663 70.8

T=5(bestT) 54.4 524 468 452 49.7
DPL(Ours) 539 52.1 482 465 50.2

BERT-Score

COMET

Table 3: Model-Based evaluation results of the 4-direction multilingual NMT experiments. DPL
method consistently outperforms the best temperature-based method in terms of average results.

with only 1/2 and 1/3 training time. The result is also in line with Xin“ef-all (2027) that simple
scalarization could beat the complex optimization method if we set the weights properly.

We also evaluate the customized metric in the 2-direction experiment, where we hope to best enhance
the performance of the low-resource direction. It turns out that DPL is more effective (+0.4 BLEU)
in improving the low-resource direction than tuning the temperature (p<0.05).

In addition to using the BLEU score for evaluation, we also utilize model-based evaluation tech-
niques, specifically Bert-Score (Zhang et all, P020) and COMET (Reief-all, 2020). Research in-
dicates that these metrics often align more closely with human evaluations than their model-free
counterparts. As detailed in Table B, DPL outperforms the best temperature-based method, showing
an average improvement of 0.4 in BERT-Score (p<0.05) and 0.5 in COMET score (p<0.05).

The results justify that through the Double Power Law, we can compute the sampling ratio combi-
nation that best satisfies our expectation without manually searching the sampling ratios.

4.4 Discussion

The Double Power Law of model with different sizes As shown in Table B, we evaluate the how
the power terms of Double Power Law change in models with different sizes.

Among the parameters in the Double Power Law, we are more inter-

ested in power terms in the Capacity Occupation(cr) and Intrinsic ~_ Model Size o B

Over-fitting(3) term since they better reflect the sensitivity of per-  Base(64M) 020 1.21
formance changes against sampling ratio. We keep the other param-  Medium(102M) 0.25 2.41
eters the same as in Equation B and estimate the power terms in the ~ Large(317M) 027 343

Medi dL i dels.
eaium and Latge stze mode’s Table 4: The estimated power

It shows that the power term(3) in the Intrinsic Over-fitting term  terms of for different models.
increases rapidly with the growth in model size. While the power

term(cx) in the Capacity Occupation term changes much slower. For larger model, over-fitting phe-
nomena of low-resource direction will be more severe and the final performance would be more
likely to fall into the collapsed area when increasing the sampling ratio for low-resource directions.

Generalization of DPL to more diverse Directions To better test the generality of DPL computed
as Equation B, we ran experiments on 10 languages in X-EN from WMT10 (Callisan-Burch ef all,
2010). Dataset details are in Appendix O. Figure [ indicates a Pareto Front Collapse in low-resource
directions, with the double power law fitting well across data/language conditions (r? values of
0.86 and 0.92 for low and high resources). As for the difference, we observed a more pronounced
pareto front collapse in X-EN than in EN-X. By only adjusting the v term in DPL to -0.25, the fit
improves for X-EN directions (r2: 0.86 to 0.91 for low-resources; 0.92 to 0.97 for high-resources),
highlighting the significant effect of the Intrinsic Over-fitting term in X-EN directions.

The results combined show that we can rely on the instantiated DPL when the model and the training
hyper-parameters (e.g., batch size, total update steps ) are not changed. The DPL is robust when
introducing more languages or changing the translation directions.
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Figure 7: Evaluation of the Double Power Law under X->EN translation setting, with more diverse
languages. The points are the actual value and the solid lines are the predicted values for one
direction at certain sampling ratio.

5 Related Work

Many previous work studied the trade-off among different directions and how to achieve a better
overall performance in MNMT. Aharonief all (2019); Shaham ef all (Z022) empirically study how
different settings influence the positive and negative interference among different directions. Xin
ef-all (ZO22)firstly incorporate Pareto optimity to the analysis of MNMT system. Fernandes ef al
(P073) propose to use a single power law to model how one direction’s performance changes with
its sampling ratio under the assumption that all directions have unlimited data.

Another related line of works study multi-task optimization for MNMT. Yan“ef-all (2020); Wang
ef_all (ZO2T) propose to dynamically altering the conflict gradients eliminate the negative interfer-
ence among tasks. Wang et all (2020a); Zhon ef all (2021]) explore how to dynamically adjust the
optimization objective along with the training process to better schedule the training for different
directions. Li and Gong (PZ021)) focus on the imbalance nature of MNMT task and propose an op-
timization method based on the local curvature of the loss landscape. However, Xin_ef-all (P027)
recently show that simple scalariaztion method could beat many multitask optimization methods for
MNMT if the sampling ratio for different tasks are correctly set.

While we focus on how to set the optimal weights, modeling how the size of neural network influ-
ences the performance also attracts much attention recently, i.e. the neural scaling law (Kaplan et all,
P0720); Hotfmann_ef all, D077; OpenAl, 2023). In the field of NMT, Ghorbanief all (2(12134); Gordon
efall (202T) show that the scaling behavior of cross-entropy loss follows a power law with the model
size as input while Fernandes ef"all (Z0273) extends the conclusions to multilingual setting.

6 Conclusion

In this work, we start from our observations that the trade-off front is no longer Pareto front in Mul-
tilingual Neural Machine Translation when there exists low-resource directions, i.e. the collapse
of Pareto front. We analyse the reason causing the phenomena and find that there exists a balance
between model capacity occupation and the intrinsic risk to over-fit for certain direction. Based on
the findings, we propose the Double Power Law to model how the performance of a given direc-
tion changes with its sampling ratio, which is robust across different task settings and is capable of
capturing the collapse phenomena. Finally, we frame the sampling ratio selection problem for Mul-
tilingual Neural Machine Translation as an optimization problem, which greatly reduces the cost for
manually tuning the sampling temperature and reaches better results.
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A Datasets for Main Experiments

Direction Dataset Num. of Training Examples Evaluation Dataset
English-to-French ~ WMT10 {10M} newtest15
English-to-Chinese = WMT19 {10M, 1M, 260K} newtest19
English-to-German WMT10 {4.6M, 1M, 260K } newtest18
English-to-Hindi WMTI10 {260k} newtest14

Table 5: The datasets description for the main experiments. We randomly choose a subset of the full
training set of a direction to form a smaller one.

B Training Details of Multilingual NMT experiments

In this section, we would provide concrete details of our experimental setup for reproduction.

Similar to Xin“ef all (Z027)’s setting, we conduct our experiments on three Transformer (Vaswani
ef all, 2Z0T7) models with different sizes as shown in Table B

Size Enc. Layer Dec. Layer Hid. Dim FFNDim Max Steps Max Tokens per Batch
Base (64M) 3 3 512 2048 100k 20k
Medium (102M) 6 6 512 2048 100k 20k
Large (317M) 6 6 1024 4096 400k 80k

Table 6: Overview of model sizes and optimization hyper-parameters. The Large-size model is
trained with a larger batch-size and training steps or it would fail to converge. For 4-task experiment,
we double the max training steps due to the increase of training data.

For all of our model, we use a 64k sentence piece vocabulary. All models are trained® with 4k warm-
up steps with the learning rate linearly increasing from 0 to 3e~* then decreasing with inverse_sqrt
learning rate scheduler. The label smoothing term is set to 0.1 following the NMT literature con-
vention. Evaluation is done every Sk steps, and we choose the best checkpoint with lowest average
validation loss before examining the final generalization performance.

C Datasets for Generality Testing

Language Pair Num. of Training Examples Evaluation Dataset

fr-en 10M newtest13
cs-en SM newtest16
de-en 4.6M newtest16
zh-en 260K newtest19
hi-en 260K newtest14
gu-en 80k newtest19
tr-en 180k newtest16
ro-en 500K newtest16
Iv-en 300K newtest17
et-en 300k newtest18

Table 7: Dataset description for multilingual x-en translation experiments. The dataset is taken from
WMT10. The dataset includes languages from diverse language family and data-adequacy.

*We use fairseq(Diff efall, PIITY) as the training framework
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