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Abstract

Reliability in medical image diagnostics is a required trait for any artificial system.
Currently, most approaches rely on highly trained and specific models to leverage
the feature quality learned from a particular type of medium, such as X-rays, NMR,
PET scans and others. While this approach aligns with the standard human expert
perspective, it also limits artificial systems to the representations learned from
the dataset distribution. To gain a better understanding of how different media
affect specific tasks, we explore task-specific feature transfer between domains. In
this work, we propose the possibility of merging features from various areas to
harness feature transfer in outlier cases. For this purpose, we develop an Algorithm
Selection (AS) method that chooses algorithms trained on different sets of medical
images and for different classification tasks. The AS system is then applied to
a different classification task. The AS represents a set of methods that, given a
problem and a range of existing algorithms, selects the best algorithm on a case-
by-case basis. The results demonstrate the advantages of incorporating algorithms
from different tasks and datasets in a supervised manner. By considering algorithms
trained on diverse datasets, we can effectively capture outliers that might otherwise
be neglected by more specific algorithms.

1 Introduction

Medical diagnostics is becoming more and more automated due to the usage of machine learning
approaches. Learning deep models from larger and larger datasets allows to minimize the occurrence
of outlier situations. However due to privacy concerns, medical data is often available only in small
amount which prevents often an effective training of very deep models. In addition the data is also
obtained from localized sources, minimizing the exposure for unexpected symptoms. Finally, medical
data is also highly noisy, often contaminated with aperture artefacts and other medical artefacts. As a
result, medical diagnostics in general achieves locally good results but the employed methods are
very sensitive even small changes in the expected input.

In order to address this problem, in the area of medical image classification, several approaches
have been proposed in the literature. Aurna et al. (2) introduced a two-stage feature ensemble
approach using deep Convolutional Neural Networks (CNN) to classify three types of brain tumors
(meningioma, glioma, pituitary) as well as normal brain images. Ullah et al. (11), on the other
hand, utilized pre-trained transfer learning (TL) classifiers to accurately identify and detect glioma,
meningioma, and pituitary brain tumors. They conducted evaluations on a baseline brain tumor
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classification (MRI) dataset, considering nine different pre-trained TL algorithms. Another study
by Razaa et al. (8) presented a transfer learning-based predictor method that relied on EfficientNet.
Their research involved an ablation study using the "Chest CT-Scan images Dataset," with the goal
of mapping images to their respective classes: normal, adenocarcinoma, large cell carcinoma, and
squamous cell carcinoma.

Most of the algorithms used for medical image classification are trained on purpose on a specific
dataset for a specific task. The feature and sample distribution therefore corresponds to knowledge in
the target specific domain. However, knowledge from different datasets and different tasks could be
used for improve knowledge about outlier samples and specific cases.

In addition because ultimately the different learning problems are represented by some features,
we are interested to determine if the most accurate algorithms trained on different datasets and
for different type of classification can be combined on a completely new task and provide overall
improvement.

Thus to address the issue of data and algorithm specificity in medical images, we propose employing
meta-learning and merging specific detectors in a supervised manner. The approach begins with a set
of algorithms trained for a particular classification task using a specific dataset. These algorithms are
then evaluated on a new dataset and a different classification task. Finally, the data obtained from this
evaluation process is utilized to construct an algorithm selection framework that identifies the best
algorithm on a case-by-case basis.

Algorithm Selection (AS) can also be seen as an optimization strategy: given a problem and a set of
algorithms trained on different data or using different algorithmic biases, select the algorithm on a
case-by-case basis to leverage maximum accuracy. AS has been successfully applied to decision-
making problems where meta-information is available, particularly for problems with structured input
information like logic formulae or problems specified using discrete features (4). However, when
dealing with real-world information such as images or sound, AS has been used with varying degrees
of success. To address some of the challenges encountered when no meta-information is available,
the authors of (6) and (10) introduced the concept of selecting selectors based on data distillation or
algorithm properties. In (6) the authors build a set of selectors using data distillation and then used
an algorithm selector to select the best algorithm selector. In (10), the authors build an algorithm
selector selector directly by evaluation algorithm selector algorithmic bias.

2 Proposed Method

The method starts by taking a set of pre-trained, or locally trained (trained on specific distinct
datasets and task) algorithms. Figure 1a shows the overall picture of the training procedure. We train
three different algorithms each on a different dataset for the classification task. The first algorithm
AX is trained on the Chest X-ray (7), the algorithm AC is trained on Covid X-ray (9) and the
algorithm AB is trained Brain tumor (5) dataset. Each algorithm is classifying samples into two
labels L = {Healthy,Not− healthy}. The training stage is shown in Figure 1a, Training Stage.

Once the classification algorithms are trained, we proceed to evaluate each of them on two different
classification tasks. The first task involves meningioma classification (3), while the second task
focuses on adenocarcinoma classification (1) (Figure 1a, Testing Stage). To ensure balanced represen-
tation, all datasets have been prepared by sampling from under-represented classes. Furthermore,
to enable seamless combination and utilization in different classification tasks, all tasks have been
transformed into binary classification.

Then, we built the Algorithm Selection using the training set of the two target tasks: classification of
meningioma and adenocarcinoma. However, because there are no meta-features available from the
images, the AS uses the features from VGG16 pre-trained on ImageNet. The overview of the method
is shown in Figure 1b.

Note that when all three algorithms were trained, we performed a verification of an ideal algorithm
selection with a selection accuracy of 100%. Under such conditions, the accuracy of both the
classification of meningioma and adenocarcinoma attained 100% of accuracy.
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(a) The training of the individual Algorithms (b) Overview of the Algorithm Selection framework

Figure 1: The Algorithm selection framework (a) training and (b) processing methodology.

One of the problems in the multi-algorithm classification is that in many cases more than one
algorithm can generate the correct result. The problem for training a meta-classifier with multiple
correct choices is that the result often suffers from algorithm and data bias.

As it is in our case, the amount of training data is in the order of few thousands samples. When
training the meta classifier, each sample where more than one algorithm is correct, the choice of
the target must be made. Random sampling is a possible choice but is inconsistent across trials.
Therefore, in order to deal with this specific problem we implemented an priority based algorithm
selection.

Instead of training thus a specific selection, we propose to train the algorithm selection based on
algorithm selection priority. The general idea is that every time multiple algorithms have same result,
we evaluate different priorities to be used. For instance, let the priority be AX > AB > AC and if
the results of processing an input image of AB and ofAC algorithms had the same correct result, the
AB would be selected. As a result we construct for six different algorithm selectors. Each trained
using a different priority for training sample selection.

3 Experiments and Results

3.1 Datasets

In this research, five distinct 2D image datasets are employed, specifically chest X-ray (7), brain
tumor (5), COVID X-ray (9), meningioma (3), and adenocarcinoma (1). The fundamental characteris-
tics of each dataset are presented in Table 1. Category 1 denotes images associated with pathological
conditions, while Category 2 represents data indicative of a healthy state.

Dataset Name Sample Number Category 1 Category 2
Chest X-ray 5216 3875 1341

COVID X-ray 1204 536 668
Brain Tumor 4600 2513 2087
Meningioma 1437 937 500

Adenocarcinoma 517 315 202
Table 1: The overview of some properties of used Datasets.

The data pre-processing phase commences with the classification of images related to viral infections
through a binary labeling scheme, in which the label "0" is assigned to images portraying virus-
infected states, while "1" is designated for images representing healthy conditions. The dataset
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undergoes normalization and appropriate reshaping procedures. To ensure balanced representation,
all datasets have been prepared by sampling from under-represented classes.

3.2 Experiments

The results of the evaluation of the whole system are shown in Table 2. The various orders of
algorithm selection are shown in the first column of the table. Columns two to four show the results
on evaluation dataset when classifying the meningioma and columns five to seven show the results
of classifying adenocarcinoma. The shown results use logistic regression classifier for selecting the
algorithm because it experimentally showed the best results.

Observe, that the results from classification of meningioma resulted in accuracy higher than the state
of the art reported in (2) being 99.13%. For adenocarcinoma, the accuracy got very close to the state
of the art. The currently reported single algorithm accuracy was described in (8) with maximum
accuracy of 94%.

Of course, one must consider that our results are based on binary classification, while the compared
state of the art is used for multi-label classification. However, our purpose was different: we studied if
it is possible to use the different sources of information to improve algorithm selection. According to
these preliminary results, one can observe that when the task is similar but using a different medium
the meta-selector can efficiently adapt. The reason is most likely due to the fact that the dataset are
similar, the features are descriptive enough.

However it also poses the question about task and algorithm specificity. In particular, what is the
general requirement for algorithms being able to process any input data and simply change the task
by the final set of computational components?

4 Conclusion

In this paper we presented a set of experiments aimed at leveraging inter-data set features for a task of
classification. We trained three algorithms, each on a different dataset. The algorithm selection was
then trained again on a different dataset so that we can evaluate the selection of algorithms that extract
different features for different classification. The most interesting result is that the perfect algorithm
selection results in 100% for both datasets used for training the algorithm selection while none of
the used algorithms have been trained on it. This would indeed indicate that the various sources of
information in these datasets can be used in a complementary manner without compromising the
accuracy of the result.
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Priorities
Meningioma Adenocarcinoma
Evaluation Evaluation

VGG16 VGG19 ResNet50 VGG16 VGG19 ResNet50
AX > AC > AB 0.982 0.968 0.795 0.724 0.833 0.586
AX > AB > AC 0.995 0.973 0.836 0.655 0.632 0.54
AC > AX > AB 0.977 0.973 0.782 0.92 0.879 0.667
AC > AB > AX 0.977 0.973 0.845 0.925 0.897 0.684
AB > AX > AC 0.982 0.955 0.845 0.69 0.621 0.586
AB > AC > AX 0.964 0.968 0.85 0.776 0.828 0.563

Table 2: Results of the various orders of algorithm selection on both evaluation datasets.
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