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Abstract001

Hallucination in medical text generation poses002
critical risks, especially when large language003
models (LLMs) produce factually incorrect in-004
formation. Such behavior, particularly when005
occurring at scale, can affect the quality of clin-006
ical decision-making and compromise patient007
safety. Although this issue has been studied008
in English, it remains largely unexplored in009
Arabic. We introduce MedHalwasa, the first010
Arabic dataset to quantify and analyze halluci-011
nation in Arabic medical fact generation. The012
name MedHalwasa is derived from “Medical013
Halwasa,” where “Halwasa” denotes halluci-014
nation in Arabic. Using nine different LLMs,015
we generate and evaluate 9,000 Arabic medical016
facts, annotating them with automatic factual-017
ity annotations. To support future research, we018
detail a systematic and reproducible data gen-019
eration and annotation framework that can be020
extended to study other LLMs and domains.021
Our study enables the first systematic analysis022
of hallucinations in Arabic medical contexts023
and offers key insights to inform the selection024
of reliable LLMs for Arabic healthcare appli-025
cations. The dataset is publicly accessible to026
facilitate future research1.027

1 Introduction028

The rise of foundation models has marked a turning029

point in the field of Artificial Intelligence (AI), un-030

locking new possibilities across a broad spectrum031

of applications. Among these, Large Language032

Models (LLMs) have stood out for their ability to033

perform a wide array of natural language process-034

ing (NLP) tasks such as summarization, translation,035

question answering, and text generation with im-036

pressive fluency and coherence. By learning pat-037

terns from massive amounts of general and domain-038

specific text, LLMs have shown not only linguistic039

competence but also surprising adaptability, mak-040
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ing them increasingly appealing for deployment in 041

sensitive and high-impact areas such as healthcare. 042

Despite their remarkable capabilities, LLMs are 043

prone to a critical limitation commonly referred to 044

as hallucination, the generation of information that 045

appears fluent and convincing yet is factually in- 046

correct or unverifiable (Rawte et al., 2023)(Ji et al., 047

2023). Previous research (Huang et al., 2025b) has 048

broadly classified hallucinations into two main cat- 049

egories: factuality hallucination, where the gener- 050

ated content conflicts with known or verifiable real- 051

world facts, and faithfulness hallucination, where 052

the output deviates from the given input or exhibits 053

internal inconsistency. These distinctions under- 054

score the complexity of the hallucination problem 055

and highlight the pressing need for robust mecha- 056

nisms to detect, quantify, and mitigate hallucina- 057

tions. 058

In general-purpose applications, such outputs 059

may be relatively harmless; however, in medical 060

contexts, hallucinations carry far more serious im- 061

plications. They can misguide clinical decision- 062

making, misinform patients, and ultimately pose 063

risks to patient safety. Hallucinated medical con- 064

tent may include incorrect dosages, fabricated con- 065

ditions, or misleading interpretations of diagnostic 066

criteria, all of which have the potential to cause 067

real-world harm (Kim et al., 2025). 068

Although numerous studies have investigated 069

the risks of hallucination of LLMs in the medical 070

domain for English (Agarwal et al., 2024) (Ah- 071

mad et al., 2023) (Ziaei and Schmidgall, 2023a), 072

there remains a limited understanding of how this 073

problem manifests in medium and low-resource 074

languages such as Arabic, where the impact may 075

be equally, if not more, concerning due to the 076

scarcity of language-specific resources and bench- 077

marks (Silly et al., 2025). 078

The need for deeper investigation into hallucina- 079

tions in LLMs within the context of Arabic medical 080

information is underscored by both the linguistic 081
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complexity of Arabic and the critical importance082

of accurate medical communication. Addressing083

hallucinations in this setting is not only essential084

for enhancing the reliability and trustworthiness085

of LLMs but also holds significant implications086

for deploying such models in regions with limited087

medical infrastructures and low-resource health-088

care systems. Therefore, the motivation behind our089

work is twofold: (1) to enable a rigorous and repro-090

ducible evaluation of the factuality and reliability091

of LLMs when generating medical content in Ara-092

bic, and (2) to pave the way for developing robust093

techniques to detect and mitigate hallucinations in094

Arabic medical LLMs.095

This paper aims to bridge the current understand-096

ing gap by conducting a comprehensive study on097

hallucinations in the generation of Arabic medical098

texts. Using a diverse set of LLMs with varying099

architectures, sizes, and training characteristics, we100

seek to answer the following research questions.101

I) To what extent can we rely on the factual ac-102

curacy of medical content generated by LLMs in103

Arabic?104

II) Do specific model attributes (e.g., model size,105

training language mix, or reasoning capabilities)106

play a consistent role in mitigating factual halluci-107

nations?108

III) Which medical domains are most susceptible109

to factual hallucinations, and do certain models re-110

peatedly fail on specific medical concepts within111

Arabic texts?112

2 Related Work113

Hallucinations in Medical Text Generation.114

Hallucinations in medical text generation present115

unique challenges compared to those in general116

domains (Kim et al., 2025). They often appear in117

critical tasks such as diagnosing conditions, rec-118

ommending treatments, or interpreting laboratory119

results, where even small inaccuracies can have120

serious consequences for patient care. What makes121

them particularly concerning is that these errors of-122

ten sound plausible and include specialized medical123

terms, which can make them difficult to spot with-124

out expert knowledge. As healthcare systems begin125

to integrate AI more deeply into clinical workflows,126

the risk of such hallucinations going unnoticed be-127

comes even more pressing.128

A growing body of research has examined hallu-129

cinations in large language models within the med-130

ical domain, emphasizing the serious risks posed131

by factually inaccurate outputs that can undermine 132

clinical decision-making and compromise patient 133

safety (Agarwal et al., 2024; Ahmad et al., 2023; 134

Ziaei and Schmidgall, 2023b). In response, several 135

benchmarks have been proposed to systematically 136

detect and evaluate hallucinations in medical LLMs 137

on a variety of task types, input modalities, and 138

evaluation protocols (Agarwal et al., 2024). 139

One such benchmark is Med-HALT (Umapathi 140

et al., 2023), which evaluates hallucinations in 141

LLMs through two categories of tests: Reasoning 142

Hallucination Tests (RHTs) and Memory Halluci- 143

nation Tests (MHTs), designed to assess models’ 144

capabilities in problem-solving and information 145

recall. Meanwhile, HALT-MedVQA (Wu et al., 146

2024) investigates hallucinations in large vision- 147

language models (LLVMs) and introduces a dataset 148

of medical images paired with question-answer 149

sets. HALT-MedVQA focuses on three core tasks: 150

FAKE Question, None of the Above (NOTA), and 151

Image SWAP, and evaluates model performance 152

primarily using LLaVA-based architectures (Liu 153

et al., 2023). 154

In the context of non-English medical data, the 155

Chinese Medical Hallucination Evaluation Bench- 156

mark (CMHE) (Dou et al., 2024) offers a com- 157

prehensive evaluation to understand and mitigate 158

hallucination issues in Chinese medical LLMs. It 159

identifies a crucial issue called "snowballing hallu- 160

cination", where LLMs generate more errors when 161

encountering initial misinformation. The CMHE 162

benchmark features three primary tasks: detect- 163

ing hallucinations, diagnosing diseases in complex 164

scenarios, and explaining medical concepts, using 165

specific medical glossaries such as ICD-10 and 166

MeSH for robust evaluation. 167

Several other benchmarks have also contributed 168

to this emerging field by providing structured eval- 169

uations of hallucinations in both LLMs and vision- 170

language models (Gu et al., 2024; Chen et al., 2024; 171

Manes et al., 2024; Addlesee, 2024; Hegselmann 172

et al., 2024; Zuo and Jiang, 2024). Together, these 173

efforts offer important tools and insights for un- 174

derstanding and mitigating hallucination risks in 175

medical AI systems. 176

Hallucinations in Arabic Text Generation. De- 177

spite the growing interest in hallucinations pro- 178

duced by LLMs in high-resource languages, rel- 179

atively few studies have investigated this phe- 180

nomenon in Arabic, a morphologically rich and 181

syntactically complex language that presents dis- 182
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tinct challenges for language modeling. Halwasa183

(Mubarak et al., 2024) introduced the first Arabic184

data set specifically designed to quantify and an-185

alyze hallucinations in LLM output. This work186

focuses on open-ended text generation and evalu-187

ates two OpenAI models, with generated outputs188

manually annotated for factual accuracy, correct-189

ness, and linguistic quality. While Halwasa tar-190

gets sentence-level hallucinations in Arabic, Hal-191

luVerse25 (Abdaljalil et al., 2025) offers a multi-192

lingual benchmark that includes fine-grained hal-193

lucination categories across English, Arabic, and194

Turkish.195

Hallucinations in Arabic Medical Text Gener-196

ation. To the best of our knowledge, the inter-197

section of medical hallucinations and Arabic text198

generation remains largely underexplored, with199

no existing datasets or benchmarks dedicated to200

evaluating factual consistency in this critical set-201

ting. Moreover, existing research shows that while202

LLMs may be capable of detecting hallucinations,203

this ability does not necessarily prevent them from204

generating hallucinated content in the first place205

(Dou et al., 2024). In light of these gaps, we intro-206

duce MedHalwasa, a dataset designed to evaluate207

the factuality of Arabic medical content generated208

through open-ended generation. Unlike previous209

work that tests the ability of LLMs to detect hallu-210

cinations, our focus is on assessing the likelihood211

that the models generate hallucinated medical in-212

formation in the first place.213

3 Data Generation214

To assess the factuality of the Arabic medical con-215

tent generated by large language models, we de-216

sign MedHalwasa data generation and evaluation217

framework in three main stages as shown in Fig-218

ure 1. These stages are further decomposed into219

five key steps: (1) generation of medical vocabu-220

lary, (2) LLM selection strategy, (3) data generation221

protocol, (4) factuality evaluation, and (5) results222

analysis.223

Medical Vocabulary Generation. To ensure224

broad coverage across various medical subdomains,225

we first generate a list of Arabic medical terms that226

reflect the most frequently queried topics by Arabic-227

speaking users. We employ structured prompting228

with ChatGPT to obtain a list of 200 Arabic med-229

ical terms. The prompt used is illustrated in Fig-230

ure 2.231

Large Language Model Selection Strategy. We 232

choose a diverse set of LLMs to reflect dif- 233

ferent behaviors in Arabic medical fact genera- 234

tion. Our selection covers key aspects such as 235

model size, accessibility (open-source vs. closed- 236

source), language scope (bilingual vs. multilin- 237

gual), and specialization (reasoning-focused vs. 238

general-purpose). The models we evaluate in- 239

clude GPT-4o (OpenAI et al., 2024b), o1 (Ope- 240

nAI et al., 2024a), Qwen2.5-Max (Team, 2024), 241

DeepSeek-R1 (DeepSeek-AI et al., 2025), jais- 242

adapted-70b (Inception, 2024), Llama-3.3-70B- 243

Instruct (Grattafiori et al., 2024), Llama-3.1-8B- 244

Instruct (Grattafiori et al., 2024), BiMediX2-8B-hf 245

(Mullappilly et al., 2024), and Fanar (Team et al., 246

2025). 247

Data Generation Protocol. With the defined vo- 248

cabulary and models, we implement a unified data 249

generation protocol to ensure consistency between 250

models. Following (Mubarak et al., 2024), each 251

model is prompted to generate five verifiable fac- 252

tual sentences per Arabic medical term, yielding a 253

total of 1,000 factual statements per model. We re- 254

fer to this aggregated dataset of 9,000 Arabic med- 255

ical factual sentences as the MedHalwasa dataset. 256

The prompt structure used across all models is 257

shown in Figure 3. 258

Due to differences in model availability and be- 259

havior, we use three distinct interaction methods: 260

(1) API calls for GPT-4o, o1, Fanar, Llama-3.1-8B- 261

Instruct, Llama-3.1-8B-Instruct, and BiMediX2- 262

8B-hf (2) local hosting for Jais-70b, and (3) web- 263

based prompting through Macro Recorder for mod- 264

els with undesirable behavior when called via 265

the API such as Qwen2.5-Max and DeepSeek-R1. 266

Some of the models exhibit language inconsisten- 267

cies, occasionally mixing Arabic with English or 268

Chinese text. Others fail to respond or generate 269

improperly formatted outputs (e.g., a paragraph 270

instead of separate facts). To address these incon- 271

sistencies, we generate multiple runs when needed 272

and select the most suitable outputs from among 273

them. 274

Factuality Assessment. To evaluate the factual 275

accuracy of the generated Arabic medical sen- 276

tences in the MedHalwasa dataset, we employ two 277

automatic factuality assessment frameworks, the 278

OpenFactCheck framework (Iqbal et al., 2024) and 279

the MedScore (Huang et al., 2025a), both are de- 280

signed through a two-step decompose-then-verify 281

approach specifically suitable for free-form an- 282

3



Figure 1: Overview of the MedHalwasa dataset construction and evaluation pipeline. It comprises three main
stages: (1) Arabic medical vocabulary generation using ChatGPT, (2) factual data generation, where multiple LLMs
produce Arabic medical sentences based on the vocabulary list, and (3) data annotation, where automatic factuality
assessment frameworks assign factuality labels to the generated sentences.

Figure 2: Prompt used in Chat-GPT for Arabic medical
terms generation.

Figure 3: Prompt used in the nine selected LLM models
to generate the MedHalwasa dataset.

swers.283

For OpenFactCheck, we developed a custom284

script to process all 9,000 generated sentences. The285

framework first uses a Claim Processor to decom-286

pose each sentence into a list of atomic, check-287

worthy claims. These claims are then passed to288

a Retriever, which collects supporting evidence289

from external sources, including Google Search,290

Wikipedia, and GPT-based retrieval. Finally, a Ver-291

ifier evaluates each claim against the retrieved ev-292

idence to assign a binary factuality label: True or293

False.294

MedScore, on the other hand, is tailored to the295

medical domain and focuses on decomposing med-296

ical responses into condition-aware, clinically rel-297

evant facts. It verifies each claim using the inter-298

nal knowledge of the general-purpose model and299

medical-specialized model to determine its truth-300

fulness. MedScore outputs a continuous score be-301

tween 0 and 1, representing the proportion of true302

claims in a given sentence.303

It is worth noting that OpenFactCheck produces304

a strict binary judgment (1: True, 0: False), mak-305

ing it a more conservative evaluator compared to306

MedScore, which offers a more nuanced measure307

Figure 4: Top: The table on the top presents a subset
of Arabic medical terms along with their corresponding
English translations. Bottom: A donut chart showing
the distribution of terms across the ten most frequent
medical domains in the dataset; the remaining 25 do-
mains are grouped under “Other”.

of factuality. 308

4 Results 309

4.1 Medical Vocabulary and Data Generation 310

A sample from the generated list of 200 Ara- 311

bic medical vocabulary is presented in Figure 4. 312

By carefully engineering the prompt, we ensured 313

that the extracted vocabulary encompasses a broad 314

range of commonly queried medical terms, span- 315

ning symptoms, conditions, treatments, and diag- 316
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Figure 5: A sample from the MedHalwasa dataset
showcasing generated Arabic medical factual sentences.
Each row includes a medical term, its index (indicating
the vocabulary group), and a corresponding factual sen-
tence generated by an LLM. For each term, five different
factual sentences are created to capture diverse factual
expressions.

nostics frequently encountered in hospitals and317

online health platforms, corresponding to various318

medical domains. In total, there are 35 medical319

domains covered by the 200 medical terms. This320

comprehensive vocabulary base enables the gener-321

ation of diverse and contextually rich factual state-322

ments in the MedHalwasa dataset, as illustrated in323

Figure 5.324

4.2 Factual Accuracy of Generated Content325

To assess the reliability of large language models326

in generating factual medical content in Arabic, we327

evaluate their factual accuracy. Table 1 presents a328

comparative evaluation of various large language329

models on the task of generating factual Arabic330

medical statements. We report performance us-331

ing two factual evaluation frameworks: MedScore,332

which is specifically designed to assess medical fac-333

tuality (Huang et al., 2025a), and OpenFactCheck,334

a domain-agnostic factuality framework applicable335

across various topics, including medicine (Iqbal336

et al., 2024). Although both metrics are designed337

for evaluating free-form text, they differ in granular-338

ity: MedScore assigns a continuous score between339

0 and 1, allowing partial credit, whereas Open-340

FactCheck uses a binary judgment (0 or 1) for each341

statement. As a result, MedScore values tend to342

be higher on average, though both metrics show343

consistent relative rankings across models.344

The table is sorted by MedScore values and di-345

vided into two groups: large-scale models and346

medium/small-scale models. Among the large mod-347

els, Qwen2.5-Max achieves the highest MedScore348

(97.6%), demonstrating strong capability in gen-349

erating factually accurate medical content in the 350

Arabic language. This is followed by GPT-4o and 351

o1 OpenAI models, both achieving a MedScore 352

of 95.1%, with o1 distinguished by its reason- 353

ing capability. Deepseek-R1, a large open-source 354

model (671B parameters), scores slightly lower 355

(94.1%). However, this model activates a signifi- 356

cantly smaller number of parameters at inference 357

time. These results suggest that while reasoning 358

capabilities are intended to improve factuality, in 359

practice, they do not always translate to superior 360

performance. Instead, models like Qwen2.5-Max 361

and GPT-4o, although not explicitly labeled as rea- 362

soning models, demonstrate a stronger overall fac- 363

tual accuracy in the Arabic medical domain. 364

In the medium and small model category, Fanar- 365

9B achieves the highest MedScore (92.3%), show- 366

casing that a well-curated and culturally aligned 367

bilingual (English-Arabic) model can compete ef- 368

fectively with significantly larger systems. Fanar 369

is based on Google’s Gemma-2-9B (Team et al., 370

2024) and has been continually pretrained with par- 371

ticular attention to Modern Standard Arabic (MSA) 372

and various Arabic dialects. It also emphasizes 373

alignment with Islamic values and Arab cultures, 374

which may contribute to its superior factual ground- 375

ing in Arabic content generation. jais-adapted-70b, 376

a bilingual English-Arabic model adapted from 377

Llama-2 (Touvron et al., 2023) , follows closely 378

with a MedScore of 91.9%. Its strong Arabic profi- 379

ciency, stemming from training on a massive high 380

quality dataset of Arabic text, enables it to perform 381

robustly despite being smaller than the large top- 382

tier models. 383

LLaMA-3.3-70B-Instruct, a multilingual model 384

that does not explicitly support Arabic, still 385

achieves a moderate MedScore of 86.5%. While 386

not optimized for Arabic nor the medical domain, 387

its scale and general multilingual training allow for 388

partial generalization to Arabic medical content, 389

especially when compared to significantly smaller 390

models. 391

BiMediX2-8B-hf, an English version of the 392

BiMediX2 vision-language model built upon 393

LLaMA-3.1 and trained on a large-scale bilin- 394

gual and multimodal healthcare dataset, scores 395

76.8%, falling notably behind Fanar-9B despite 396

being domain-specific. This suggests that while 397

BiMediX2 benefits from domain alignment and 398

bilingual pretraining, its multimodal architecture 399

or reliance on the LLaMA-3.1 base may limit its 400

factual accuracy in text-only generation tasks. 401
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Model Size Type MedScore OpenFactCheck

Qwen2.5-Max 325B Multilingual/Open
Source

97.6% 94.2%

GPT-4o – Multilingual/Closed
Source/VLM

95.1% 90.1%

o1 – Multilingual/Closed
Source/Reasoning/
VLM

95.1% 89.0%

Deepseek-R1 671B Multilingual/Open
Source/Reasoning

94.1% 85.7%

Fanar 9B Bilingual/Open
Source

92.3% 81.3%

jais-adapted-70b 70B Bilingual/Open
Source

91.9% 82.8%

Llama-3.3-70B-Instruct 70B Multilingual/Open
Source

86.5% 72.4%

BiMediX2-8B-hf 8B Bilingual/Open
Source/VLM

76.8% 57.5%

Llama-3.1-8B-Instruct 8B Multilingual/Open
Source

50.5% 40.9%

Table 1: Performance comparison of the factual accuracy of different LLMs in generating Arabic medical sentences,
evaluated using MedScore and OpenFactCheck over 1,000 samples per model.

That said, BiMediX2-8B-hf demonstrates a sig-402

nificant improvement over its base model, LLaMA-403

3.1-8B-Instruct, which scores the lowest MedScore404

of 50.5%. This improvement highlights the value405

of task-specific fine-tuning on curated English-406

Arabic medical datasets. Although both are small407

models (8B), the contrast between them under-408

scores the importance of domain adaptation, even409

within the same architecture family.410

Turning to the OpenFactCheck results, we ob-411

serve a consistent ranking pattern, though abso-412

lute scores are generally lower due to its binary413

scoring nature. Qwen2.5-Max again leads with414

94.2%, followed by GPT-4o (90.1%), o1 (89.0%),415

and Deepseek-R1 (85.7%). Among smaller and416

medium models, Fanar (81.3%) and jais-adapted-417

70b (82.8%) retain strong performance, with418

the rest of the models exhibiting a gradual de-419

cline—culminating with Llama-3.1-8B-Instruct at420

40.9%.421

4.3 Cross-Model Failures in Medical Terms422

and Domains423

While the previous analyses focus on model-424

specific performance, a cross-model investigation425

reveals consistent patterns of failure shared by mul-426

tiple LLMs, particularly with respect to certain 427

medical terms and domains. For each model, we 428

analyzed the 1,000 generated Arabic medical facts 429

to identify the top 10 domains and top 15 medical 430

terms with the highest inaccuracy rates. We then 431

aggregated these findings across all nine models, 432

yielding insights from a total of 9,000 generated 433

samples. The individual failure patterns for each 434

model are presented in Figure 7, Figure 8, and 435

Figure 9 in Appendix A, while the cross-model 436

aggregation is summarized in Figure 6. These re- 437

curring inaccuracies suggest that certain medical 438

concepts are systematically misrepresented, high- 439

lighting persistent challenges in Arabic medical 440

understanding across current LLMs, regardless of 441

model architecture or training approach. 442

Recurring Inaccurate Medical Terms. Among 443

the most frequently misrepresented medical terms, 444

leaky gut syndrome and optic neuritis stood out, 445

appearing in the top inaccurate outputs of 5 out 446

of 9 models (55.6%). Other recurring terms in- 447

clude glossitis, compression fractures, and prostati- 448

tis, which appeared in the top inaccurate terms of 449

3–4 models. Notably, even state-of-the-art mod- 450

els like GPT-4o and Qwen2.5-Max contributed to 451

these inaccuracies, reinforcing the notion that term- 452
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Figure 6: Aggregated analysis of common inaccuracies
across all evaluated models. Top: highlights the medical
domains that most frequently appear in the top inaccu-
racy lists across the nine models. Bottom: presents the
most commonly occurring inaccurate medical terms in
the generated content. These visualizations reveal con-
sistent failure patterns that can inform future targeted
model enhancements.

specific challenges are systemic rather than iso-453

lated.454

Many of these terms reflect complex or less455

commonly encountered medical conditions, which456

may suffer from limited representation in Arabic-457

language medical corpora. Additionally, the mor-458

phological and syntactic complexity of Arabic may459

compound the difficulty in modeling precise clin-460

ical terms, leading to hallucinations or vague out-461

puts in these areas.462

Challenging Medical Domains. At the domain463

level, Genetics, Toxicology, Ophthalmology, and464

Vascular Surgery were the most frequently ob-465

served failure categories, each appearing in the top466

inaccurate domains of 5 models (55.6%). Close be-467

hind were Orthodontics, Sleep Medicine, Hematol-468

ogy, and Pulmonology, each flagged by 4 models. 469

These domains often involve technical terminol- 470

ogy, rapidly evolving research, and nuanced clini- 471

cal context, making accurate generation especially 472

challenging. 473

We hypothesize that these domain-level failures 474

arise from two key factors: (1) data scarcity in high- 475

quality Arabic medical texts for these domains, 476

and (2) the models’ inability to generalize reliably 477

across specialized areas without explicit domain 478

adaptation or retrieval-based augmentation. 479

5 Conclusion 480

In this work, we present MedHalwasa, the first 481

comprehensive dataset generated for evaluating hal- 482

lucinations in Arabic medical fact generation. Rec- 483

ognizing the critical implications of factual errors 484

in clinical contexts, our study systematically exam- 485

ines the reliability of nine prominent large language 486

models by generating and analyzing 9,000 factual 487

Arabic medical statements. We propose a scalable 488

and reproducible framework for data generation 489

and automatic factual annotation, enabling consis- 490

tent evaluation across models. Our dual metric 491

approach, using both domain-specific (MedScore) 492

and domain-agnostic (OpenFactCheck) evaluators, 493

provides a nuanced understanding of model perfor- 494

mance. 495

Through detailed analyses, we observe notable 496

disparities in factual accuracy across model scales 497

and configurations. Large-scale LLMs consistently 498

outperform smaller and medium-sized models in 499

Arabic medical fact generation, underscoring the 500

impact of scale on factual reliability. Among the 501

smaller and medium-scale models, those trained on 502

high-quality Arabic corpora demonstrate stronger 503

performance compared to general-purpose coun- 504

terparts. Additionally, domain specialization plays 505

a significant role, where a medically tuned model 506

shows clear improvements over its base, general- 507

purpose variant. Our cross-model examination 508

also uncovers recurring inaccuracies tied to spe- 509

cific medical terms and domains, suggesting deeper 510

limitations in current LLMs’ medical reasoning 511

and Arabic linguistic understanding, irrespective 512

of model architecture. 513

MedHalwasa contributes not only a novel dataset 514

but also key empirical insights into the nature of 515

hallucinations in Arabic medical generation. These 516

findings carry important implications for the de- 517

ployment of LLMs in real-world healthcare appli- 518
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cations, particularly in low-resource languages like519

Arabic. We hope our work serves as a foundation520

for future efforts aiming to build more trustwor-521

thy, medically grounded, and linguistically aware522

LLMs.523

6 Limitation524

The factual accuracy of generated statements was525

assessed using automated evaluation frameworks.526

While these systems offer scalable and consistent527

measurement, their reliability is inherently limited528

by their internal claim decomposition strategies, the529

quality of external tools used, and the scope of their530

underlying models’ medical knowledge. As a re-531

sult, they may misclassify certain nuanced medical532

statements, particularly in a low-resource language533

like Arabic. Although our evaluation provides a534

robust estimation of relative factuality across mod-535

els, human annotation would yield more accurate536

assessments and remains an important direction for537

future validation.538

Additionally, in our data generation process, we539

employed a single, unified prompt for all models to540

ensure a fair and unbiased comparison. However,541

LLMs may respond differently to varied phrasings,542

and certain prompts could better align with specific543

models’ training distributions. This fixed prompt-544

ing strategy may not reveal the upper bound of each545

model’s capabilities, especially in prompt-sensitive546

scenarios. Future work could explore prompt engi-547

neering or model-specific prompting to better char-548

acterize factual performance under optimal condi-549

tions.550

Finally, our study primarily emphasizes factual551

accuracy and does not comprehensively evaluate552

the linguistic fluency, coherence, or dialectal cor-553

rectness of the generated Arabic text. These factors,554

while orthogonal to factuality, are critical for the555

practical adoption of LLMs in real-world Arabic556

healthcare applications and deserve future explo-557

ration.558
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Figure 7: Top 10 medical domains with the highest inaccuracy rates in the generated content across the nine
evaluated models.
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Figure 8: Top 15 medical terms with the highest inaccuracy rates in the generated content across the four large
evaluated models.
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Figure 9: Top 15 medical terms with the highest inaccuracy rates in the generated content across the five
medium/small evaluated models.
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