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ABSTRACT

Defining values for bi-directional alignment is challenging due to their dynamic
nature. Traditional surveys are often biased, necessitating a shift to objective com-
putational methods. We propose ValueMap, a framework mapping values from
literature to computational proxies, enabling AI systems to adapt to evolving hu-
man values.

1 INTRODUCTION

Unidirectional approaches to AI alignment treat human values as static, failing to capture their evolv-
ing, dynamic nature. AI integration into daily life introduces challenges as norms and priorities
evolve alongside technology Shen et al. (2024). Traditional methods like surveys are biased and
inconsistent, insufficient for robust alignment. AI systems with shallow ethical assessments often
fail to meet societal and legal demands Sanderson et al. (2024).

We propose ValueMap, a structured and adaptive framework for operationalizing human values
through computational proxies. By synthesizing insights from interdisciplinary literature and lever-
aging crowdsourced inputs, ValueMap addresses two key dimensions of alignment:

• Aligning AI with Humans: ValueMap integrates human values into AI systems, enabling them
to respond dynamically to evolving societal norms and individual priorities.

• Aligning Humans with AI: ValueMap empowers humans to critically evaluate, interpret, and
adapt AI systems by grounding them in measurable and interpretable proxies for human values.

ValueMap aligns directly with the bidirectional human-AI alignment framework by fostering iter-
ative, feedback-driven interactions between humans and AI. This builds on foundational principles
such as Schwartz’s Basic Human Values Schwartz (2012) and Haidt’s Moral Foundations Theory
Graham et al. (2013), which provide a basis for understanding societal and interpersonal values.

2 METHODOLOGY: BUILDING VALUEMAP

As an initial step toward a structured framework of human values, the authors review literature iden-
tifying observable behaviors linked to these values and propose computational methods to measure
them. The framework is organized into three foundational dimensions:

(1) Social Justice and Fairness: Encompasses values ensuring equity, autonomy, and accountabil-
ity in decision-making and resource distribution.

(2) Communication and Interpersonal Values: Includes empathy, honesty, and politeness, which
are essential for building trust and fostering collaboration in human-AI interactions.

(3) Cooperation and Social Behaviors: Captures altruism, teamwork, and mutual support required
for achieving shared goals in collaborative settings.
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Value Behavioral Indica-
tors

Proxy Computational Mea-
sures

Relevant Research

Social Justice and Fairness
Fairness Equal distribution of

resources, unbiased
decision-making

Fairness metrics such as Gini co-
efficient, fairness constraints in
ML models

Schwartz (2012)

Autonomy Independent
decision-making,
resistance to coer-
cion

Entropy in decision patterns to
quantify autonomy

Deci & Ryan (2000)

Responsibility Accountability, own-
ership of actions

Action recognition models to
identify accountability in behav-
ior

Bandura (1991)

Integrity Adherence to ethical
principles

Longitudinal pattern analysis for
consistency in decision-making

Rest (1986)

Communication and Interpersonal Values
Empathy Compassionate re-

sponses, emotional
support

Sentiment analysis and language
style matching

Droit-Volet & Gil
(2009)

Honesty Truth-telling, avoid-
ing deception

Linguistic cues and deception
detection models

Hancock (2008)

Gratitude Expressing thankful-
ness

Keyword detection in conversa-
tional data

McCullough (2001)

Politeness Respectful and con-
siderate language

Frequency of polite phrases, ac-
knowledgment of errors

Exline (2004)

Cooperation and Social Behavior
Altruism Voluntary helpful-

ness
Recognition of prosocial actions
in behavior data

Eisenberg & Lennon
(1983)

Cooperation Collaborative
problem-solving

Social network analysis to mea-
sure cooperative actions

Johnson & Johnson
(1995)

These dimensions form an initial structure, evolving through iterative refinement informed by
crowdsourced feedback and interdisciplinary research. This approach resonates with Value-
Sensitive Design Friedman (1996); Knobel & Bowker (2011), embedding human values into system
design.

3 CONCLUSIONS AND FUTURE WORK

ValueMap represents a step toward crowdsourcing human values and operationalizing them by map-
ping them to computationally measurable proxies. Future work will include:

• Crowdsourced Value Refinement – Implement a community-driven approach to continu-
ously update ValueMap, integrating public discourse, expert opinions, and real-world case
studies.

• Expanding the ValueMap Database – Incorporate additional values from cross-cultural
ethics, political philosophy, and social psychology, ensuring comprehensive representation.

• Refining Metrics and Developing Tools for AI Alignment – Refine metrics via multi-
modal AI models and develop tools like Python packages for standardized AI alignment.

• Ethical Trade-off Resolution Mechanisms – See Appendix A for a discussion of value
weighting and optimization strategies in the presence of conflicting values.

• Crowdsourced Schema Development – We are releasing the initial ValueMap schema and
proxy design proposals as a living resource at https://github.com/value-map/
schema. We invite researchers and practitioners to suggest new values, propose proxy
metrics, and contribute validation datasets.

ValueMap aims to serve as a cornerstone in building AI systems that not only align with but also
contribute to the continuous evolution of human values.
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A VALUE TRADE-OFFS AND ALIGNMENT WEIGHTS

Many values in ValueMap may conflict in practice. For instance, promoting user autonomy can
sometimes reduce system-level safety. ValueMap allows such trade-offs to be represented via
weighted combinations of value proxies:
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Alignment Score =

N∑
i=1

wi · proxyi(x)

where wi denotes the context-sensitive weight of value i. These weights may be:

• Set manually by domain experts or policymakers.
• Learned from human preferences or interaction logs.
• Tuned interactively via user interfaces during system design or auditing.

In future work, we aim to explore optimization strategies that respect such trade-offs, including
constrained policy learning and Pareto-optimal multi-objective decision-making.

B ILLUSTRATIVE USE CASES FOR VALUEMAP PROXIES

Example 1: Fairness in Task Assignment. An AI system assigns deliveries to gig workers. Val-
ueMap logs show higher reward accumulation for workers from certain ZIP codes. The fairness
proxy (Gini coefficient over rewards) flags this disparity. Human reviewers intervene to inspect and
reweight decision features.

Example 2: Empathy in Mental Health Chatbot. A chatbot responds to “I’ve been feeling really
low lately” with “That’s unfortunate. Let’s change the subject.” The empathy proxy (sentiment
alignment + emotional tone classifier) rates the response low. Developers fine-tune the model using
examples with higher proxy scores.

Example 3: Cooperation in Student Group Chat. In an online study group, an LLM moderates
discussions. ValueMap cooperation proxies use graph metrics and cooperative speech patterns to
identify disengaged or dominant participants. Educators adjust group formation based on alignment
scores.
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