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Abstract

Knowledge in materials science is widely dispersed across extensive scientific
literature, posing significant challenges to the efficient discovery and integration of
new materials. Traditional methods, often reliant on costly and time-consuming
experimental approaches, further complicate rapid innovation. Addressing these
challenges, the integration of artificial intelligence with materials science has
opened avenues for accelerating the discovery process, though it also demands
precise annotation, data extraction, and traceability of information. To tackle
these issues, this article introduces the Materials Knowledge Graph (MKG), which
utilizes advanced natural language processing techniques integrated with large
language models to extract and systematically organize a decade’s worth of high-
quality research into structured triples, contains 162,605 nodes and 731,772 edges.
MKG categorizes information into comprehensive labels such as Name, Formula,
and Application, structured around a meticulously designed ontology, thus enhanc-
ing data usability and integration. By implementing network-based algorithms,
MKG not only facilitates efficient link prediction but also significantly reduces
reliance on traditional experimental methods. This structured approach not only
streamlines materials research but also lays the groundwork for more sophisticated
science knowledge graphs.

1 Introduction

In the contemporary information era, despite notable advancements, the creation and advancement of
novel materials still heavily rely on traditional, time-consuming trial-and-error methods intertwined
with chemical and physical intuitions. These conventional research approaches significantly impede
the life-cycle of high-performance material research. Given the specialization, inherent complexity,
and vast knowledge base of material science, researchers focusing on a single direction often struggle
to efficiently access and understand material knowledge from multidisciplinary studies. For instance,
researchers in solar cell development might not fully comprehend studies related to solid-state
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batteries or organic light-emitting diodes. Yet, the electronic properties of materials across these
different domains are highly related, and researchers in different domains can potentially learn from
each other. To accelerate the progress of materials research, there is a pressing need to efficiently
integrate knowledge from various disciplines [|1]. However, this vital knowledge is scattered across
a vast array of over 10 million scientific papers, covering diverse topics and disciplines such as
materials preparation and functionalization methods, advanced materials characterization techniques,
and the exploration of physical, chemical, and biological properties, along with their applications in
fields like electronic devices, clean energy storage and transfer, and mechanical engineering. This
fragmentation of knowledge represents a significant barrier to interdisciplinary collaboration and
innovation. A critical gap in current research infrastructure is the lack of an effective materials science
database that can consolidate this scattered knowledge, facilitating easier access and interdisciplinary
integration.

Despite the existence of current databases of scientific literature such as Scopus, Web of Science,
and Crossref, which offer ways to search for research papers based on specific labels, extracting
useful information about material science from the vast ocean of literature remains demanding. To
obtain a clearer sense of materials properties, some structured database projects such as Materials
Project [2], OQMD [3], and NOMAD [4] were developed. However, these databases contain
many computational results obtained through techniques like Density Functional Theory (DFT)
or Molecular Dynamics (MD) simulations [5]]. While these computational databases can provide
valuable references for predicting and understanding certain materials systems, they often face
discrepancies with experimental observations. Therefore, there is an urgent need within the field of
materials science for a database grounded in experimental research and practical information.

Knowledge graph (KG) is a structured representation of information that models the controlled
vocabulary and ontological relations of a topical domain as nodes and edges, enabling complex
queries and insights that traditional databases cannot easily provide. The adoption of knowledge
graphs offers several advantages, including enhanced data interoperability, the ability to infer new
knowledge through relational data analysis, and improved data quality and consistency through
structured representation [6]], [7]. These features make knowledge graphs particularly valuable
for integrating diverse information sources and providing a unified view of a domain’s knowledge,
thereby facilitating more informed decision-making and discovery [§]]. However, the construction of
knowledge graphs in specific fields always requires the participation of a large number of experts [9]].
This labor-intensive process not only limits the scalability of KGs but also impacts their performance
and timeliness [[10]. With the rapid development of natural language processing (NLP), methods for
extracting information from unstructured text and constructing knowledge graphs have become more
efficient and accurate [[11]. For instance, in 2016, the Metallic Materials Knowledge Graph (MMKG)
was developed to store materials information from various web data resources [[12]. Knowledge
graphs tailored to lithium-ion battery cathodes have been constructed, aimed at identifying potential
new materials candidates [13]]. User-friendly databases focusing on specific material types, such as
Metal-Organic Framework Knowledge Graphs (MOF-KG), have been developed [[14]. Recently, a
material knowledge graph, MatKG, and MatKG?2, containing information on material properties,
structure, and applications, has been developed [1]], [15].

However, these material knowledge graphs face even greater challenges. Firstly, although advance-
ments in NLP technology have reduced the dependency on experts to a certain extent, training data
still requires extensive annotation to enhance model accuracy [16]. Secondly, the construction of
these knowledge graphs often involves predicting relationships between nodes to form triples, which
means the entities represented in the KG are not always based on real instances [[17]. This can
diminish the authenticity and credibility of the KG. Additionally, this approach makes updating
the knowledge graph difficult, as each new node introduced necessitates predicting its relationship
with every other node, complicating the maintenance of a dynamic and accurate knowledge graph,
especially in advanced fields like material science. Acknowledging these challenges, the emergence
of LLMs like GPT and LLaMA represents a breakthrough, offering new solutions to enhance the
zero-shot method [[18]], extraction, and credibility of structured information [[19]], [20]. The fine-tuning
technique of LLMs can significantly enhance their performance in specific domain text tasks through
training with fewer samples [21]],[22]. This means improving the results of Named Entity Recognition
(NER) and Relation Extraction (RE) without requiring a large amount of labor becomes possible and
was adopted in our research.



In this paper, we have achieved significant advancements in the development of Materials Knowl-
edge Graph (MKGQG), a pioneering graph database tailored for the field of materials science. Our
contributions are highlighted in three key areas: 1) We propose a method to achieve NER, RE, and
entity resolution (ER) with high accuracy. Through this method, we can easily convert unstructured
text into triples and retain the source information of each triplet. This method also makes updating
KG very convenient. 2) We constructed the first accurate knowledge graph dedicated to materials,
where researchers can easily get information about the material by querying the MKG. 3) We use a
well-defined label system so our KG can be easily scaled up and potentially combined with other
structured databases or KGs. 4) We demonstrate a similarity calculation method based on Jaccard
Similarity for materials and applications.

2 Methods

Figure [T] presents the elaborated pipeline of our study. The KG construction part can be divided into
there tasks - ontology design, knowledge extraction, and entity resolution (ER). For domain-specific
KG, the design of ontology often relies on experts in the field. This work forms an effective ontology
by defining and summarizing a small number of papers through LLM. The knowledge extraction task
begins with the manual annotation and normalization of the initial training dataset, annotated training
set is used to finetune the LLM for NERRE tasks. Simultaneously, the inference dataset is divided
into ten batches, facilitating the iterative refinement process that follows. The ER tasks are conducted
using advanced NLP technologies, including ChemDataExtractor [23]], mat2vec [24], and our expertly
curated dictionary. These steps enable the integration of information from these distinct fields into a
unified knowledge graph and clean the extracted data. After ER, we selectively enhance the training
dataset with high-quality results to improve the model’s performance in subsequent iterations. The
knowledge graph is finally constructed using the normalized data from the last iteration. To complete
the graph and predict potential material applications, we employ both network-based algorithms and
graph embeddings. This methodology provides critical insights and recommendations for researchers
in the materials science domain.
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Figure 1: Pipeline of the fine-tuned LLM for knowledge graph tasks.

2.1 Data preparation and schema design

Material experts annotated nine distinct categories from the abstracts of 75 research papers, forming
the training dataset for the Large Language Models (LLMs). The structure of the data reflects
the structure of the KG. This structure summarizes ten articles through LLM and extracts key
attributes. As illustrated in Figure (a), the "Formula", "Name" and "Acronym" node serves as
the central hub within the graph, linking to nodes that encapsulate its nomenclature, composition,
and various attributes. Among these core attributes, the priority of the attribute pointed to by the



arrow decreases in sequence. The "Structure/Phase" node describes the material’s physical state,
while the "Application" node denotes its practical uses, and the "Property" node details its inherent
characteristics. Additionally, the "Descriptor" node provides qualitative information enhancing the
contextual understanding of the material.

non

Furthermore, the "Application" node is extended to include "Property", "Descriptor”, and "Domain"
nodes, indicating the specific attributes and the broader context of the material’s application. Among
them, "Domain" is unique to "Application" and represents the field to which the application belongs.
To maintain data provenance and traceability, each node is linked to a "Digital Object Identifier
(DOID)" node. This allows for source verification where querying the intersections of "DOI" node
connections at both ends of a relation can pinpoint the source article from which the relations were
derived, ensuring data integrity within the graph structure. Figure [2] (b) is an example of MKG,
from which it can be seen that the core of MKG is to capture the connection and structure between
materials and their applications.

() (b)
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Figure 2: This schematic represents the (a) MKG schema and (b) an example of path in MKG
between the "Name" node "Copper Indium Gallium Selenide" and "Application"” node "Thin Films".

Given the inherent complexity of sentences and the variability in terminologies across abstracts,
a normalization process was employed after the initial extraction. This normalization ensured a
uniform representation of entities with similar meanings. For example, terms such as "Lithium-
Ion Battery" and "Li-ion batteries" were standardized to "lithium-ion battery", while phrases like
"solution casting method", "solvent post-treatment method", and "solution-based deposition" were
simplified to "solution-processed"”. All annotated entities underwent this normalization process,
ensuring consistency and facilitating effective training of LLMs. The field of materials encompasses
a wide range of areas. At this stage, our priority is to focus on energy materials. We downloaded
150,000 abstracts of peer-reviewed research articles on energy material science, including batteries,
solar cells, and catalysts, from the Web of Science. Each abstract was stored in a JSON file format,
structured as "DOI - text", facilitating seamless processing and analysis.

2.2 LLMs training, evaluation and inference

The training dataset, composed of compiled data, was employed to fine-tune models including LLaMA
7b, LLaMA2 7b [25]], and Darwin [26]]. Upon obtaining high-quality results from the normalized
inference, we iteratively retrain a fine-tuned LLM to infer subsequent batches of data. The models
underwent training over 10 epochs with a batch size of 1. Additionally, 60 abstracts were annotated
to assess the LLMs" performance. Our evaluation primarily focused on the NER capabilities of the
model and preliminarily explored the RE task’s ability to identify potential internal relations among
relevant element sets. Moreover, since we standardized entities during the data compilation phase,
we also assessed the LLMs" effectiveness in standardizing the entities. Specifically, for NER, RE,
and ER tasks, we employ a unified framework for evaluation based on precision, recall, and the F1
score, taking into account the instances of false positives (FP) and false negatives (fn) to quantify the
performance.

For NER, a true positive is a correctly identified entity, while for RE, it is a correctly identified
relationship between entities, and for ER, it is a correctly standardized entity according to the schema.
Conversely, a false positive occurs when the model incorrectly identifies an entity, relation, or
standardization, and a false negative is when the model fails to identify a correct entity, relation, or



schema element that should have been recognized. After defining these terms, we can evaluate each
task using standard precision, recall, and F1 score metrics.

After evaluation, we chose a fine-tuned LLM that demonstrates optimal performance in both NER
and RE tasks to iteratively infer the 150,000 abstracts. The output of inferences is organized in the
"DOIl—text—response" format. Consequently, the fine-tuned LLM not only extracts entities but also
assigns them appropriate labels, thereby accomplishing NER and RE tasks concurrently. Moreover,
every entity and relation identified in the response is traceable, enhancing the integrity and utility of
the data.

2.3 Entity resolution

The quality of KG is crucial for its credibility in checking and correcting the inference results before
graph construction. To ensure the precision of these results, we initially employed ChemDataExtractor
to identify chemical formulas and "Name-Acronym" pairs from abstracts. Subsequently, entities
recognized by both the Large Language Model (LLM) and ChemDataExtractor are embedded using
the mat2vec model. We analyze their similarities to rectify core entities and ensure accurate "Name"
to "Acronym" associations. Through this step, we can make the "Name" and "Formula" different
from "Acronym" in MKG. Therefore, we have named this stage "ER-NF/A" ("Entity resolution
- Name/Formula and Acronym"). Given the frequent mislabeling of "Name" and "Formula", we
progress to the "Entity resolution - Name and Formulas" ("ER-N/F") phase. Here, we refine the
LLM using a specifically curated training set comprising 2,000 accurately labeled entities for binary
classification, which is evaluated against an additional set of 200 labels.

For other labels, we implement a Density-Based Spatial Clustering of Applications with Noise [27]]
algorithm to create the "Entity resolution - expert dictionary" ("ER-ED"). This algorithm dynamically
forms clusters based on vector similarity without the need to predefine the number of clusters. Each
cluster is named by material science experts, leading to the creation of an expert dictionary containing
approximately 600 terms related to structures, phases, applications, and more. This dictionary, along
with the entities extracted by the LLM, undergoes similarity analysis to standardize and confirm the
accuracy of both entities and relations. To elevate the quality of the training dataset, we selectively
integrate high-quality data from normalized inference outputs from each iteration into the training set,
continuously monitoring and enhancing the performance of the fine-tuned LLM to ensure its efficacy.

2.4 Knowledge graph construction

Given a collection of entities £ and relations R, a knowledge graph K = F x R x E is structured as
a directed multi-relational graph. It comprises triples formatted as (h, r,t) € K, where h and ¢ are
entities within E. To structure the inference results into triples, we employ three labels that signify the
material as the core label, with the core label serving as the head h, the names of other labels forming
the relations R, and their values acting as tails ¢. Within the hierarchy of core labels, "Formula" is
accorded the highest priority, followed by "Name", and then "Acronym". Furthermore, each head h
and tail ¢ node is linked to the DOI of the source article associated with the triplet. This setup allows
us to ascertain the provenance of the relation between any two nodes by examining the intersection in
their connected entities. Then we transfer the triples into MKG and store the MKG via graph database
Neo4j, which also supports the subgraph matching function, where subgraph matching naturally suits
the need to search for certain materials with user-input conditions. To facilitate access to the detailed
information, we also make the dataset available in the RDF and CSV format for straightforward data
handling.

2.5 Graph completion

The process of Graph Completion (GC) is shown in Figure [3|(a), where we perform link prediction
through GC, segmented into four primary stages: graph splitting, similarity calculation, validation
and evaluation, and parameter optimization. This structured approach ensures a comprehensive
exploration of the link prediction capabilities. Graph splitting is meticulously performed based on
the chronological assignment of the nodes. Nodes encapsulated within a defined prediction window
0 are utilized as G, which are designated for the validation of predictions. Nodes preceding
this predictive interval serve as G,, employed to train and refine the prediction models. During
the similarity calculation stage, advanced graph algorithms and embeddings are applied on Gy, to



ascertain the similarity between the "Materials" and "Applications" nodes. This phase leverages an
enhanced Jaccard similarity metric, partitioned into three distinct components: S(m, a), F(m,a),
and T'(m, a), which collectively improve the specificity of predictions.
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Figure 3: (a)The process of MKG graph completion and (b) the schematic diagram of nodes
comparison.

In the validation and evaluation phase, the sorted "Material" and "Application" nodes undergo
rigorous testing on Gy. The effectiveness of the predictive model is assessed by tallying the
incorrect predictions, represented as En, which serves as a crucial measure of performance. The
final stage, parameter optimization, involves the meticulous adjustment of the parameters S(m, a),
F(m,a), and T(m, a) based on their performance on Gye. This iterative process is crucial for
minimizing the count of En and enhancing the overall accuracy of the GC method. This adaptive
adjustment underscores the dynamic and responsive nature of the model in refining link prediction
accuracy within the graph completion framework.

It is worth mentioning that from a global perspective, we not only need to consider whether an
"Application" may be similar to a "Material" node. We also need to consider whether the "Material"
currently associated with this "Application" is similar to the potential "Material". Therefore, further
improvement of Jaccard Similarity:
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where n is the number of attributes considered, A; and B; are the specific attributes of materials A
and B respectively, and w; are the weights assigned to each attribute, signifying their importance in
the context of material application. As shown in Figure[3|(b), this approach mimics the investigative
processes commonly employed by materials scientists when developing new materials. In determining
the suitability of new materials for specific applications, researchers systematically analyze their
chemical and physical properties, as well as their structural characteristics, comparing these attributes
to those of materials well-established in the target field. This enhanced method not only accounts
for the number of overlapping attributes but also emphasizes the significance of each attribute in
relation to the material’s potential application. A higher Jogifieq Score indicates a stronger likelihood
of applicability between the material in question and the target application. Thus, materials scoring
high on this metric are considered promising candidates for the specified applications.

In addition to the Enhanced Jaccard Similarity, we employ the TransE model [28]]. TransE treats
entities and relations as vectors in the same embedding space. The core idea of TransE is to model
relations by interpreting them as translations in the embedding space.

3 Result

To illustrate the advantages of MKG more clearly, we conducted a comparative analysis with
MatKG?2 [15]], highlighting the differences in their construction methodologies as illustrated in Figure
M MatKG?2 is built using a multi-step process for named entity recognition (NER) and relation
extraction (RE) that does not retain the origin of each relation. In contrast, our approach employs an
end-to-finish methodology utilizing a single large language model (LLM) designed to handle both
NER and RE simultaneously. This not only preserves the source of each triple within the knowledge
graph, enhancing its factual accuracy, but also demonstrates superior performance in the RE task.
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Figure 4: Schematic comparison of MKG and MatKG?2.

To demonstrate the effectiveness of this pipeline, we evaluated the performance of each LLM on each
task, as shown in Table[T} Darwin significantly outperforms both the LLaMA 7b and LLaMA?2 7b
models in the F1 scores for NER and RE tasks, suggesting that Darwin yields more effective results
in text-related tasks in materials science. However, there is no marked difference in the performance
of these models on ER tasks; we can say LLM has a weaker ability to complete ER in our task. This
may be attributed to the limited contextual memory capabilities of the LLMs, and this is why we
need to apply additional ER processes. The normailzed Darwin shows the performance of our ER
and normalization process, the result indicates that it not only achieves the ER task successfully, but
also contributes to the NER and RE task.

To better understand the enhancements provided by each component in the ER/Normalization process,
ablation studies were performed. The outcomes, detailed in Table[2] demonstrate that each technique



Table 1: Result of NER, RE, and ER through Fine-tuned LLMs.

Model Task Precision Recall F1 score
NER 0.1196 0.6869 0.2036
MatBERT RE 0.0250 0.5696 0.0479

ER 0.0928 0.5303 0.1579

NER 0.6101 0.6216 0.6158
Llama 7b RE 0.5305 0.5405 0.5355
ER 0.3687 0.3757 0.3722

NER 0.7419 0.7667 0.7541
Llama2 7b RE 0.6452 0.6667 0.6557
ER 0.4484 0.4633 0.4557

NER 0.8013 0.7935 0.7974
Darwin RE 0.7036 0.6968 0.7002
ER 0.4593 0.4548 0.4571

NER 0.9520 0.9083 0.9296
Darwin (ER) RE 0.9039 0.8625 0.8827
ER 0.9127 0.8708 0.8913

positively affects the effectiveness of ER. The results highlight that utilizing the expert dictionary
(ER-ED) is the most beneficial method, enhancing accuracy comprehensively across nearly all
labels that are included in the dictionary. Additionally, the improvements seen with ER-NF/A are
noteworthy; this step is based on the ChemDataExtractor, effectively removes the majority of incorrect
material identifications in core labels and offers even more substantial benefits to NER than to ER-ED.
Furthermore, from the results of the ablation experiment, ER-N/F appears that its contribution is not as
significant as the other two components, but considering the confusion between the material Formula
and Name may have an impact on subsequent MKG applications. ER-N/F is also an indispensable
part of the ER process. The normalized data is transformed into triples to construct the MKG, which
comprises 162,605 nodes and 731,772 edges, as illustrated in the schematic diagram in Figure 5]

Table 2: Result of the ablation experiment in normalization.

Method NER F1 v RE F1 v ERF1 v

Darwin (Normalized) 92.96 - 88.27 - 89.13 -

ER-N/F 92.96 - 83.29 -4.98 89.13 -
ER-NF/A 84.01 -8.85 83.07 -5.20 84.54 -4.59
ER-ED 88.59 -4.37 80.20 -8.07 50.00 -38.83

Finally, to demonstrate the reliability and accuracy of our similarity algorithm, we divided MKG into
two knowledge graphs based on the paper’s publication year. KG, with earlier years, applied similarity
calculation algorithms to predict potential links, while KG, with later years, is used to verify how
many sets of "Material-Applications” in these predictions were reported in the following n years. The
result is shown in Figure[6] Specifically, in Figure[6|(a), the grey line uses only abstracts published
before the year to make predictions, and the percentage of reported predictions in the next few years
is displayed. The predictive capacity of the MKG is substantial; therefore, for each prediction, we
only use the top 200 "material-application” pairs for validation. Looking at the results, as time
progresses, the predicted materials are gradually verified. Using data from 2014, within nine years,
48.5% of the "material-application" predictions have been validated. This outcome demonstrates the
effectiveness and reliability of the MKG, and it also lays the foundation for proposing new materials
in some fields. The red, blue, and green lines are the average percentage of reported links based on
network similarity, Jaccard similarity directly between "Formula" and "Application”, and TransE for
link prediction, respectively. Network-based similarity has the highest accurate prediction, which



(a)

Figure 5: (a) Global schematic diagram of MKG; (b) Local schematic diagram of MKG.

indicates the effectiveness of simulating the thinking of real material development using algorithms.
The Figure[6](b) is an example, visualizing the KG made from data before 2018 and the predicted
"Material Application" reported within 5 years using network-based algorithms.
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Figure 6: Validation of the graph completion. (a) Percentage of reported prediction after years. (b)
Example of predicted material - application using data before 2018.

4 Conclusion, Discussion, and Future Work

In this paper, we present a novel natural language processing (NLP) pipeline for Knowledge Graph
(KG) construction, designed to efficiently extract triples from unstructured scientific texts. This
methodology uniquely enables the fine-tuning of Large Language Models (LLMs) using minimally
annotated datasets. The fine-tuned LLMs are then utilized to extract structured information from
extensive corpora of unstructured text, bypassing predictive modeling to enhance the authenticity and
traceability of the structured data extracted.

Utilizing this approach, we constructed a Material Knowledge Graph (MKG) that encapsulates
relations between materials and their associated entities, such as properties and applications, derived
from the abstracts of 150,000 peer-reviewed papers. Our analysis not only confirms the effectiveness
and credibility of the MKG but also enriches our understanding of the material science domain.



Additionally, our methodology and the resulting KG hold significant potential across various dimen-
sions:

1.

2.

3.

4.

Currently, our original text consists of article abstracts, which may omit a substantial amount
of experimental methods and data. Fortunately, our method can be directly applied to full-text
extraction, allowing us to more accurately capture subtle distinctions within complex scientific
literature.

The ontology design of MKG has improved the precision of entity labeling in our pipeline and
facilitates more accurate categorization of data, including the incorporation of intricate attributes
such as synthesis conditions or material properties. This enhancement significantly increases the
granularity and practical utility of the KG.

The adaptability of our NLP pipeline to a broad range of scientific fields suggests its potential as
a foundational template for constructing domain-specific KGs beyond materials science.

Integrating our Material Knowledge Graph with existing KGs, such as MatKG, paves the way
for the creation of a more interconnected and expansive dataset. This synergy facilitates not only
advanced research but also the development of innovative applications in materials science and
related domains.

For future work, given the apparent predictive capacity of our method for link prediction, we plan to
focus on:

1.

Analyzing Historical Patterns: By incorporating additional attributes such as authorship, publi-
cation year, and affiliations into our Knowledge Graph, we focus on analyzing historical "social"
patterns. For example, investigating whether specific groups or institutions consistently engage
in the repurposing of materials. This analysis will allow us to understand how the dynamics of
material repurposing are influenced by collaborative networks or institutional trends. We will
assess which materials or types of materials are more frequently repurposed and explore the
potential social dynamics that drive these trends. This approach aims to provide insights into the
lifecycle and innovation patterns of materials based on past activities and collaborations.

Identifying Future Materials and Applications: After constructing a complete MKG, in-depth
graph neural networks and algorithms can be developed and used to explore potential relations
in the graph. By exploring the data within our enriched MKG, we will identify new potential
applications for the most promising materials or explore the future trend of materials. This
proactive approach seeks to unlock new uses for materials before they become mainstream,
providing a competitive edge in materials science. Additionally, by incorporating time dynam-
ics, we aim to enhance the utility of our pipeline, allowing for time-aware graph embedding
techniques for graph completion. This will enable us to explore how material properties and
applications evolve over time, providing a dynamic perspective on the development and use of
materials in various fields.

. Studying Cluster Formation: We plan to analyze the formation of clusters within the KG, which

are based on the links between materials. Understanding these clusters will help reveal how
materials are interconnected, which can aid in discovering the connections between different
materials that were not apparent from isolated studies.

10



References

(1]
(2]
(3]
(4]
(5]
(6]

(7]

(8]
(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]
[17]
[18]
[19]
[20]
[21]
[22]

[23]

[24]

Vineeth Venugopal and Elsa Olivetti. “MatKG: An autonomously generated knowledge graph
in Material Science”. In: Scientific Data 11.1 (2024), p. 217.

Anubhav Jain et al. “The materials project: A materials genome approach to accelerating
materials innovation, APL Mater”. In: APL materials (2013).

James E Saal et al. “Materials design and discovery with high-throughput density functional
theory: the open quantum materials database (OQMD)”. In: Jom 65 (2013), pp. 1501-1509.
Claudia Draxl and Matthias Scheffler. “The NOMAD laboratory: from data sharing to artificial
intelligence”. In: Journal of Physics: Materials 2.3 (2019), p. 036001.

David Mrdjenovich et al. “Propnet: a knowledge graph for materials science”. In: Matter 2.2
(2020), pp. 464—480.

Shaoxiong Ji et al. “A Survey on Knowledge Graphs: Representation, Acquisition, and Ap-
plications”. In: IEEE Transactions on Neural Networks and Learning Systems 33.2 (2022),
pp. 494-514.

Jing Zhang et al. “Neural, symbolic and neural-symbolic reasoning on knowledge graphs”. In:
Al Open 2 (2021), pp. 14-35.

T. Mitchell et al. “Never-ending learning”. In: Commun. ACM 61.5 (2018), pp. 103-115.
Lingfeng Zhong et al. “A Comprehensive Survey on Automatic Knowledge Graph Construc-
tion”. In: ACM Comput. Surv. 56.4 (2023).

Shirui Pan et al. “Unifying Large Language Models and Knowledge Graphs: A Roadmap”. In:
IEEFE Transactions on Knowledge and Data Engineering (2024), pp. 1-20.

L. Weston et al. “Named Entity Recognition and Normalization Applied to Large-Scale
Information Extraction from the Materials Science Literature”. In: Journal of Chemical
Information and Modeling 59.9 (2019), pp. 3692-3702.

Xiaoming Zhang et al. “MMKG: An approach to generate metallic materials knowledge
graph based on DBpedia and Wikipedia”. In: Computer Physics Communications 211 (2017),
pp- 98-112.

Zhiwei Nie et al. “Automating materials exploration with a semantic knowledge graph for
Li-ion battery cathodes”. In: Advanced Functional Materials 32.26 (2022), p. 2201437.
Yuan An et al. “Knowledge Graph Question Answering for Materials Science (KGQA4MAT):
Developing Natural Language Interface for Metal-Organic Frameworks Knowledge Graph
(MOF-KG)”. In: arXiv preprint arXiv:2309.11361 (2023).

Vineeth Venugopal and Elsa Olivetti. “MatKG-2: Unveiling precise material science ontology
through autonomous committees of LLMs”. In: Al for Accelerated Materials Design - NeurIPS
2023 Workshop (2023).

Peng Su et al. “Using distant supervision to augment manually annotated data for relation
extraction”. In: PLOS ONE 14.7 (2019).

Rita T. Sousa, Sara Silva, and Catia Pesquita. “Explainable Representations for Relation
Prediction in Knowledge Graphs™. In: arXiv preprint arXiv:2306.12687 (2023).

Yang Tan et al. “Retrieval-Enhanced Mutation Mastery: Augmenting Zero-Shot Prediction of
Protein Language Model”. In: arXiv preprint arXiv:2410.21127 (2024).

Tom Brown et al. “Language models are few-shot learners”. In: Advances in neural information
processing systems 33 (2020), pp. 1877-1901.

Hugo Touvron et al. “LLaMA: Open and Efficient Foundation Language Models”. In: arXiv
preprint arXiv:2302.13971 (2023).

Tong Xie et al. “Creation of a structured solar cell material dataset and performance prediction
using large language models”. In: Patterns (2024).

John Dagdelen et al. “Structured information extraction from scientific text with large language
models”. In: Nature Communications 15 (2024), p. 1418.

Matthew C. Swain and Jacqueline M. Cole. “ChemDataExtractor: A Toolkit for Automated

Extraction of Chemical Information from the Scientific Literature”. In: Journal of Chemical
Information and Modeling 56.10 (2016), pp. 1894—1904.

Vahe Tshitoyan et al. “Unsupervised word embeddings capture latent knowledge from materials
science literature”. In: NATURE 571.7763 (2019), pp. 95+.

11



[25]
[26]
[27]

(28]

Hugo Touvron et al. “Llama 2: Open foundation and fine-tuned chat models”. In: arXiv preprint
arXiv:2307.09288 (2023).

Tong Xie et al. “DARWIN Series: Domain Specific Large Language Models for Natural
Science”. In: arXiv preprint arXiv:2308.13565 (2023).

Martin Ester et al. “A density-based algorithm for discovering clusters in large spatial databases
with noise”. In: kdd. Vol. 96. 34. 1996, pp. 226-231.

Antoine Bordes et al. “Translating embeddings for modeling multi-relational data”. In: Ad-
vances in neural information processing systems 26 (2013).

12



A Appendix

A.1 Validation for MKG

To validate MKG, we extract the 500 triples that are randomly extracted except the "DOI" and
"Domain" nodes, which are informative information, and checked by the experts in relevant material
science. After splitting these triples apart, the annotator can obtain 1000 entities and 500 relations.
The report from the annotator is shown in Table [3] The labels "Application”, "Structure/Phase",
"Synthesis" and "Characterization" exhibit 100% accuracy in both entity and relation. This is due to
the rigorous normalization of entities under these categories using our expert dictionary. However,
strict normalization can also lead to certain entity loss, which is difficult to avoid. In contrast, the
"Descriptor" and "Property", characterized by their vast diversity and broad spectrum, apply a less
stringent standardization process, which leads to a certain degree of imprecision in entity and relation.
But the results are still satisfactory. "Name" and "Acronym" have also achieved a commendable 100%
entity accuracy. However, when it comes to analyzing relations, the ChemDataExtractor encounters
certain limitations. A detailed analysis of "Name" and "Acronym" misclassifications reveals that
most of these wrong entities originate from "Formula", which is due to the reasonable error of LLM"s
binary classification of "Formula" and "Name" and ChemDataExtractor. Fortunately, the impact of
this kind of error is not significant and will not bring a significant influence, as fundamentally, the
"Name", "Formula" and "Acronym" from same source all represent the same material.

Table 3: Human evaluation metric on randomly selected triples.

Label Number in total ~ Entity disagree % disagree  Relation disagree % disagree
Formula 257 0 0 N/A N/A
Name 227 0 0 12 53
Acronym 26 0 0 3 11.5
Descriptor 127 7 5.5 12 9.4
Property 147 12 8.2 9 6.1
Application 73 0 0 0 0
Structure/Phase 36 0 0 0 0
Synthesis 50 0 0 0 0
Characterization 57 0 0 0 0

A.2 prediction result

As Figure[7illustrates, we display the materials ranked in the top five for 2023 across various domains,
alongside their rankings in previous years based on available data up to 2023. It is important to
note that these materials-application pairs were not ranked within the top five before 2017, which
is why they do not appear in the figure for those earlier years. Stars mark the years these materials
were featured in literature for their respective applications. The figure emphasizes the significance
and emerging utility of these materials by highlighting the top five in applications such as catalysts,
batteries, fuel/solar cells, and other fields from 2017 to 2023, indicating their growing importance
and potential to revolutionize technology in these areas. This prediction serves as an inspiration
to materials researchers, accelerating progress in material development. For example, consider the
material NiFeN HC/NF; it not only excels in the Oxygen Evolution Reaction (OER) but has also
demonstrated its capability as a catalyst for the Hydrogen Evolution Reaction (HER). This means
that NiFeN HC/NF is a promising bifunctional electrocatalyst for water electrolysis, aligning with
our understanding of its potential in dual-function applications.

A.3 Paramaters for LLM fine tuning
epochs: 10 train batch size (per device): 1 eval batch size (per device): 1 gradient accumulation steps:

2 evaluation strategy: "no" save strategy: "steps" save steps: 500 save total limit: 1 learning rate:
2e-5 weight decay: 0. warmup ratio: 0.03 Ir scheduler type: "cosine" logging steps: 1 tf32: False
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Figure 7: Top five potential materials in (a) Catalyst, (b) Fuel/Solar cell, (c) Battery and (d) Other
fields, predicted on all available data (2014 - 2023) and their rank trends in the past years (2014 -
related year). The stars represent the material has been reported in the related year.

A.4 Experiments compute resources

The compute resources were primarily consumed in LLM fine-tuning, which involved using 8 GPUs
for 9.02 hours with a 36% utilization rate, 25.98 service units, and 14245 MiB of storage from a
quota of 81920 MiB.

A.5 Data and Code

The MKG is made publicly available at https://doi.org/10.6084/m9.figshare.25997188.v3|in both
RDF and CSV format. All the code and datasets for LLLM fine-tuning, inference, Entity Resolution
and Graph Completion can be found in https://github.com/MasterAI-EAM/Material-Knowledge-
Graph.git.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The paper’s contributions and scope are reflected clearly in the abstract and
introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have mentioned that strict normalization and entity resolution processes
can cause the loss of some correct entities.

Guidelines:

* The answer NA means that the paper has no limitations, while the answer No means
that the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when the image
resolution is low, or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
addressing problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed not to penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: For the theoretical part, proof has been provided.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in the appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have placed parameters for LLM fine-tuning. other information like code
and prompt will be made public if the article is fortunate enough to be accepted.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The dataset, MKG and code have been included in the paper.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have included some of the information, the remaining information will be
reflected in the code.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: All the the results are accompanied by error bars.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have mentioned this.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We strictly follow the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Promoting the development of materials science and scientific advancement.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All these used in paper are mentioned and properly respected.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The new assets introduced in the paper well documented and the documentation
provided alongside the assets

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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