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Abstract

We propose two simple, principled and practical algorithms that enjoy provable
scaling laws for the test-time compute of large language models (LLMs). The
first one is a two-stage knockout-style algorithm: given an input problem, it first
generates multiple candidate solutions, and then aggregate them via a knockout
tournament for the final output. Assuming that the LLM can generate a correct
solution with non-zero probability and do better than a random guess in comparing
a pair of correct and incorrect solutions, we prove theoretically that the failure
probability of this algorithm decays to zero exponentially or by a power law
(depending on the specific way of scaling) as its test-time compute grows. The
second one is a two-stage league-style algorithm, where each candidate is evaluated
by its average win rate against multiple opponents, rather than eliminated upon
loss to a single opponent. Under analogous but more robust assumptions, we prove
that its failure probability also decays to zero exponentially with more test-time
compute. Both algorithms require a black-box LLM and nothing else (e.g., no
verifier or reward model) for a minimalistic implementation, which makes them
appealing for practical applications and easy to adapt for different tasks. Through
extensive experiments with diverse models and datasets, we validate the proposed
theories and demonstrate the outstanding scaling properties of both algorithms.

1 Introduction

Despite the astonishing advancements of large language models (LLMs) in the past few years, they
still face challenges with reliability and stability. This hinders their applications in high-stakes
scenarios where a problem need to be solved with success probability 99.9% rather than 90%.
Similarly, in an LL.M-based agentic workflow that involves solving many sub-problems, each of
them need to be solved with near-perfect success rate, since a single error in the process can lead
to an incorrect final output. In these and many other similar scenarios, one is willing to boost
the success probability by spending more test-time compute on LLM inference. One category of
methods for this purpose include iterative approaches like generating a sequential chain of thoughts
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[43L 18] 29115317, 137] or self-refinement [6, [25] 18,50} I51]. Another category, which is the focus of
this work, is about repeatedly sampling multiple solutions and then aggregating them for the final
output; examples include best-of-N sampling [5} 2} 36} 155} [34], majority voting [41} 3, 21]], among
others [[13} 115} 22} 147} 54]. These two categories are complementary and often used together for the
best performance [35] 144, (53} 12} 28]].

Goal of this work. We aim to augment the toolkit of LLM inference scaling with practical algo-
rithms and foundational insights. Throughout this work, we consider a generic problem formulation
where an LLM-based algorithm is given an input problem and asked to output a solution. For
conceptual simplicity, we evaluate any solution with a binary metric indicating whether it is correct
or incorrect. We desire algorithms that enjoy provable inference scaling laws in the following sense:

Definition 1.1. We say that an LLM-based algorithm enjoys a provable inference scaling law for
a specific input problem, if its success probability (with respect to the inherent randomness of the
algorithm) in returning a correct solution to the problem can be boosted arbitrarily close to 100% as
its test-time compute grows, provided that certain clearly identified assumptions about the problem
and the LLM(s) being used are satisfied.

Limitations of existing methods. Strong baseline methods widely adopted in practice may fail
(in theory and practice) to achieve this goal, even if a single LLM call already solves the input
problem correctly with high or moderate success probability. For example, best-of-N (BoN) sampling
with an imperfect verifier might suffer from performance decay as the number of sampled solutions
grows because, as explained in Section 5.1 of [5]], “the benefits of search are eventually outweighed
by the risk of finding adversarial solutions that fool the verifier”. Indeed, prior works highlighted
that developing test-time scaling methods that do not rely on perfect verifiers remains an important
direction for further research [2,36]. Majority voting, another strong baseline, might fail for different
reasons: even if the LLM has moderate probability, say 45%, of generating a correct final answer, the
success probability of majority voting will actually converge to zero as the number of samples grow
if there exists an incorrect final answer that a single LLM call generates with probability 46% [3]].

Main contributions. In pursuit of provable inference scaling laws, we propose a two-stage knockout-
style algorithm that first generates multiple candidate solutions, and then select one via a knockout
tournament where pairwise comparisons among the candidates are conducted. We prove theoretically
that its failure probability decays to zero exponentially (Theorem[2.3) or by a power law (Theorem[2.4)
with respect to the total number of LLM calls, depending on the specific way of scaling. These
guarantees rely on two assumptions: (1) the LLM can generate a correct solution with non-zero
probability, and (2) the LLM can do better than a random guess in choosing the right winner between
any pair of correct and incorrect solutions.

We further propose a two-stage league-style algorithm that also enjoys a provable scaling law. Unlike
the knockout-style algorithm that eliminates a candidate upon loss to a single opponent, the league-
style algorithm evaluates each candidate by its average win rate against multiple opponents. We prove
that its failure probability also decays to zero exponentially (Theorem [3.3) as its test-time compute
scales up, under the technical assumption that there exist correct solutions whose average win rates
against a distribution of opponents are higher than that of any incorrect solution.

Both proposed algorithms require a black-box LLM and nothing else (e.g., no external verifier
or reward model) for a minimalistic implementation, which makes them appealing for practical
applications and easy to adapt for different scenarios. Our practical implementations are efficient
and scalable, with support for parallel and distributed computation. While the technical assumptions
in our theories might seem strong from a practical perspective, our empirical results confirm that
the proposed algorithms — developed based on the theoretical insights — indeed perform well and
demonstrate outstanding scaling properties across diverse LLMs (Llama3. 1, Qwen2.5, GPT-4o,
QwQ-32B) and datasets (GPQA, MMLU-Pro, MATH-500).

2 A two-stage knockout-style algorithm

This section studies the following two-stage knockout-style algorithm for solving an input problem:



1. Generation. We first generate N candidate solutions, which can run in parallel. In situations
where the final answer contains only a few tokens (e.g., for multiple-choice problems or
math calculation), we require that each solution contains a thinking process, which can be
elicited by chain-of-thought (CoT) prompting [43} 18] for example; such information can be

useful for enhancing pairwise comparisons in the next stage.

2. Aggregation. We aggregate the candidate solutions via a knockout tournament. At each
round, the candidates are grouped into pairs randomly, and each pair of candidates are
compared for K times. The winner of each pair is the one that is favored for more than K /2
times; ties are broken randomly. Only the winners will move on to the next round. The
final-round winner at the end of this tournament will be the final output of the algorithm.

Figure [I] visualizes this process. For a mini-
malistic implementation, both stages can be

lemen — (Gondeme)
executed with a single black-box LLM (or
an ensemble of multiple LLMs). We next
introduce some formal notations, followed : -
by our analysis for both success probabil- N —
ity and computational efficiency [16] 4] of oroblem 7] , o
the proposed algorithm, to be presented in
Sections[2.T|and[2.2] respectively.

:
Formal notations. Let Mg, and Mcomp L

denote the probability distribution of the out-
put of one LLM call for generating a solu-
tion and for comparing a pair of solutions
respectively. Given an input problem x, the
proposed algorithm first samples N inde-
pendent candidate solutions 1, ...,yn ~
Meen(2) during the generation stage. Then, for each pair of candidates (y,y’) encountered
in the knockout stage, the algorithm samples K independent comparison results ry,...,7x ~
Meomp(2,9,%'), and identifies the candidate that is favored by the majority of {r;};cx] as the win-
ner. Sampling from M, and Mo, throughout the algorithm is the sole source of randomness in
the following analysis of success probability. The randomness within Mg, and M omp can originate
from LLM decoding with a non-zero temperature, the randomized choice of prompting method or
LLM backend for each LLM call, among others.

Stage 1: generate N candidate solutions  Stage 2: aggregate via a knockout tournament

Figure 1: A visualization of the proposed two-stage
knockout-style algorithm, with N = 8 in this example.

2.1 Analysis of success probability

Our theoretical guarantees for the proposed algorithm rely on the following assumption about the
input problem under consideration and the LLM(s) being used.

Assumption 2.1. For the input problem x, there exists pgen > 0 such that
Py My (2) (¥ 18 @ correct solution) > peen > 0.

In addition, there exists peomp > 0.5 such that, for an arbitrary pair of candidate solutions (y,y’)
where one of them is correct and the other is incorrect, it holds that

P Meomp (29,97 (r identifies the right winner) > peomp > 0.5.

In other words, we assume that the LLLM can generate a correct solution with non-zero probability,
and do better than a random guess in comparing a pair of correct and incorrect solutions. Here, pgen
and pcomp are defined for a specific input problem, not for a distribution of problems or a benchmark.
Remark 2.2. While this assumption seems minimal and natural at first glance, its requirement that
Deomp > 0.5 holds for any pair of correct and incorrect solutions renders it somewhat restricted and
non-robust. This will motivate our development for an alternative algorithm and its provable scaling
law under different technical assumptions, to be elaborated in Section

Scaling up both N and K. As N (the number of initial candidate solutions) and K (the number
of times that each pair of solutions involved in the knockout stage are compared) grow, it becomes



more likely that (1) there exist initial candidate solutions that are correct ones, and (2) they tend to be
selected as the winners in pairwise comparisons against incorrect solutions, which together lead to
the correctness of the final output of the algorithm. This is formalized in the following theorem.

Theorem 2.3. If Assumption holds for the input problem, then the probability that the proposed
knockout-style algorithm returns an incorrect final output decays to zero exponentially with respect
to the hyperparameters N and K:

P(failure) < (1 — pgen)™ + [log, N-Ie—QK(pmmp—O.5)2.

A proof can be found in Appendix [B.I] Another way to interpret this theorem is as follows: for a
targeted success probability 1 — § (which can be arbitrarily close to 1 as the failure probability § > 0
approaches zero), it suffices to have

1

Pgen

N>

2[log, NW) (1

log (%) and K = 2(pcompl— 0.5)2 k’g( 5

In other words, N and K have logarithmic dependence on 1/4, and linear dependence on 1/ Dgen and
1/(peomp — 0.5)? respectively.

Scaling up N while K is fixed. Although Theorem guarantees an arbitrarily small failure
probability, it requires K to be sufficiently large, depending on the value of peomp that might be
unknown a priori in practice. To resolve this, we provide an alternative theorem suggesting that
scaling up NV alone is sufficient, even when K is a fixed constant and thus there is still a good chance
that the wrong winner is identified when comparing a specific pair of candidates.

To streamline the statement of our theorem, we introduce the notations M omp, k' and Peomp, x> Which
generalize Momp and peomp that appear in Assumption Let Momp,ic denote the probability
distribution of the comparison result obtained with K independent LLM calls followed by majority
voting (with ties broken randomly). Then we have

Py Meomp. 1 (a,y,y) (7 identifies the right winner) > peomp, x> 0.5,

where Peompx = Yoo ica1 (4)Plomp(l = Peomp) ¢ if K is odd, and peompr =
K K — K K/2 . .
Ze=K/2+1 (g )p({omp(l - pcomp)K ¢y %(K/Q)pcoép(l - pC(,mp)K/2 if K is even.

Theorem 2.4. Suppose that Assumption holds and N is a power of 2. Let p; be the prob-
ability that a candidate solution at the i-th level of the knockout tournament is correct, where
1=0,1,...,log, N.E] Then py = pgen and

Pit1 > Di + eomp.rc — 1)(pi —p7) for i=0,1,...,logy N — 1.

Consequently, the success probability of the overall algorithm, namely piog, N, converges to 1 as N
grows; for any 0 < 6 < 0.5, one has piog, v > 1 — 0 as long as

1 =1 1
log, N > og (max{ Do }) n log (25) .
log (1 + (Peomp, ik — 0.5)) —log (1 — (Deomp, K — 0.5))

A proof can be found in Appendix The linear relationship between log, N and log(1/§) reveals
a power-law relationship between the failure probability § and the number of candidates V.

2.2 Analysis of computational efficiency

The minimalistic implementation of the proposed knockout-style algorithm starts by generating N
candidate solutions with NV LLM calls that can run in parallel. Since the number of candidates is
reduced by half at each round of the knockout tournament, there is at most [log, V'] rounds in total.
For notational convenience, let us assume that IV is a power of 2 for the rest of this analysis. At the

’In our notations, the zeroth level of the tournament contains N initial candidates, the first level contains
N/2 winners after the first round of pairwise comparisons, and so on. All candidates within the same level of
the knockout tournament have the same probability of being a correct one, due to their symmetric roles.



t-th round, there are NV, / 2t pairs of candidates, and each pair need K comparisons; thus a total of
K x N/2* LLM calls are needed, which again can be parallelized.

In sum, the total number of LLM calls required by the two-stage algorithm is N + K x ), N/2% <
(K + 1) x N, whereas the end-to-end latency, if sufficiently many machines are available, is merely
Toen + 1085 (N) X Teomp, Where Tyen and Tiomp represent the latency of one LLM call for generating
a candidate solution and for comparing a pair of solutions, respectively.

3 A two-stage league-style algorithm

In this section, we propose a two-stage
league-style algorithm that also enjoys  Algorithm 1 The proposed league-style algorithm
a provable inference scaling law, under
technical assumptions that are analogous
to but more robust than those required by
the knockout-style algorithm.

Input: the problem z.

1. Generate N candidates y1, ..., yn ~ Mgen(2).

2. Compare each candidate y; against K random oppo-
nents and estimate its average win rate fi; by Eq. ().

The proposed algorithm. To begin Output: the candidate with index ¢ := arg max; [i;.

with, we generate N candidate solu-

tions y1,...,yn ~ Maen(x) as before.
Then, for each candidate with index ¢ € [N], we randomly sample K opponents with indices
0;(1),...,0;(K) € [N]\{¢} uniformly and with replacement, conduct one independent pairwise

comparison against each opponent, and obtain the responses 7; (j) ~ Mecomp (7, ¥i, Yo, (5)) for j € [K].
The average win rate of each candidate y; is then estimated by

- Z ¢ ri(j yzayol )) ()

JG[K

where qﬁ(rl( /)5 Yi> Yo, (;)) denotes the score assigned, based on 7;(j), to the candidate y; in its
comparison against y,, (j), €.g., 1 for a win, 0 for a loss, and 0.5 for a tie. Finally, the candidate with
the highest average win rate fi; is chosen (with ties broken randomly) as the output of the algorithm.
See Algorithm [I]for a summary of this method.

Regarding computational efficiency, the proposed algorithm requires N fully parallelizable LLM
calls for the generation stage, and N x K fully parallelizable LLM calls for the aggregation stage.

Analysis of success probability. For a solution y, we denote its average win rate against Mge, by

Hy = Ey/NMgen(-/I/‘):]ETNMc(\mp(m7y7y/)¢(r7 Y, yl)
Our key assumption is presented below.

Assumption 3.1. For the input problem x, there exist p.s > 0, A > 0, and a way of dividing the set
Y of all possible solutions into three disjoint subsets YV = YVes U Vew U Vine (Where “cs”,

, “cw” and
“inc” stand for “correct-and-strong”, “correct-but-weak” and “incorrect”, respectively), such that

Py Myen(2) (Y € Ves) > pes >0 and ;Ielgl fry = IOBX fiy >A>0.

In other words, we assume that the LLM can generate, with non-zero probability, a correct solution
whose average win rate against M, is higher than that of any incorrect solution; such a solution is
called correct-and-strong by our definition. We also allow the existence of correct-but-weak solutions,
imposing no assumption on their average win rates. Note that Assumption [3.1] can be tolerant of
systematic errors by LLMs in comparing certain pairs of candidates, i.e., it may still hold true when
there exist a correct solution 3 and incorrect solution y’ such that E,. ., Mcomp(a:,y,y/)¢(T7 y,y') < 0.5,
whereas Assumption [2.1] fails in such cases.

Remark 3.2. One limitation of Assumption [3.T]is that it can be broken by an adversarial incorrect
solution whose average win rate is unusually high, similar to the failure mode of best-of-N sampling
discussed in Section[I] Nonetheless, on the presumption (backed by common practice and extensive
empirical evidence) that pairwise comparison is more accurate and reliable than individual point-wise
verification, we might safely say that Assumption [3.1]is conceptually weaker and more robust than
the condition required by BoN (e.g., a perfect point-wise verifier) for provable inference scaling laws.



Intuitively, if Assumption [3.1] holds true and the hyperparameters N and K are sufficiently large,
then with high probability, (1) there exist initial candidates that are correct-and-strong solutions, and
(2) [i; is an accurate estimate of 1, for each ¢ € [N]. These conditions together lead to a correct
final output of the algorithm. We formalize this intuition in the following theorem.

Theorem 3.3. If Assumption[3.1holds for the input problem, then the probability that the league-style
algorithm (with hyperparameters N and K ) returns an incorrect final output is bounded by

P(failure) < (1 — pe;)™ + 2Ne KA/8 g N~ (N-DA%/8,

This theorem, whose proof can be found in Appendix ensures that the failure probability of
the league-style algorithm decays to zero exponentially with respect to N and K. Another way to
interpret this theorem is as follows: to guarantee success probability 1 — 4, it suffices to have

N>max{p1cslog (g), %log (g) +1} and K > %log (g)

That is, N and K have logarithmic dependence on 1/, and linear dependence on max{1/p.s, 1/A?}
and 1/A? (up to logarithmic factors) respectively.

Remark 3.4. The provable success of the knockout-style algorithm relies on Assumption 2.1} while
that of the league-style algorithm relies on Assumption[3.1} Although the latter is conceptually more
robust than the former, we note that neither assumption is strictly weaker than the other (and thus
both algorithms have their unique values). In other words, there exist scenarios where Assumption[2.T]
holds true while Assumption@]does not, and also scenarios where the reverse is true. Interested
readers may refer to Appendix [C|for some minimal examples.

4 Experiments

We conduct empirical studies to validate the efficacy and scaling properties of the proposed algorithms,
while bridging their practical performance with the theories developed in previous sections.

Datasets. We use three datasets for our experiments: GPQA [33]], MMLU-Pro [42] and MATH-
500 [26]. GPQA consists of over 1000 graduate-level multiple-choice questions splitted into three
categories (“main”, “diamond” and “extended”), all of which are used in our experiments. MMLU-
Pro contains 14 categories of multiple-choice questions, some of which require advanced reasoning
while others are more knowledge-focused. Due to limited computational resources, we use a randomly
sampled subset of 100 questions for each category of MMLU-Pro in our experiments, which leads to
a total of 1400 questions; we refer to this subset as MMLU-Pro-S throughout this work. MATH-500
is a subset of 500 problems from the MATH dataset introduced in [22]. Due to space limitations, we
focus mainly on GPQA in this section, deferring empirical results for MMLU-Pro-S and MATH-500
(as well as supplementary results for GPQA) to Appendix

Implementations. We use Llama3.1-70B-Instruct (L1ama3. 1 for short) [24]] and Qwen2.5-72B-
Instruct (Qwen2. 5 for short) [49] in our experiments, as well as a Mixed option that uses a mixture
of both LLMs [39, 54, [13]]: during the generation stage, half of the initial candidates are sampled
by Llama3. 1 and the other half by Qwen2. 5; similarly, when a pair of candidates are compared for
multiple times during the aggregation stage, half of them are done by L1ama3. 1 and the other half
by Qwen2.5. The rationale is that the capabilities of different LLMs can be complementary to some
extent, and thus using a mixture of them can make it more likely that Assumptions 2.1|and [3.1|hold
trueﬂ Other models considered in our experiments include QwQ-32B [31]], a long-CoT reasoning
LLM, and GPT-4o [10], a proprietary API-based LLM; due to high computational or monetary costs,
they are tested only on GPQA-diamond for a smaller range of V.

3To formalize this intuition, consider a minimal scenario with two LLMs denoted by M; and My, and
two problems denoted by x1 and x2. Suppose that M; is effective for the first problem x1 (with pgen = 0.2
and peomp = 0.7) but ineffective for x2 (with pgen = 0 and peomp = 0.5), while the reverse holds true for
M>. When either LLM is used alone, only one problem satisfies Assumption [2.1] However, when a mixture
of two LLMs is used, both problems now satisfy Assumption 2.1 with pgen = (0 4 0.2)/2 = 0.1 > 0 and
Peomp = (0.5 +0.7)/2 = 0.6 > 0.5, and thus can be solved by our algorithm.
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We leverage zero-shot chain-of-thought prompting L8] for both generation and aggregation stages of
the proposed algorithms. Unless specified otherwise, for the knockout-style algorithm, we fix K = 4
for L1ama3. 1/ Qwen2.5/ Mixed, and K = 2 for GPT-40/ QwQ-32B; for the league-style algorithm,
we consider a round-robin [46] version of it, with K = 4 comparisons conducted between each of
(1;/ ) pairs of initial candidates. To make the proposed algorithms efficient and scalable in practice,
we implement them based on AgentScope [9], a multi-agent framework that supports parallel and
distributed computatiorﬂ Further implementation details can be found in Appendix

In our experiments, we consider a solution as a correct one if its final answer matches the ground-truth
answer, and use accuracy (i.e., the proportion of correctly solved problems) as the performance
metric for running a (deterministic or randomized) algorithm once on a dataset. This metric is, in
expectation, equivalent to the mean success probability of the algorithm on the dataset.

4.1 Results for the knockout-style algorithm

Efficacy and scaling properties. Figure 2|confirms that the accuracy of the knockout-style algo-
rithm improves with N for all LLMs on GPQA or GPQA-diamond. For example, the accuracy of
Mixed improves by 10 points (from 45% to 55%) as N scales to 64, and the accuracy of QuQ-32B
improves by 12 points (from 60% to 72%) as N scales to 16. We also observe that Mixed consistently
outperforms Llama3.1 and Qwen2.5 as IV gets larger, which confirms the previously explained
rationales for using a mixture of different LLMs.

Comparison with majority voting. Figure [2|includes results for majority voting, a strong baseline
widely adopted in practice. It is observed that, for all LLM backends (except for Llama3. 1), the
knockout-style algorithm consistently achieves higher accuracy when given the same number N of
initial candidates. Caution should be taken here: recall from Section [2.2] that the knockout-style
algorithm takes (K + 1) x N LLM calls for solving one problem, i.e., 5 x N for Llama3.1/
Qwen2.5/Mixed and 3 x N for GPT-40/ QwQ-32B, whereas majority voting only requires N LLM
calls. Nonetheless, the knockout-style algorithm still has advantage when this is taken into account,
e.g., its accuracy at N = 8 (resp. 4) is higher than that of majority voting at N = 64 (resp. 16)
for Mixed (resp. QuQ-32B). Moreover, based on the trends shown in Figure[2] it is most likely that
for majority voting, further increasing /N will bring limited performance gains [3] and result in a
converged accuracy lower than what can be achieved by the knockout-style algorithm.

But the theorems promise 100% accuracy, don’t they? The results in Figure [2| are indeed consis-
tent with the theorems developed in Section [2.1] which guarantee that the knockout-style algorithm
can achieve an arbitrarily high success probability for any input problem satisfying Assumption[2.1}
namely pgen > 0 and peomp > 0.5. For a problem that does not, it is still possible that the algorithm
has a chance of solving it correctly (since Assumption is a sufficient condition for its success
and might not be necessary), but there is no formal guarantee. Consequently, for a benchmark or a
distribution of input problems, denoted by D, our algorithm is guaranteed to achieve accuracy at least
P, (x satisfies the assumption) as its test-time compute grows. Indeed, if a benchmark contains an
extremely difficult problem, e.g., “solve the P versus NP problem”, then any test-time scaling method
will fail to achieve 100% accuracy on such a benchmark.

*Our implementations can be found at https://github. com/pan-x-c/AgentScope/tree/feature/
pxc/paper_provable/examples/paper_provable_scaling_law
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Figure 3: Left: the distribution of GPQA problems,
characterized by Pgen and Deomp that are estimated with
the knockout-style algorithm (Mixed). Each problem
is represented by a circle if it is solved correctly at
Figure[7)in Appendix [D.2]characterizes the N = 64, and by a cross otherwise. Right: accuracy
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half of each scatter plot are problems with are calculated with new trials of the algorithm, thus
Peomp > 0.5, most of which are solved cor- statistically independent of Pgen and Peomp-

rectly by the knockout-style algorithm and
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problems with small pgen, for which the knockout stage successfully identifies a correct candidate
even though the initial candidates are mostly incorrect. We further observe from Figure [7] that,
compared to Llama3.1 and Qwen2.5, the Mixed option achieves Pgen > 0 and Peomp > 0.5 for a
larger proportion of problems, which explains its superior accuracy shown in Figure 2] To further
consolidate this analysis, we pay special attention to the subset of problems satisfying 0 < Pgen < 1
and Peomp > 0.5. These are approximations for the conditions stated in Assumption except that
those easy problems with Dyen = 1 are excluded. We run new, independent trials of the knockout-style
algorithm (Mixed) on this subset. Figure [3](right) confirms that significant improvements in accuracy
(from 55% to 80%) can be achieved by scaling up N, which matches what our theories predict.
Unsurprisingly, the scaling curve still plateaus eventually (since Peomp > 0.5 is merely a proxy for
Peomp > 0.5), and tightening the filtering condition (e.g., Deomp > 0.6 or 0.7) will bring it closer to
100% accuracy.

Intuitions: when does Assumption 2.1 hold? MMLU-Pro-S: engineering MMLU-Pro-S: philosophy

Interestingly, we observe that the scaling prop- 0.701 -=Llama3.1
A . . 0.70 1 Qwen2.5

erties of the algorithm vary across different cat- o Mixed

egories of MMLU-Pro-S, and also across LLM 0-651

backends. For instance, Figure E| shows that the

performance scales well for all of L1ama3. 1/

0.68 1

0.66 1

Accuracy

—#-Llama3.1 0.64

Qwen2.5/Mixed in the “engineering” category, 0-331 TAquenzs
while the scaling of L1ama3. 1 outperforms the Sy e ——~ OAGZAi o
other two options in “philosophy”. An intuitive N N

explanation is that, for a reasoning-focused task
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soning processes of two candidate solutions
side by side, which provides additional infor-
mation compared to generating or verifying an individual solution, and thus leads to a large value of
Deomp and accurate comparison results. In contrast, for a knowledge-heavy task like “philosophy”,

Figure 4: Accuracy versus N for the knockout-style
algorithm on two categories of MMLU-Pro-S.

SThe rationale for weighting the comparison results is explained as follows. In the early rounds of the
knockout tournament, the comparison result between a correct-but-weak candidate and an incorrect candidate
can cause a negative bias in estimating pcomp; similarly, a correct candidate might have a very high win rate
against an opponent that is not only incorrect but also very weak, which can cause a positive bias in estimating
Peomp- In contrast, the correct or incorrect candidates that survive the early rounds of the knockout tournament
tend to be stronger ones, which make the comparison results among them (in later rounds of the tournament)
more reliable and meaningful for the purpose of estimating pcomp.
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Figure 5: Empirical results for the league-style algorithm. (a) Accuracy versus the number of initial
candidates NV for the league-style (LG, solid lines) and knockout-style (KO, dotted lines) algorithms,
given the same initial candidates. (b) The distribution of GPQA problems, characterized by pes
and A that are estimated with the Mixed option. Each problem is represented by a circle if it is
solved correctly at N = 16, and by a cross otherwise. (¢) Accuracy versus N on the subset of

problems satisfying 0 < pes < 1 and A > 0. The values of accuracy are calculated with new trials of

the algorithm, thus statistically independent of p.s and A. (d) Accuracy versus M, the number of
subsampled opponents for each candidate, for the league-style algorithm with N = 16.

one would not expect significant gains from pairwise comparison if the LLM simply does not have
the right knowledge embedded within its model weights, in which case pcomp might be close to (or
even below) 0.5.

4.2 Results for the league-style algorithm

Efficacy and scaling properties. Figure[5](a) shows that the accuracy of the league-style algorithm
grows with NV for all of Llama3.1, Qwen2.5 and Mixed options on GPQA, e.g., accuracy of
Mixed improves by 8 points (from 45% to 53%) as N grows to 16. The Mixed option consistently
outperforms L1ama3. 1 and Qwen2.5, similar to the case for the knockout-style algorithm. Given the
same initial candidates, the league-style algorithm achieves higher accuracy than the knockout-style
algorithm does in some cases and lower in other cases, although the differences are minor in general.

Bridging with the theories. Let us start by finding proxies for the p.s and A parameters in
Assumption For the former, we define p, as the fraction of initial candidate solutions with the
correct final answer. For the latter, we define A= Hi, — iy, Where i1 = arg maxX;e[nJ: y, is correct i
and 7g = argmax;c(NJ: y; is incorrect i1; are the indices for the strongest correct candidate and for the
strongest incorrect candidate, respectively. Note that by definition, for any problem with pes ¢ {0, 1},

the league-style algorithm returns a correct solution to the problem if and only if A > 0.

Figure [15]in Appendix characterizes the distribution of GPQA and MMLU-Pro-S problems

in terms of p.s (X-axis) and A (Y-axis); the plot corresponding to GPQA and Mixed can also be
found in Figure 3] (b). It is noteworthy that there exists a non-trivial proportion of problems for
which D is fairly small (i.e., most of the initial candidates are incorrect), yet the proposed league-

style aggregation stage still manages to attain a positive A and thus identify a correct candidate

for the final output. On the other hand, for problems with A<0 (which indicates violations of
Assumption [3.1)), there is no success guarantee for the algorithm. Figure [5](c) further confirms that
significant improvements in accuracy, e.g., a 25% increase for Mixed, can be achieved on the subset
of problems that approximately satisfy Assumption[3.1]

Efficacy of subsampling opponents. While all previous experiments consider the round-robin
version of the league-style algorithm, we also wonder if it is feasible to improve its computational
efficiency by estimating the average win rate of each candidate with M/ < N — 1 subsampled
opponents, while maintaining its accuracy. The empirical results in Figure[5](d) provide a positive
answer and match what our theories in Section 3| predict: (1) accuracy initially increases with M,
which confirms the benefits of comparing each candidate with multiple opponents; (2) once M
exceeds a threshold (around 4 or 5) that is much smaller than N = 16, accuracy saturates around the
level achieved by the round-robin version, but at a lower computational cost.



5 Related works

There exist other test-time strategies that enjoy provable inference scaling laws in the sense of
Definition One example is majority voting, whose provable success requires two assumptions
[3L147]: (1) it is feasible to divide the candidate solutions into several groups and have a meaningful
count for each group (which is not the case in tasks like open-ended writing, where all candidate
solutions are distinct), and (2) the probability that one LLM call generates a solution belonging to the
correct group is higher than that for any other group. In comparison, our proposed algorithms are
free from the first restriction, and only require pgen, > 0 while making additional assumptions about
LLMs’ capabilities in pairwise comparisons. Another example is best-of-N (BoN) sampling, for
which deriving a provable scaling law is straightforward provided that a perfect verifier is available:
if one LLM call generates a correct solution with probability pee, > 0, then the failure probability of
BoNis (1 — pgen)N . One obvious limitation is that verifiers are unavailable or imperfect in many
practical scenarios, which can hinder the performance of BoN [5} 136} 2]]. We refrain from comparing
our methods with BoN in our experiments, since introducing an external verifier or reward model will
bring extra variability that makes it difficult to conduct a fair and meaningful empirical comparison.

Our algorithm design has drawn inspiration from various areas. For example, the essential idea of
pairwise comparison has been prominent in LLM alignment [1} 30, 32] and the LLM-as-a-judge
paradigm [S7,[20]. Although it is possible to verify, score or refine a solution by itself [14} 25116} [11],
it is often much easier (for LLMs or human) to detect the errors or hallucinations in an incorrect
solution when it is placed right next to a correct one, or evaluate the quality of a solution by
comparing it to another one. The knockout and league tournaments have also been investigated in
prior LLM research [17} 23156, [19} [13]], albeit with purposes or implementations that are different
from ours. Given this context, we remark that the main novelty and contributions in this work are
perhaps less about the proposed two-stage algorithms themselves, but rather more about developing
rigorous and theoretical understanding of their underlying assumptions and efficacy (via clearly
identifying sufficient conditions for boosting their success probability up to 100% and formally
deriving quantitative bounds for their computational and sample complexities), and demonstrating
their promising empirical performance through extensive experiments.

6 Limitations and future work

One limitation of this work is that, like any other test-time scaling method, the proposed algorithms
trade computation for a higher success rate. Future work may try to find practical ways to determine
the smallest values of hyperparameters N and K necessary for a targeted success probability. We also
note that the provable success of the proposed algorithms relies on technical assumptions that might
not always hold true (as is the case for many other theories), although we anticipate optimistically
that with the ongoing developments of LL.Ms, the assumptions made in this work (and thus our
algorithms) will automatically become feasible for more and more challenging tasks.

Future work may also try to extend the methodologies and theories to broader scenarios, including
(1) evaluating the proposed algorithms in more diverse tasks; (2) combining the proposed algorithms
with other test-time scaling strategies for the best performance [35]]; (3) efficiently amplifying the
success probability of an agentic workflow by applying the proposed algorithms to each sub-task;
(4) converting the proposed methods to anytime algorithms [45] in online scenarios where the amount
of available test-time compute is adaptive and unknown a priori. We defer detailed discussions to
Appendix [A] due to space limitations.
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reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Technical assumptions are stated in Sections[2]and [3] Complete proofs can be
found in Appendix

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Detailed information needed to reproduce the main experimental results can
be found in Section[dand Appendix [D]

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have provided the GitHub link to our codebase, as well as sufficient
instructions to reproduce the main experimental results, in Section d]and Appendix

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Details necessary to understand the experimental results can be found in
Section ] and Appendix [D}

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Error bars are not reported because it would be too computationally expensive
to run the necessary experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: This work involves a large number of experiments that were executed on
different days and possibly on different machines, which makes it difficult to track the
computer resources for each of them. We have provided detailed information about the
datasets, LLMs and hyperparameters (e.g., [N and K) for our experiments, which can be
useful for estimating the amount of computer resources needed to reproduce the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
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11.

12.

Justification: This work is foundational research, and we do not see obvious societal impacts
that this work will make.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This work poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of all assets used in this work have been
properly credited, e.g., we have cited in Section 4] the papers for the datasets and LLMs used
in our experiments.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
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13.

14.

15.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Structure of the appendix

This appendix is organized as follows. Appendix [A]supplements the discussions in Section 6] about
potential extensions of the current work to broader scenarios. Appendix [B]includes the proofs for
our main theorems, and Appendix [C| presents some minimal examples that assist our understanding
about how Assumptions [2.1] and [3.1] compare with each other. Appendix [D]includes additional
implementation details and the prompt templates used throughout our experiments, as well as
supplementary empirical results.

A Discussions: extensions to broader scenarios

Combination with other test-time strategies. The proposed two-stage methods are orthogonal
and complementary to many other test-time scaling strategies. For example, our experiment with
QwQ-32B shows that the performance of a long-CoT reasoning LLM can be further boosted with the
knockout-style algorithm. Future work may investigate systematic approaches of combining different
inference scaling strategies for achieving the best performance [33]].

Application to agentic workflows. In complex real-world scenarios, a common practice is to adopt
an agentic workflow that decomposes the original task into manageable sub-problems and involves
multiple LLM calls to solve all of them [52] 48], 4]. Applying the knockout/league-style algorithm
proposed in this work to each sub-problem can efficiently amplify the success probability of the overall
workflow. To see how this works, consider a scenario where solving the original problem requires
solving all S > 1 sub-problems correctly, and each sub-problem satisfies Assumption with
parameters pgen > 0 and peomp > 0.5. Directly solving all S sub-problems has a exponentially small
success probability p*ggen, and thus generating a correct solution alone already requires Q((1/ pgen)s )
attempts, not to mention identifying which attempt is successful. In contrast, by applying the
knockout-style algorithm (with hyperparameters N and K) to each sub-problem, an overall success
probability 1 — 4 for solving the original problem can be guaranteed as long as the failure probability
for each sub-problem is bounded by §/5, thanks to the union bound. According to Eq. (I), this is
guaranteed with

N>

1 1 2[logy NS
5 log ( )
Pgen 2(pcomp - 05) 0
both with logarithmic dependence on S. The total number of LLM calls with this approach is
(K +1) x N x S (cf. Section|[2.2), which grows with S linearly, up to logarithmic factors.

10g<¥> and K >

Anytime algorithms for online settings. In many real-world scenarios, the available amount of
test-time compute is adaptive and unknown a priori. To address such cases, we can easily convert
the knockout-style algorithm to an “anytime” variant [45]] that does not require pre-specifying N.
For example, the algorithm might start with 4 candidate solutions and choose the winner via a
knockout tournament. If more test-time compute is allowed (e.g., the user is not eagerly requesting
the solution, or more computational resources become available), then the algorithm can launch
another tournament with 4 freshly sampled candidates, the winner of which will compete with the
winner of the previous tournament. This complete process is indeed equivalent to a single tournament
with N = 4 + 4 = 8. Such a process can continue until the user finally requests the solution; the
eventual value of N is determined online and automatically achieves the maximum value allowed by
the available test-time compute. Similarly, the league-style algorithm can be converted to an anytime
variant, where the total number of candidates and/or the number of comparisons for each candidate
increase gradually as more test-time compute becomes available. It would be interesting future work
to investigate such anytime algorithms from a theoretical or practical perspective.

B Proofs of main theorems

B.1 Proof of Theorem[2.3|

To begin with, we have a straightforward analysis for the failure probability of the generation stage of
the algorithm, where N candidate solutions are sampled independently:

P(no candidate solution is correct) < (1 — pgen)™ .
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As for the knockout stage, let us first consider a single pair of correct and incorrect candidate solutions.
Recall that they are compared for K times with K LLM calls (followed by majority voting), and each
LLM call identifies the correct candidate solution as the winner with probability p1 > peomp > 0.5 by
assumption. Therefore, the failure probability of comparing this pair of candidates can be bounded as
follows, where X; denotes an independent Bernoulli random variable with mean w:

P(failure of comparison) < IP’( Z X; < ) ( Z X; <0. 5)
1€[K]

2{ED> Xi—ﬂg—(u—tw))

i€[K]
< exp ( — 2K (p— 0.5)2) < exp ( — 2K (Peomp — 0.5)2).
Here we use Hoeffding’s inequality [38] in the last line.

Now we are ready to control the failure probability of the complete knockout stage. Let us condition
on the event that the generation stage succeeds, i.e., there is at least one initial candidate solution
that is correct. We arbitrarily pick a correct candidate, and focus on its path to the final output of
the algorithm in the binary tree visualized in Figure [l} We claim that, with high probability, the
comparison (with K LLM calls) for each pair along this path yields the correct outcome. This can be
proved by induction: for each pair along this path, if one of the input candidates (which is the output
of the previous pairwise comparison on this same path) is correct, then the output of comparing this
pair will also be correct with a failure probability no greater than exp(—2K (peomp — 0.5)?), regardless
of whether the other input candidate is correct or not. By taking a union bound over the failure events
along this path with [log, | pairs to be compared, we claim that the comparison for each pair along
this path yields the correct outcome (which immediately implies that the final output of the algorithm
is correct), with a failure probability no greater than [log, N exp(—2K (Pcomp — 0.5)?).

Finally, taking a union bound over the failure events of both stages of the algorithm completes our
proof of Theorem [2.3]

Remark B.1. There exists analysis in the literature of top-k ranking (e.g., Section 4.1 of [27]) that are
similar to our analysis for the knockout stage. We choose to present our own version here to make
our work more self-contained and complete.

B.2 Proof of Theorem 2.4

For the first part of the theorem, we can derive p;1; from p; as follows. Notice that a candidate at the
(i 4 1)-th level of the knockout tournament is the winner of pairwise comparison between a pair of
statistically independent candidates at the i-th level. Thus, the winner is a correct solution if both
candidates of the pair are correct, or only one of them is correct and happens (with probability at least
Peomp, K DY assumption) to be chosen as the winner. Therefore,

Dit1 = p? + 2pi(1 - pi)pcomp,K = P? + 2pcomp,K(pi - p%) =pi—pit+ p? + 2pcomp,K(p7l - pZQ)
=pi+ (2pcomp,K - 1)(pi - p?)
This implies p; 1 > p;, as long as peomp,x > 0.5 and p; < 1.

For the second part of the theorem, we consider the convergence of {p;} in two cases: when it is still
below 0.5, and when it has exceeded 0.5.

e If p; < 0.5,then 1 — p; > 0.5, and
Pi+1 = Pi + (2Pcomp,k — 1)(1 — pi)p;
> pi + (Peomp,x — 0.5)p;
= (1 + (Peomp, K — 0~5)>pz‘~
In other words, the sequence {p;} grows exponentially when it is below 0.5, and
log (max{ 51— She ,13)

~ log (14 (peomp,x — 0.5))
3

J
DJ > Dgen (1 + (Peomp, & — 0.5)) >0.5 aslongas J>
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» For any ¢ > J and hence p; > 0.5, we have
1 —pit1 <1 —pi — (2Pcomp,x — 1)pi(1 — pi)
<1-p;— (pcomp,K - 05)(1 _pi)

= (1 - (pcomp,K - 05))(1 _pi)-
In other words, the sequence {1 — p; } converges to 0, and
i-J ] i—J
1—p; < (1 - pJ) (1 - (pcomp,K - O~5)) < 5 (1 - (pcomp,K - 0-5)) <6

1
i J> log (55) _ 4)
- IOg (1 - (pcomp,K - 05))

Putting Eq. (3) and Eq. (@) together concludes our proof of the theorem.

as long as

B.3 Proof of Theorem 3.3
To begin with, we have a straightforward analysis for the generation stage:

P(us ¢ Yes, Vi € [N]) < (1= pu)

For the aggregation stage, we aim to show that for each ¢ € [IN], the estimated average win rate fi;
calculated within the algorithm is close to its average win rate against Mg, denoted by pi; == py, .
To see this, let us recall the definitions of j; and [i;, as well as introduce a new notation z;:

Mg = Ey/NMgen(x)]ETNMcomp(acvyi7yl)¢(r7 yi’y/)’
/’(‘i = ﬁ Z ET"’Mcon1p(x:yi1yj)¢(r’ y'“y7)
JEINN{i}
=E, ~Unif(yj,je[ I Ere Mo (21,5 (15 Y ¥,
= Z ¢ rz yzaym ]))
JE[K

Note that in the last line, y,, ;) ~ Unif(y;,j € [N]\{7}), and 7;(j) ~ Meomp(Z,¥is Yo, (j))- B
Hoeffding’s inequality, we have the following for each ¢ € [N]:
A <9 ( KA? )
— exp ( —
=7 )= p 3 )

PO A
P(l“z - ,uil > Z) (’ Z (b Tz ywyol(]))
E[K]

~ A 1 A

]P)(Lul _:U'z| > Z) P(‘]V—l , Z ' ETNMcomp(w,yi,yj)d)(Ta yivy]) Hi| = 4>
JEINN{i}
(N — 1)A2)
5 .

These, together with the fact that |zz; — w;| < |f; — @] + |; — ], implies that

P(mi—ﬂi‘Z%)SPOM il > i)ﬂP’(Im il > ﬁ)
2

= )+26Xp(—¥).

§2exp<—

§26Xp(—

Finally, taking a union bound over i € [N] and over both stages of the league-style algorithm, we
have the following: with probability at least

KA?

17(1*pc5)N*2N6XP(* )*2N€XP(*%)7

there exists some ¢ € [N] such that y; € Vi, and |fi; — p;] < A/2forall j € [N]. These conditions,
together with the assumption that min,cy,, pt, — maxyey,. fy > A, guarantee that the final output
of the algorithm is a correct solution.
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C Examples for understanding and comparing the assumptions

This section presents some minimal examples for assisting our understanding of Assumptions
and@ and in particular, for comparing the condition peomp > 0.5 stated in the former and A > 0
stated 1n the latter. For simplicity, we assume that the set of all possible candidate solutions returned
by the generation stage, denoted by ), has a small number of unique elements, e.g., ) = {4, B, C}.
We use the notation pa = Py ., (2)(y = A), and let P(A > B) denote the probability that one
comparison between A and B identifies the former as the winner. When two identical candidates are
compared, we assume that tie is broken randomly and thus either candidate wins with probability 0.5.
All average win rates involved in these examples are calculated with respect to the distribution Mgey,.

Example C.1. We demonstrate a scenario where both Assumptions @] and @] hold, and there
is a correspondence between the parameter peomp in the former and A in the latter. Suppose that
Y = {A, B}, where A is correct and B is incorrect. In addition, p4 = a,pp = 1 — «, and
P(A = B) = peomp > 0.5. Then we can calculate the average win rate of each candidate as follows:

pta =pax0.5+Dp X peomp = 0.5 X & + Peomp % (1 — )
= (0'5 - pcomp) X &+ Peomp,
uB =pB %X 0.5+ pa x (1= peomp) =0.5x (1 =)+ (1 = peomp) X @
= (0.5 — Peomp) X a + 0.5,
which implies that
A =pa— B = Peomp — 0.5 >0
is independent of the value of .

Example C.2. We demonstrate a scenario where both Assumptions[2.T|and[3.T]hold, but the parameter
A in the latter can be much smaller than peomp — 0.5 in the former. Suppose that ) = {A, B, C},
where only A is correct. In addition, ps = pp = o, pc =1 — 2a, P(A > B) = peomp > 0.5, and
P(A > C) =P(B > C) = 0.9. Then we can calculate the average win rate of each candidate as
follows:

pta =pax0.5+Dpp X peomp + pc % 0.9 =a x (0.5 + peomp) + (1 — 2a) x 0.9,
wB =pa *x (1 = peomp) + 2B X 0.5+ pc x 0.9 =a x (1.5 — peomp) + (1 — 2a) x 0.9,
pic =pa x 0.1+ pp x 0.1 +pc x 0.5 —ax02+(1-2a)x 0.5,

which implies
A= HaA — uUB = 20 X (pcomp - 05)

As aresult, A > 0 can be much smaller than peomp — 0.5 if o is small.
Example C.3. We demonstrate a scenario where Assumption [2.1holds true but Assumption [3.1]does
not. Suppose that Y = {4, B, C'}, where only A is correct. In addition, p4 = 0.2,pp = 0.2, pc =
0.6, P(A = B) =P(A > C) = 0.6, and P(B - C) = 0.9, which satisfies Assumption 2.1} Then
we have

pwa=pax05+pp x0.6+pcx0.6=0.58,

up =pa x04+pp x0.5+pc x0.9=0.72,

e =pa X 0.4+ pp x 0.1+ pc x0.5=0.40.
In other words, the average win rate of the only correct solution A is lower than that of an incorrect
solution B, which violates Assumption [3.1]

Example C.4. We demonstrate a scenario where Assumption [3.1holds true but Assumption[2.1]does
not. Suppose that Y = {4, B, C'}, where only A is correct. In addition, p4 = 0.2,pp = 0.2, pc =
0.6, P(A > B) = 0.4,P(A = C) = 0.9, and P(B > C) = 0.5, which violates Assumption [2.1]
However, we have

pwa=pax05+ppx04+pcx0.9=0.72

up =pa x0.6+pp x0.5+pc x0.5=0.52,

o =pa X 0.14+pp x0.5+pc x0.5=0.42,

which satisfies Assumption since the only correct solution A has the highest average win rate.
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Figure 6: Accuracy versus the number of initial candidates /N for the knockout-style algorithm on
MMLU-Pro-S (left) and MATH-500 (right).

D Supplementary materials for experiments

D.1 Additional implementation details

Throughout our experiments, the temperature for LLM decoding is set to 0.5 for the generation stage,
and 0.1 for pairwise comparisons during the aggregation stage. Our early exploration suggests that
these choices strike a good balance between diversity and preciseness in LLM decoding.

During the generation stage, we ask the LLM (via zero-shot CoT prompting [[18]) to generate a
reasoning process first and then its final answer. For each pairwise comparison during the aggregation
stage, we also leverage zero-shot CoT prompting and ask the LLM to think step by step before
deciding which solution in the pair is more plausible, unless specified otherwise. Tables [I] and 2]
at the end of this section include the prompt templates used in our experiments for GPQA and
MMLU-Pro-S, both of which are multiple-choice datasets. The prompt templates for MATH-500 are
largely the same, only slightly adjusted to account for the desired output formats. Some parts of our
prompts, as well as code for parsing LLMs’ responses and extracting the answers for evaluation, are
modified from those in the official GitHub repository of MMLU-Préﬂ

To account for the positional bias of LLMs [57, |40], we ensure that when a pair of candidates
are compared for multiple times, they are placed in one order within the prompt for half of the
comparisons, and in the opposite order for the other half.

Due to the high computational or monetary costs of the experiments, we have run the knockout/league-
style algorithm only once for each <model, dataset> combination. To enhance the stability and
reliability of the plots in this paper, we take the following approaches:

* For the knockout-style algorithm, we take advantage of its binary tree structure (shown in
Figure[T). After running the algorithm once with N = 64, we automatically get the results
of 64 independent trials for N = 1, 32 trials for N = 2, 16 trials for N = 4, and so on. We
have thus taken the average of accuracy values from multiple independent trials for each
datapoint (except for the rightmost one) in each scaling curve.

* For the league-style algorithm, after running it once with N = 16, we are able to obtain
the results of multiple trials for N = 8 (or any value smaller than 16), each corresponding
to 8 randomly sampled candidate solutions and the comparison results among them. Each
datapoint (except for the rightmost one) in each scaling curve has been calculated by an
average of multiple results obtained this way.

D.2 Additional results for the knockout-style algorithm

Experiments with more datasets. Figure[6| validates the efficacy of the knockout-style algorithm
on MMLU-Pro-S and MATH-500.

Distribution of problems. Figure[7illustrates the distribution of GPQA and MMLU-Pro-S prob-
lems, characterized by Dgen and Peomp that are estimated with the empirical results for the knockout-

Shttps://github.com/TIGER-AI-Lab/MMLU-Pro/tree/main
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of problems satisfying the condition Deomp > 0.5, Deomp < 0.5, Dgen = 0 0F Pgen = 1. To the right of
each plot is a histogram for Deomp. Each problem is represented by a circle if it is solved correctly
by the knockout-style algorithm with N = 64, and by a cross otherwise. We neglect problems with
ﬁgen = 0 or 1, i.e., problems for which the initial candidate solutions are all incorrect or all correct,
since there is no way of obtaining meaningful estimate of Peomp for such problems.

GPQA: diamond GPQA: diamond
1.00 HPeomp>051=69 s ee 1.00 #1Peomp >051 =105 . oo
oo LR $
0.75 0.75
g boo | g
§ 0.50 £ 50.9 £ § 0.50
<« <’
% > o,
0.25 0.25
0-00 1418 <051 = 30 000 1418 =051 = 54
T T T T T T

T T T T
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00

#[Pgen=0] = 25 ﬁygn #[Pgen=11=74 #[Pgen=0] = 25 ;Sge" #[Pgen=11= 14

Figure 8: The distribution of GPQA-diamond problems, characterized by Pgen and Deomp that are
estimated with the empirical results for the knockout-style algorithm using the QwQ-32B (left) or
GPT-4o (right) option. Other settings are the same as those in Figurem

style algorithm using the L1ama3.1 (left), Qwen2.5 (middle) or Mixed (right) option. Similarly,
Figure |§| illustrates the results for QwQ-32B and GPT-4o.

Ablation: the impact of K. The results in Figure [9]suggest that the performance of the knockout-
style algorithm is insensitive to K (the number of times that each pair of candidates are compared) in
the setting of our experiments, as long as ' > 2 for L1lama3.1 and Qwen2.5, or K > 4 for Mixed.
This is mainly due to our choice of a small temperature (0.1) for LLM calls that conduct pairwise
comparisons. For L1ama3.1 and Qwen2.5, K = 2 suffices to cover all prompting options, i.e., the
order in which two candidate solutions are placed within the prompt. Similarly, for Mixed, K =4
suffices to cover both prompting options and both LLM backends.

Ablation: the impact of CoT prompting for pairwise comparison. Figure [T0] confirms the
benefits of using zero-shot chain-of-thought prompting for the aggregation stage of the knockout-style
algorithm (versus prompting the LLM to answer directly which solution is preferred), especially as
the test-time compute scales up. This matches the intuition that CoT prompting improves LLMs’
performance in conducting pairwise comparisons.
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Results for each category of GPQA and MMLU-Pro-S. Figure[T1]includes empirical results of
the knockout-style algorithm for each category of GPQA, while Figures[12]and [T3]include those for
MMLU-Pro-S.
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Figure 12: Empirical results of the knockout-style algorithm for each category of MMLU-Pro-S (Part
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Figure 14: Empirical results for the league-style algorithm on MMLU-Pro-S. Left: accuracy versus
the number of initial candidates N for the league-style (LG, solid lines) and knockout-style (KO,
dotted lines) algorithms, given the same initial candidates. Right: accuracy versus M, the number of
subsampled opponents for each candidate, for the league-style algorithm with N = 16.
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Figure 15: The distribution of GPQA (top) and MMLU-Pro-S (bottom) problems, characterized

by pes and A that are estimated with the empirical results for the league-style algorithm using the
Llama3.1 (left), Qwen2.5 (middle) or Mixed (right) option. Each plot is annotated with the number

of problems satisfying the condition A > 0, A < 0, pes = 0 or pes = 1. To the right of each plot is a

histogram for A. Each problem is represented by a circle if it is solved correctly by the league-style
algorithm with N = 16, and by a cross otherwise. We neglect problems with p,; = 0 or 1, i.e.,
problems for which the initial candidate solutions are all incorrect or all correct, since there is no way

of obtaining meaningful estimate of A for such problems.

D.3 Additional results for the league-style algorithm

Results for MMLU-Pro-S. Figure [[4]includes empirical results for the league-style algorithm on
MMLU-Pro-S.

Distribution of problems. Figure [T3]illustrates the distribution of GPQA and MMLU-Pro-S

problems, characterized by p.s and A that are estimated with the empirical results for the league-style
algorithm using the L1ama3. 1 (left), Qwen2.5 (middle) or Mixed (right) option.

A closer look at both algorithms and their differences. Figure [I6|provides a detailed comparison
between the empirical performance of both algorithms. It characterizes the distribution of GPQA
and MMLU-Pro-S problems in terms of pcomp from the knockout-style algorithm and A from the
league-style algorithm, and provides the concrete number of problems that one algorithm solves
correctly/incorrectly and the other algorithm solves correctly/incorrectly.
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Figure 16: The distribution of GPQA (top) and MMLU-Pro-S (bottom) problems, characterized by
Peomp from the knockout-style algorithm and A from the league-style algorithm (both with N = 16)
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Figure 17: Empirical results of the league-style algorithm for each category of GPQA.

Results for each category of GPQA and MMLU-Pro-S. Figure[I7)includes empirical results of
the league-style algorithm for each category of GPQA, while Figures [T8and [T9]include those for
MMLU-Pro-S.
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Figure 18: Empirical results of the league-style algorithm for each category of MMLU-Pro-S (Part 1).
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Figure 19: Empirical results of the league-style algorithm for each category of MMLU-Pro-S (Part 2).
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Table 1: The adopted prompt template for generating a candidate solution.

% System prompt
Please read the following multiple—choice questions and provide the most likely correct
answer based on the options given.

% User prompt
# Question

{ question }
# Output Format

e

<reason>your step—by—step reasoning proecss</reason>
<answer>"the answer is (X)" where X is the correct letter choice</answer>

I

Table 2: The adopted prompt template for pairwise comparison.

% System prompt

You are an impartial Judge. Given a question and two candidate solutions , your task is to
choose which solution answer the question better . Your judgment should be unbiased, without
favoring either Solution 1 or 2.

% User prompt
———— QUESTION ———
{ question }

———— Solution 1 ———-
{ candidate_a}

———— Solution 2 ————
{candidate_b}

———— OUTPUT FORMAT ————

<compare>compare both candidate solutions step—by—step thoroughly, and double check if there
are mistakes in either solution </compare>

<winner>Solution 1 or Solution 2 or Tie</winner>

I3
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