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Abstract
Entity Linking (EL) is the process of associ-001
ating ambiguous textual mentions to specific002
entities in a knowledge base. Traditional EL003
methods heavily rely on large datasets to en-004
hance their performance, a dependency that005
becomes problematic in the context of few-shot006
entity linking, where only a limited number007
of examples are available for training. To ad-008
dress this challenge, we present OneNet, an009
innovative framework that utilizes the few-shot010
learning capabilities of Large Language Mod-011
els (LLMs) without the need for fine-tuning. To012
the best of our knowledge, this marks a pioneer-013
ing approach to applying LLMs to few-shot en-014
tity linking tasks. OneNet is structured around015
three key components prompted by LLMs: (1)016
an entity reduction processor that simplifies017
inputs by summarizing and filtering out irrele-018
vant entities, (2) a dual-perspective entity linker019
that combines contextual cues and prior knowl-020
edge for precise entity linking, and (3) an entity021
consensus judger that employs a unique consis-022
tency algorithm to alleviate the hallucination023
in the entity linking reasoning. Comprehen-024
sive evaluations across six benchmark datasets025
reveal that OneNet outperforms current state-026
of-the-art entity linking methods.027

1 Introduction028

Entity Linking (EL), also known as Named Entity029

Disambiguation (NED), entails the process of link-030

ing ambiguous textual mentions to specific entities031

in a knowledge base, as shown in Figure 1 (a). This032

process is a critical element of both Natural Lan-033

guage Processing (NLP) and Information Retrieval034

(IR) (Sevgili et al., 2022).035

To enhance the accuracy of EL, researchers em-036

ploy two primary methods: discriminative models037

and generative models. Discriminative models rep-038

resent mentions and entities through embeddings039

and link entities by calculating the similarity. To040

augment the quality of embeddings, an expansive041

array of external features are adopted, including042
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Figure 1: An example of entity linking across various
scenarios, where mention is bolded in red.

categorization of entities (Tedeschi et al., 2021), 043

imposition of hierarchical constraints (Wang et al., 044

2023), and incorporation of pre-existing hyperlinks 045

prior (Ayoola et al., 2022). Conversely, genera- 046

tive models inherently produce the linked entities 047

by adjusting pre-trained language models through 048

fine-tuning processes. These approaches formulate 049

entity linking as various generative tasks, such as 050

sequence-to-sequence constrained generation (De 051

Cao et al., 2021), information extraction (Barba 052

et al., 2022), question answering (Zhang et al., 053

2021), and instruction tuning (Xiao et al., 2023), to 054

refine the performance. 055

Despite promising results shown by conventional 056

approaches, their pronounced reliance on extensive 057

datasets limits their applicability in few-shot sce- 058

narios, where only limited annotated examples are 059

available (Xu et al., 2023). This limitation man- 060

ifests in two primary ways: Firstly, these meth- 061

ods depend heavily on predefined external features, 062

which compromise their ability to accurately iden- 063

tify novel entities. As depicted in Figure 1 (b), the 064

reliance on characteristics gathered in 2019 may 065

lead to incorrect linking, such as misidentifying the 066

2021 Disney fox character, Linnaeus Bell, as the 067

character Nick Wilde from 2016 due to outdated 068

external features. Secondly, the dependency on 069

large-scale training datasets poses significant chal- 070

lenges when adapting these models to specialized 071
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domains. Figure 1 (c) demonstrates that limited072

domain-specific data causes the model to be biased073

toward general data, potentially causing linking074

rare species like Rüppell’s fox to more common075

ones like Red fox.076

To mitigate the limitations inherent in conven-077

tional models that heavily rely on data, this study078

explores the utility of Large Language Models079

(LLMs) to enhance entity linking under a few-080

shot learning framework. The rationale for em-081

ploying LLMs is grounded in their significant082

benefits: Firstly, LLMs excel at in-context learn-083

ing (Dong et al., 2022), which allows them to rea-084

son about previously unencountered questions us-085

ing a minimal set of examples. Second, during pre-086

training on rich datasets (e.g., Wikipedia), LLMs087

have acquired versatile prior knowledge, ensuring088

their proficiency across a multitude of specialized089

fields (Touvron et al., 2023).090

However, the utilization of LLMs for entity link-091

ing encounters several notable challenges. 1) To-092

ken Length Limitations. Entity linking typically093

recalls a substantial volume of candidate entities094

and their corresponding descriptions, often exceed-095

ing 10,000 tokens, which surpasses the capacity of096

most LLMs. 2) Reasoning Balance. Enhanced rea-097

soning techniques such as CoT (Wei et al., 2022b)098

could inadvertently suppress a model’s inherent099

knowledge (Wei et al., 2023). Maintaining a bal-100

ance between analytical inference and prior knowl-101

edge is crucial for effective EL. 3) Hallucination.102

Hallucination in LLM reasoning emerges as a criti-103

cal obstacle, especially for complex reasoning tasks104

such as EL. (Ji et al., 2023). Identifying and recti-105

fying such reasoning errors in entity linking poses106

a persistent challenge.107

To tackle these obstacles, we introduce OneNet,108

a comprehensive framework composed of various109

interconnected modules, each prompted by the110

LLMs. To our knowledge, in few-shot entity link-111

ing, this constitutes the inaugural effort to apply112

LLMs without fine-tuning. Specifically, our ap-113

proach first begins with the innovative Entity Re-114

duction Processor (ERP), which is designed to con-115

dense the input text by summarizing entity descrip-116

tions and filtering irrelevant entities. Second, to117

maintain an equilibrium in the analytical process,118

we introduce the Dual-perspective Entity Linker119

(DEL), which executes EL by integrating contex-120

tual cues with prior knowledge. Third, we address121

the hallucination problem in EL through our Entity122

Consensus Judger (ECJ). It undertakes a compara- 123

tive analysis of two results from DEL, and further 124

employs a consistency algorithm to rectify errors 125

in the reasoning process of LLMs. Finally, the effi- 126

cacy of OneNet is underscored across six diverse 127

datasets, which demonstrate the superiority of our 128

proposed method. All prompts are shown in Ap- 129

pendix C, while anonymous codes are available at 130

https://anonymous.4open.science/r/LLM4EL/. 131

2 Related Works 132

2.1 Entity Linking 133

Entity linking (EL) is integral to information ex- 134

traction and natural language processing. Initial 135

studies focused on discriminant models, employing 136

external datasets for enhanced entity representation. 137

Techniques included leveraging mention-entity hy- 138

perlink counts in Deep-ed (Ganea and Hofmann, 139

2017) and Mulrel-nel (Le and Titov, 2018), aug- 140

menting entity embeddings with NER classifiers in 141

NER4EL (Tedeschi et al., 2021), and introducing 142

hierarchical constraints in CDHCN (Wang et al., 143

2023). Other approaches enhanced their models by 144

leveraging vast quantities of data (e.g., Wikipedia, 145

Wikidata). Blink (Wu et al., 2020) trained bi- 146

encoders on 5.9 million entities to incorporate en- 147

tity titles and descriptions. EntQA (Zhang et al., 148

2021) further refined their methods using question- 149

answering techniques and data from Blink, while 150

ReFinED (Ayoola et al., 2022) fused priors, types, 151

and descriptions using over 6 million entities with 152

their hyperlinks. Nonetheless, the reliance on large- 153

scale data limits their application to the new or 154

domain-specific entities. 155

Recently, generative models for entity linking 156

have witnessed a surge in research. Genre (De 157

Cao et al., 2021) generated the predicted entities 158

directly after the mention by a constrained decoder. 159

Extend (Barba et al., 2022) then directly extracted 160

the linking entities from the context with candidate 161

entities. Meanwhile, InsGen (Xiao et al., 2023) 162

proposed an instruction-tuning method on LLM to 163

generate results. Unfortunately, these methods still 164

rely on fine-tuning to inject prior knowledge into 165

the models, limiting their adaptability to adapt to 166

different scenarios with a few examples. 167

Notably, previous studies (Wu et al., 2020; Ay- 168

oola et al., 2022) claimed the suitability of their 169

methods for few-shot and zero-shot learning, yet 170

primarily in out-of-domain contexts. In contrast, 171

our study focuses on a more realistic few-shot 172

2



Here is an Example of entity linking: …
Now I’ll give you mention, context and candidates:
Mention: fox ; Context: ... fox living in desert regions 
of North Africa ... ; Candidates: C1. …

Mention: fox
Context: ... fox living in desert 
regions of North Africa ...

Input

C1. Red Fox
C2. Arctic Fox
C3. Nick Wilde
C4. LinaBell
C5. Rüppell’s Fox
…

Candidates

…

Entity 
Representation 

Summarizer

Candidate Entity Filter

… …

C1. Red Fox
C2. Arctic Fox
C3. Rüppell’s Fox

Candidates

 Classifier  Adaptive CoT Selector CoT Pool

Contextual Entity Linker

Consistency Algorithm

Rüppell’s Fox

Red Fox

LLM
Merge

Module

Please determine which is the most likely entity when 
people refer to Mention fox ? Candidates: C1. …

Prior Entity Linker

Based on the provided 
context, it is indeed likely 
that the fox species being 
referred to is Rüppell's fox. 
Here's why:
1.Habitat: Rüppell's fox is 
known to inhabit desert and 
semi-desert regions, which 
aligns with the description of 
the fox species mentioned in 
the context.
2.Geographic Range:…

Result

Large Language Models (LLMs)

The Framework of OneNet

Entity Reduction Processer (ERP) Dual-perspective Entity Linker (DEL) Entity Consensus Judger (ECJ)

Figure 2: The illustration of OneNet framework, which contains three distinct modules: (a) Entity Reduction
Processor (ERP), (b) Dual-perspective Entity Linker (DEL), and (c) Entity Consensus Judger (ECJ).

framework (Xu et al., 2023). To the extent of our173

knowledge, this study is the inaugural exploration174

of leveraging LLMs for the few-shot entity linking175

without any necessity for model fine-tuning.176

2.2 Large Language Models177

Large language models (LLMs), including178

GPT (Du et al., 2022), Llama (Touvron et al., 2023),179

and GLM (Du et al., 2022), demonstrate impres-180

sive few-shot learning ability in numerous natu-181

ral language processing (NLP) tasks (Liu et al.,182

2023a). This emergent capacity allows them to183

outperform earlier supervised approaches and even184

achieve human-level performance on certain tasks,185

all without fine-tuning (Wei et al., 2022a).186

However, applying LLMs to complex problem-187

solving remains challenging (Feng et al., 2023).188

One way to improve LLM’s reasoning is Chain-189

of-Thought (CoT) (Wei et al., 2022b), which has190

attracted growing interest. Some research explored191

optimizing example selection based on similar-192

ity (Rubin et al., 2022), diversity (Zhang et al.,193

2022), and complexity (Fu et al., 2022). Other ef-194

forts were directed at designing effective reasoning195

pipelines. For instance, Least2Most (Zhou et al.,196

2022) suggested simplifying complex problems197

into manageable subproblems. SICoT (Creswell198

et al., 2022) proposed a Selection-Inference frame-199

work. Furthermore, Deductive CoT (Ling et al.,200

2023) addressed hallucination issues through a se-201

quential reasoning verification process. Despite202

these advancements, the application of LLMs in203

EL necessitates additional investigation.204

3 Preliminary 205

3.1 Few-shot Entity Linking 206

In this paper, we formally define m as a mention 207

in a text S, and e as an entity in a knowledge base 208

(KB) associated with its description. For each men- 209

tion m, we have a pre-processing step called entity 210

candidate generation that chooses potential candi- 211

date entities θ = {e1, e2, ..., en} from a specific 212

KB. Each mention m also has a labeled link entity 213

y. Following the few-shot setting (Xu et al., 2023), 214

the training set Dtrain = {(S,m, θ, y)} contains 215

only a few data and satisfies |Dtrain| ≪ |Dtest|. 216

Our goal is to learn the input (S,m, θ) to output y 217

mapping with as little training data as possible. 218

3.2 Entity Linking with LLMs 219

As illustrated in Figure 3, we form a query for 220

LLMs as q = [m;S; θ], and the prompt P of entity 221

linking can be composed as a task-specific instruc- 222

tion I , n CoT exemplars and the test query itself: 223

P = [I; q1; y1, ..., qn; yn; qtest], (1) 224

where y = (e, r) is the output of LLMs, which 225

contains a predicted entity e and the reasoning r. 226

It is important to acknowledge that the difficul- 227

ties outlined in Section 1 present substantial imped- 228

iments to the entity linking process when a single 229

Large Language Model (LLM) is employed. There- 230

fore, we form a pipeline to complete the entity 231

linking by adjusting instruction I and exemplars to 232

prompt multiple modules with different functions. 233

Specific prompts can be found in the Appendix C. 234

3



General Prompt

(Prompts describing the content of the task, including some key points for LLMs to 
keep in mind. Hand-written by a human or generated by GPT.)
You're an entity disambiguator. I'll give you the description of entity disambiguation 
and some tips, you should pay attention to these textual features:
1. Categories: … 2. Modifiers: 3. …

Instruction Prompt

(Example prompts to help LLMs understand the task, formatted similarly to Question 
Prompt . Examples are generally provided by stronger models such as ChatGPT.)
The following example will help you understand the task:
Mention: …; Context: …; Candidates: …
Answer: …

CoT Prompt

(Prompts for questions that need to be answered by the LLM, including information 
about the question and the content to output.)
Now, I'll give you a mention, a context, and a list of candidates entities, the mention 
will be highlighted with '###' in context.
Mention: … ; Context: …;  Candidates: …;
Let’s think step by step. You need to determine which candidate entity is more likely 
to be the mention. Please refer to the above example, give your reasons…

Question Prompt

Figure 3: The Illustration of General Prompt Structure

4 Method235

4.1 An Overview of One-Net236

As shown in Figure 2, the proposed methodology237

comprises three distinct modules: (a) Entity Reduc-238

tion Processor (ERP), (b) Dual-perspective Entity239

Linker (DEL), and (c) Entity Consensus Judger240

(ECJ). Initially, ERP conducts a two-step process241

that involves the summarizing of entity descriptions242

and the point-wise exclusion of irrelevant candidate243

entities. Subsequently, DEL is devised to establish244

fine-grained entity linking within the filtered candi-245

dates, utilizing both contextual analysis and prior246

knowledge. Finally, ECJ combines the contextual247

result and prior result to generate the predicted en-248

tity. Notably, each module is derived from a large249

language model, leveraging distinct prompts with-250

out fine-tuning.251

4.2 Entity Reduction Processor252

To address the issue of token length limitations in253

Section 1, we employed the following optimiza-254

tion strategy. As illustrated in Figure 2, firstly, the255

Entity Representation Aggregator is utilized to con-256

dense the descriptions of entities, thereby providing257

a more succinct representation. Secondly, the Can-258

didate Entity Filter is implemented to execute an259

initial, point-wise filtration of potential entities to260

reduce the number of candidates.261

4.2.1 Entity Representation Summarizer 262

From previous research (Cheng et al., 2015), en- 263

tity summarization can significantly enhance the 264

efficiency of entity linking by distilling the essen- 265

tial characteristics of entity descriptions. In this 266

context, we function as a summarizer by engaging 267

a large language model through a simple prompt. 268

The prompt Psum consists solely of a summary in- 269

struction prompt and an entity, which are structured 270

as follows: 271

Psum = [Isum; e], (2) 272

where Isum is the summary instruction prompt, e 273

is an entity with its description. 274

4.2.2 Candidate Entity Filter 275

In light of the suboptimal performance exhibited 276

by directly list-wise EL, the Candidate Entity Filter 277

transfers the list-wise EL into a sequence of point- 278

wise EL, which only has one candidate in the query. 279

This strategic conversion facilitates the effective 280

filtration of irrelevant entities, which prompt Pfil 281

is as follows: 282

Pfil = [Iel;m;S; ei], (3) 283

where Iel is the instruction of entity linking, ei is 284

one entity in the candidates. To improve efficiency, 285

we don’t use the Chain-of-Thought methods. In- 286

spired by the insights of prior research (Honovich 287

et al., 2022), we utilize LLMs to formulate instruc- 288

tions, which details are shown in Appendix C. 289

4.3 Dual-perspective Entity Linker 290

Building upon the established understanding from 291

prior research (Ganea and Hofmann, 2017; Le and 292

Titov, 2018), it is recognized that entity linking 293

can be decomposed into two distinct components: 294

a prior probability and a contextual probability, 295

which can be succinctly expressed through the fol- 296

lowing formalization: 297

P (e|c) ∝ P (e)P (c|e), (4) 298

where P (e) is the link probability without context, 299

P (c|e) can be seen as the relevance of the entity 300

and the context. 301

Accordingly, to maintain an equilibrium in the 302

analytical process mentioned in Section 1, the 303

Dual-perspective Entity Linker is composed of two 304

components in Figure 2: the Contextual Entity 305

Linker, which leverages the inferential capabili- 306

ties of LLMs to generate context-aware predictions, 307
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Algorithm 1 The Consistency Algorithm

Input: contextual prediction econtext, prior predic-
tion eprior, mention m, context S

Output: link entity eresult
1: if econtext = eprior then
2: eresult ← econtext
3: else
4: eresult ← LLM(econtext, eprior,m, S)
5: end if
6: return eresult

and the Prior Entity Linker, which harnesses the308

inherent knowledge embedded within LLMs to pro-309

duce predictions based on prior information.310

4.3.1 Contextual Entity Linker311

To effectively harness the inferential capabilities312

of LLMs for list-wise entity linking, the Contex-313

tual Entity Linker employs a structured prompt as314

depicted in Figure 3. This prompt is composed of315

three distinct segments: the instruction prompt, the316

CoT prompts, and the question prompt, which is317

formed as:318

Pcontext = [Iel; q1; y1, ..., qn; yn; qtest], (5)319

where Iel is the entity linking instruction mentioned320

in Section 4.2.2, [qi, yi] is the CoT exemplar.321

CoT Exemplar Pool. Inspired by previous322

work (Liu et al., 2023b), in order to distill the rea-323

soning power of the advanced models, we sample324

a subset of questions from the training dataset and325

present them to advanced models for response. To326

mitigate the issue of hallucination(Ji et al., 2023),327

we implement a stringent selection criterion, retain-328

ing only those responses that accurately predict the329

correct entity.330

Adaptive CoT Selector. To effectively determine331

the optimal CoT reasoning approach, our selection332

process is informed by two critical dimensions:333

context similarity and entity category. Firstly, we334

postulate that similar contexts likely share analo-335

gous reasoning patterns. To implement this, we336

quantify the resemblance by computing the cosine337

similarity between the input context and the exem-338

plar contexts in our CoT pool. Secondly, we recog-339

nize that mentions belonging to the same category340

often exhibit common features that are pertinent341

to the reasoning process. To leverage this, we em-342

ploy an LLM as a classifier, which incorporates343

a specific classifier instruction prompt along with344

the mention and its provided context. Ultimately,345

our composite CoT score is derived by integrating 346

these considerations: 347

s = α ·cos(Si, Stest)+(1−α) ·I(mi,mtest), (6) 348

where I(·, ·) indicates whether the category is the 349

same in both mentions and α is a hyperparameter. 350

4.3.2 Prior Entity Linker 351

To utilize the inherent prior knowledge in the 352

LLMs, we employ an LLM as the Prior Entity 353

Linker. As shown in figure 2, the prior prompt is 354

comprised of three distinct components: the prior 355

instruction prompt, the mention, and the filtered 356

candidates, which can be represented as follows: 357

Pprior = [Iprior;m; θfil]. (7) 358

It is worth noting that the context is hidden to 359

prevent the influence of noise in the context on the 360

prior (Conover et al., 2018). Due to the lack of 361

context, many of the hints about the context in the 362

entity linking instructions are no longer appropri- 363

ate, so we use instructions that are not the same as 364

the contextual linker. Additionally, the imperative 365

for preserving prior knowledge necessitates the ex- 366

clusion of CoT methods to preclude the potential 367

overwriting of LLM intrinsic knowledge (Wei et al., 368

2023). 369

4.4 Entity Consensus Judger 370

To ensure accurate entity prediction from the two 371

predicted entities in Section 4.3, the Entity Consen- 372

sus Judger utilizes a consistency algorithm to miti- 373

gate potential hallucination in DEL, as illustrated 374

in Figure 2. The algorithm functions as follows: 375

when both prediction modules concur on the same 376

entity, that entity is confirmed as the result. Con- 377

versely, in instances of prediction discordance, the 378

ECJ invokes an auxiliary LLM to ascertain the cor- 379

rect entity for linking. The details of this algorithm 380

are shown in Algorithm 1. 381

The propensity for inaccuracies within the Con- 382

textual Linker predominantly stems from mislead- 383

ing of CoT. Conversely, errors within the Prior 384

Linker are principally attributed to the lack of con- 385

text. To mitigate the occurrence of both error types, 386

the auxiliary LLM has been designed to incorpo- 387

rate instruction prompt, context, and the entities 388

ascertained by the dual linkers, which is formed as: 389

Pmerge = [Iel;m;S; econtext; eprior], (8) 390

where Iel is the entity linking prompts as Sec- 391

tion 4.2.2. Candidate entities are limited to the 392

entities predicted by the previous linkers. 393

5



Dateset ACE2004 AIDA AQUAINT CWEB MSNBC WIKI

Mentions 257 4463 727 11154 656 6821

Table 1: The Statistics of Test Datasets

5 Experiments394

5.1 Datasets395

For the reliability and authority of experi-396

mental results, we have conducted evaluations397

across six widely recognized datasets: ACE2004,398

AIDA(Hoffart et al., 2011), AQUAINT(Guo and399

Barbosa, 2018), CWEB, MSNBC, and WIKI (Ev-400

geniy et al., 2013). Table 1 provides further infor-401

mation about the datasets. We utilize the Novem-402

ber 2020 snapshot of English Wikipedia (Tedeschi403

et al., 2021) as our knowledge base (KB). Follow-404

ing the previous work (Wang et al., 2023), we em-405

ployed an alias table to generate the candidate enti-406

ties. For efficiency, we limited the candidate pool407

to 10 entities for datasets with large numbers of408

mentions, such as AIDA, CWEB, and WIKI. For409

the remaining datasets, we retained the complete410

set of candidate entities.411

5.2 Implementation Details412

We implement our method on Zephyr-7b-beta (Tun-413

stall et al., 2023). The exemplar pool, comprising414

65 data instances, is derived from the training set415

of AIDA. We place n = 1 exemplar in the prompt416

P for the contextual entity linker. The adaptive417

CoT selector’s hyper-parameter is set to α = 0.5.418

When running Zephyr, we fix the parameters to the419

default values provided by the official, and the max420

new token is set to 1024. For classifier, we use421

Wikipedia’s 12 categories. To mitigate the poten-422

tial bias arising from sequence dependency within423

the model, we randomize the order of candidate en-424

tities for each time. We take the first occurrence of425

the entity as the prediction. Following the previous426

work (Sevgili et al., 2022), we report the micro F1427

to assess entity linking performance.428

5.3 Benchmark Methods429

To evaluate the effectiveness of One-Net, we com-430

pare it with traditional state-of-the-art supervised431

methods and popular large language models:432

• Traditional Supervised Methods. These433

models necessitate supervised learning.434

Specifically, Mulrel-nel (Le and Titov,435

2018), NER4EL (Tedeschi et al., 2021), and436

CDHCN (Wang et al., 2023) utilize leverage 437

external data to train discriminative models. 438

Conversely, Extend (Barba et al., 2022) 439

employs a generative approach to extract 440

the corresponding entity from the candidate 441

entities. Our exemplar pool provides the 442

foundational data required for the training. 443

• Large Language Models. Since entity link- 444

ing is a text-only task, LLMs can also be 445

directly applied to it. For GLM (Du et al., 446

2022), We tested both 4K and 32K versions 447

to confirm the effectiveness of long text train- 448

ing. For Zephyr (Tunstall et al., 2023), we 449

use the same version to validate the effective- 450

ness of our framework. For ChatGPT (Brown 451

et al., 2020), we utilize the model gpt-3.5- 452

turbo-1106 to test. During the generation of 453

outputs, we adhered to the default settings 454

provided by the official documentation. The 455

same exemplars are provided to all LLMs to 456

facilitate their chain-of-thought ability. 457

As we focus on the few-shot scenario, we disre- 458

gard additional models which are trained on mas- 459

sive additional data, such as Blink (Wu et al., 2020), 460

EntQA (Zhang et al., 2021), and ReFinED (Ayoola 461

et al., 2022), to ensure an equitable comparison. 462

Additionally, we have omitted results from other 463

popular language models like Llama2 (Touvron 464

et al., 2023), as their performance is found to be 465

suboptimal, which falls below 5%. 466

5.4 Experimental Results 467

The results of all methods on the datasets are shown 468

in Table 2. We report three OneNet results based 469

on different base models. In general, OneNet with 470

Zephyr has achieved the best performance com- 471

pared with these SOTA baselines. Specifically, our 472

method outperforms the best-performing baseline 473

(i.e., Extend, ChatGPT) by 4%-11%. Additionally, 474

we discover some interesting phenomena: 475

First, traditional generative models, such as Ex- 476

tend, demonstrate superior performance over tra- 477

ditional discriminative models like NER4EL and 478

CDHCN in few-shot scenarios, supporting the idea 479

of generative LLMs for few-shot entity linking. 480

Second, a single LLM does not have good entity 481

linking capability. For instance, all of OneNet’s re- 482

sults are significantly better than the corresponding 483

single model’s results (i.e., GLM, Zephyr). These 484

findings underscore the necessity of using multi- 485
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Dateset ACE2004 AIDA AQUAINT CWEB MSNBC WIKI

Tradition

Mulrel-nel 0.217 0.328 0.262 0.267 0.422 0.380
NER4EL 0.531 0.569 0.460 0.488 0.602 0.495
Extend 0.604 0.563 0.641 0.537 0.715 0.506

CDHCN 0.438 0.575 0.465 0.504 0.654 0.505

LLMs

GLM-8K1 0.482 0.520 0.466 0.454 0.550 0.550
GLM-32K 0.447 0.439 0.431 0.487 0.584 0.532

Zephyr 0.467 0.322 0.495 0.518 0.637 0.555
ChatGPT 0.611 0.451 0.560 0.546 0.732 0.615

OneNet
GLM-8K 0.611 0.639 0.626 0.587 0.713 0.626

GLM-32K 0.650 0.672 0.626 0.606 0.764 0.645
Zephyr 0.681 0.690 0.686 0.650 0.796 0.676

1 The data used for GLM-8K is filtered by our Entity Reduction Processor.

Table 2: Micro-F1 Scores of Few-shot Entity Linking on Various Datasets

Dateset ACE2004 AIDA AQUAINT CWEB MSNBC WIKI

Recall 0.765 0.885 0.844 0.802 0.880 0.875
Filtering Rate 0.900 0.648 0.865 0.643 0.825 0.622

Avg 4.07 2.55 4.72 2.51 4.57 2.31

Table 3: Recall, Filtering Rate, and Average Candidates
across Datasets Filtered by ERP.
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Figure 4: Comparison of Prior, Context, and Merge

ple prompts to leverage the diverse capabilities of486

LLMs for effective entity linking.487

5.5 Ablation Study488

5.5.1 Accuracy and Efficiency of ERP489

To validate the effectiveness of the ERP in Sec-490

tion 4.2, we show the recall, filtering rate, and aver-491

age number of remaining candidate entities on all492

datasets, where filter rating shows the percentage of493

filtered-out candidates. As shown in Table 3, recall494

reaches 0.8 for most datasets except ACE2004, and495

for filtering rate and Avg, the filtering rate reaches496

more than 0.8 on the unprocessed dataset, and the497

Avg is around 4. For the preprocessed dataset, the498

filtering rate reaches more than 0.6 and the Avg is499

around 3. All these prove that ERP can filter out as500

many irrelevant entities as possible while ensuring501

that the correct entities are retained.502

5.5.2 Context and Prior are Both Necessary 503

As we mentioned in Section 4.3, to substantiate 504

the indispensability of both context and prior per- 505

spectives, a comparative analysis of the individual 506

modules and their merged results is conducted. Fig- 507

ure 4 illustrates that the ECJ module yields superior 508

performance across all datasets, thereby affirming 509

its efficacy. Nonetheless, it is noteworthy that the 510

context and prior components each exhibit distinct 511

advantages across varying datasets. For example, 512

context outperforms 2% on AIDA, while prior is 513

2% higher on AQUAINT. This observation vali- 514

dates the rationale behind incorporating dual per- 515

spectives within the DEL module. 516

5.5.3 Detailed Instructions and Reasonable 517

Exemplars make LLMs Aligned 518

Figure 3 elucidates that our prompt contains both 519

detailed instructions and reasonable exemplars to 520

facilitate LLM’s understanding of entity linking. 521

The comparative results, as summarized in Fig- 522

ure 6, demonstrate that our adaptive CoT approach 523

surpasses other CoT selection methods across all 524

evaluated datasets, which underscores the efficacy 525

of our method in identifying more suitable ex- 526

emplars. Meanwhile, our findings indicate that 527

the absence of detailed instructions hampers the 528

LLM’s ability to understand the EL task (e.g., No- 529

Prompt, W/o Ins). Furthermore, our analysis re- 530

veals that prompts with CoT demonstrate superior 531

performance in ACE2004 and AIDA. Conversely, 532

prompts without CoT exhibit enhanced efficacy 533

in AQUAINT. This result is consistent with Fig- 534

ure 4, as AIDA is more context-aware, AQUAINT 535

is more prior-dependent and ACE2004 considers 536

both. This further suggests that both reasoning 537
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Mention: Sago 
Context: …Davitt McAteer 
is a mine safety expert who 
once ran the government’s 
Mine Safety and Health 
Administration and led West 
Virginia s Sago Mine 
investigation...What has 
changed in mine safety since 
the Sago tragedy …

Input

 1. California
 2. Sago Mine disaster
 3. Sago, West Virginia 
 4. Sago
 5. Sago, Ivory Coast
 6. Mount Sago
 …

Candidates

Entity
Reduction
Processer

Input

1. California
 2. Sago Mine disaster
 3. Sago, West Virginia 

Related Candidates

LLM classifier

history and events

Category

Dual-
perspective 

Entity 
Linker

Link Entity: Sago Mine disaster 
Reason: In this example, the mention 
"Sago" is more likely to refer to the coal 
mine in West Virginia, as the context 
mentions the Sago Mine disaster and 
Sago Mine as a specific location…

Contextual Linker

Link Entity: Sago, West Virginia 
Reason: ..it is more likely that when 
people refer to \"Sago\", they are referring 
to Sago, West Virginia, as the mention 
\"Sago Mine disaster\" provides specific 
details about a tragic event that occurred 
in that location…

Prior Linker

Entity 
Linking 

Synthesizer

Link Entity: Sago Mine disaster 
Reason: …I believe the candidate 
entity more likely to be the 
mention is ‘Sago Mine disaster’. 
Here‘s why:\n\n…  Contextual 
information: The context 
provides details about the Sago 
Mine disaster, such as the number 
of miners affected and the fact that 
it was the worst mining disaster in 
the US since 2001. This 
information supports the idea that 
the candidate entity is more likely 
to be the mention…

Result

Case 1: Contextual Case

Figure 5: Case study of OneNet. Key information in context makes the contextual linker reason correctly.
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Figure 6: The Impact of Different Prompt Structure

ability and prior knowledge are important for EL.538

To test the robustness of our module, we gener-539

ate various instruction prompts for testing. The re-540

sults, illustrated in Figure 7 in Appendix A, demon-541

strate that the module’s performance remained sta-542

ble despite variations in the prompts. Additionally,543

Table 5 in Appendix A presents an example of544

repeated answers, emphasizing that the semantic545

of outputs is invariant within the framework con-546

straints. These consistency underscores the user-547

friendliness of our module, demonstrating its abil-548

ity to perform reliably under diverse instructions.549

5.6 Case Study of OneNet550

For a more intuitive comparison of how our frame-551

works work, we provide two case studies, one uti-552

lizing contextual linking in Figure 5 while the other553

utilizing prior linking in Figure 8 in Appendix A.3.554

The first mention is Sago, found in an article555

on mining safety. Initially, the Entity Reduction556

Processor screened out 6 irrelevant entities. For557

instance, Sago as a foodstuff and Mount Soga for558

its geographical inaccuracy. Subsequently, three559

pertinent entities remained: Sago Mine disaster,560

Sago, West Virginia, and California. Following561

the classification history and events, the contextual 562

linker identified Sago Mine disaster as the likely 563

reference, deducing that Sago Mine was implied 564

within the text. Conversely, the prior linker sug- 565

gested Sago, West Virginia, which considers Sago 566

Mine disaster to be overly specific. Ultimately, 567

the Entity Consensus Judger favored the contex- 568

tual prediction Sago Mine disaster, corroborated 569

by the text’s detailed description of the event. This 570

resolved an error in the prior linker by taking into 571

account the context provided. 572

The second entity mentioned is Orange County 573

in an airport blog. The procedure mirrors that of 574

the initial case. However, the term "airport" in the 575

context notably causes the contextual linker’s error. 576

In contrast, the prior linker predominantly depends 577

on the model’s intrinsic knowledge to render an ac- 578

curate prediction. Details are provided in Figure 8 579

in Appendix A.3. 580

More experimental analyses, such as Framework 581

Generalization, can be found in Appendix B. 582

6 Conclusion 583

In this study, we introduced OneNet, a novel frame- 584

work for few-shot entity linking by leveraging 585

large language model prompts without fine-tuning. 586

Specifically, OneNet was comprised of three key 587

LLM-prompted components: the Entity Reduction 588

Processor, which was designed for efficient text 589

condensation by summarizing entity descriptions 590

and irrelevant entity filtering; the Dual-perspective 591

Entity Linker, which considered both contextual 592

information and prior knowledge to provide a bal- 593

anced analysis; and the Entity Consensus Judger, 594

which was instrumental in reducing hallucinations 595

through a consistency merger algorithm. Our 596

framework demonstrated superior performance on 597

six datasets. Our future research will aim to merge 598

mention detection within our model. 599
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7 Limitations600

Although we have demonstrated the superiority of601

our OneNet compared to previous work on six real-602

world datasets, there are still two limitations that603

should be addressed in the future:604

(1) Since our framework is based on prompting605

LLMs, the efficiency of the whole pipeline opera-606

tion will be limited by the inference speed of LLMs.607

As shown in the Table 4 in Appendix A, the run-608

time of our framework is heavily influenced by the609

base model. Nonetheless, the field has witnessed610

significant advancements aimed at expediting the611

inference process for LLMs. These enhancements612

encompass strategies like I/O optimization (Dao613

et al., 2022), model pruning (Liu et al., 2023c), and614

quantization techniques (Dettmers et al., 2022),. It615

is our assertion that these ongoing research efforts616

will eventually surmount the current limitations617

imposed by the inference speed of large language618

models, thereby mitigating this bottleneck in the619

foreseeable future.620

(2) Currently, our framework is dedicated exclu-621

sively to the task of entity disambiguation. It is622

important to note that the broader domain of entity623

linking encompasses both entity disambiguation624

and mention detection. Actually, mention detec-625

tion has been effectively approached using large626

language models (Jin et al., 2023) and prompting627

techniques (Shen et al., 2023), its integration is not628

only complementary but can also enhance the per-629

formance of entity disambiguation. In future work,630

we will explore more efficient ways to integrate631

entity disambiguation and mention detection.632
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Figure 7: The Impact of Different Instruction Prompts

Dateset ACE2004 AIDA AQUAINT CWEB MSNBC WIKI

GLM-8K 1.78 0.97 1.27 0.92 1.19 0.97
GLM-32K 1.88 1.13 1.58 1.12 1.31 1.24

Zephyr 15.22 11.19 15.69 13.08 14.75 14.26

Table 4: Execution Time (s) per Mention with Various
Base Models.

A Experimental Supplement 870

A.1 Different Instruction Prompts 871

Due to space constraints, Figure 7 mentioned in the 872

main text have been moved to the appendix, which 873

shows the performance of the contextual linker with 874

different instruction prompts in Section 5.5.3 875

A.2 Repeated Answers 876

To provide a more intuitive illustration of the robust- 877

ness of our framework, we provide a case study of 878

repeated responses. As shown in Table 5, although 879

the expressions of the model outputs are different, 880

none of the semantics of the results change, which 881

demonstrates the stability of our framework. 882

A.3 Case Study for Prior 883

As we mention in Section 5.6, we also provide 884

another case for prior linking in Figure 8. The en- 885

tity mentioned is Orange County, which appears 886

in an airport blog. Initially, the Entity Reduction 887

Processor filtered out 23 irrelevant entities, such 888

as Orange County, Florida, Orange County (film). 889

After this process, three relevant entities remained: 890

Orange County, California, John Wayne Airport. 891

Under the classification of geography and places, 892

the contextual linker pinpointed John Wayne Air- 893

port as the probable reference, which thinks that 894

the article’s focus is on airports and travel. In con- 895

trast, the prior linker posited Orange County, Cal- 896

11
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Mention: Orange County
Context: …Use smaller 
airports Instead of Los 
Angeles International for 
example consider flying into 
Burbank or John Wayne 
Airport in Orange County 
Calif or use Westchester 
County Airport instead of 
JFK in New York Avoid 
electronic tickets… 

 1. California
 2.Orange County, California 
 3. John Wayne Airport
 4. Orange County, Florida
 5. Orange County (film)
 6. Orange County Speedway
 …

Input

1. California
2. Orange County, California 
3. John Wayne Airport

geography and places

Category

Link Entity: John Wayne Airport
Reason: …the mention “Orange County” 
appears in the context of travel and 
airports… I would determine that the 
most suitable entity corresponding to the 
mention “Orange County” is John Wayne 
Airport ……

Contextual Linker

Link Entity: Orange County, California
Reason: Based on the provided 
information, it is most likely that people 
are referring Orange County, California, 
when they mention "Orange County". 
Therefore, the name of the entity is 
Orange County, California.

Prior Linker

Link Entity: Orange County, 
California
Reason: After analyzing the 
given context and the provided 
candidate entities, it‘s clear that 
the mention “Orange County” in 
this case refers to the geographic 
location of Orange County, 
California. While John Wayne 
Airport is located in Orange 
County, it’s not necessarily the 
same entity as the mention ……

Result

Case 2: Prior Case

Input

Candidates

Entity
Reduction
Processer

Related Candidates

LLM classifier

Dual-
perspective 

Entity 
Linker

Entity 
Linking 

Synthesizer

Figure 8: Case Study of OneNet. Prior with LLMs makes the prior linker reason correctly.

Mention Tallahassee
Context Tallahassee United States 11 15 AFP The Supreme Court in Florida today Wednesday

refused the application by the state s authorities to ...
Entity Tallahassee, Florida

Answer 1 Based on the given context and the features to consider for entity disambiguation,
the best match for the mention Tallahassee appears to be entity Tallahassee, Florida.
Here are the reasons for the selection:...

Answer 2 Based on the context provided and considering the features mentioned, the most
suitable entity for the mention Tallahassee is entity Tallahassee, Florida. The context
describes Tallahassee as the location where the Supreme Court in Florida refused to
stop the new hand count of votes...

Answer 3 In this case, both candidate entities (Tallahassee, Florida and Tallahassee metropolitan
area) are locations, but the mention Tallahassee in the given context is more likely
referring to the capital city of Florida rather than the metropolitan area ... Therefore,
the serial number for the correct entity is "Tallahassee, Florida"

Answer 4 Based on the context provided, it is most likely that the mention Tallahassee refers
to entity Tallahassee, Florida. The context mentions the Supreme Court in Florida
refusing an application to stop a vote count in some counties ...

Answer 5 Based on the context provided and considering the features mentioned, the most
suitable entity for the mention Tallahassee is entity: Tallahassee, Florida. The
context states that the Supreme Court in Florida ...

Table 5: Case Study of Repeated Answers

ifornia as the more frequent referent in general897

discourse. Ultimately, the Entity Consensus Judger898

gives precedence to the prior linker’s prediction899

of Orange County, California. It noted that John900

Wayne Airport is situated within Orange County,901

California, which clarified the confusion for the902

contextual linker.903

A.4 Framework Efficiency904

As mentioned in Limitation, we acknowledge that905

the execution efficiency of the framework is in-906

deed influenced by the inference speed of the base907

model. In order to address this, we have conducted908

performance evaluations and execution time mea-909

surements of our framework on various base mod-910

els including Zephyr and GLM. The EL results are911

shown in Table 2, while the running time analy- 912

sis is illustrated in Table 4. The execution time is 913

obtained by randomly sampling 100 tests on each 914

dataset without any parallelization acceleration. 915

In general, although the GLM model exhibits 916

slightly lower performance compared to Zephyr, 917

its inference speed surpasses it by up to tenfold. 918

Furthermore, as we have mentioned in Limitation, 919

there is ongoing research dedicated to optimizing 920

inference speed for LLMs, which we believe can 921

further enhance the efficiency of our framework. 922

B Framework Generalization 923

As discussed in Section 1, traditional methods heav- 924

ily depend on external data such as entity priors, 925
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Figure 9: Results of Few-shot Entity Linking of Zeshel.
Llama3 as the base model for larger context windows.

preventing their adaptability across different sce-926

narios (Le and Titov, 2018). Moreover, these meth-927

ods struggle with practical issues such as entity928

ID mapping, further complicating their migration929

across various knowledge bases (Tedeschi et al.,930

2021). In contrast, our framework, illustrated in931

Figure 2, leverages large language model textual932

reasoning and requires no fine-tuning, which en-933

ables our model to perform entity linking across934

diverse domains and knowledge bases.935

To further discuss the generalizability of our936

framework, we present the normalized performance937

on the ZeShEL (Logeswaran et al., 2019) dataset in938

Figure 9. ZeShEL is an entity linking dataset con-939

structed using Wikias from Fandom. We compare940

the performance of OneNet with its corresponding941

base model. For the base model, we used the set-942

tings described in Section 5.3. However, due to943

the excessive length of text in ZeshEL, the base944

model with original entity text resulted in poor945

performance. To address this, we also report the946

base model performance with LLM-generated en-947

tity summary, which reduces the context length.948

In Figure 9, our framework achieves an improve-949

ment of approximately 35% over the base model,950

which shows the effectiveness of our approach.951

However, a performance gap remains compared952

to the results reported in Table 2 for the wiki-based953

dataset. We attribute this disparity partially to954

the influence of non-wiki data, but more signifi-955

cantly to the excessive length of ZeShEL’s text. As956

shown in Table 6, ZeShEL surpasses other datasets957

in terms of the number of candidates, entity de-958

scriptions, and contexts, especially the contexts.959

The irrelevant information in excessively long con-960

texts can mislead LLMs (Shi et al., 2023). To ad-961

dress this issue, we propose extracting critical in-962

formation from contexts, such as the first and last963

sentences of paragraphs and sentences containing964

Dateset ACE2004 AIDA AQUAINT CWEB MSNBC WIKI ZeShEL

Cand. Nums 42.25 7.18 34.69 6.98 25.93 6.09 55.20
Ent. Tokens 190.79 262.16 197.00 239.36 198.81 227.04 441.65

Cont. Tokens 171.17 452.53 169.57 222.126 198.88 195.90 2394.93

Table 6: Average of Candidates Numbers, Entity De-
scription Tokens, and Context Tokens across Datasets.

mentions, to enhance the performance of our frame- 965

work. 966

C Prompt 967

In order to understand more intuitively how we 968

prompted the different modules, Tables 7 and 8 969

show example prompts for all the modules and 970

the specific context of the entity link instructions 971

prompts respectively. Specifically, most of the 972

prompts in Table 7 were written by hand to achieve 973

the functionality we wanted, while most of the 974

prompts in Table 8 were generated by GPT to dis- 975

till knowledge from stronger models. 976
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Module Prompt
Summarization The following is a description of {mention}. Please extract the key information of

{mention} and summarize it in one sentence: {description}
Point-wise EL You’re an entity disambiguator. I’ll give you the description of entity disambiguation

and some tips on entity disambiguation, and you need to pay attention to these textual
features: {Instruction Prompt}. Now, I’ll give you a mention, a context, and a
candidate entity, and the mention will be highlighted with ’###’. Mention:{mention},
Context:{context}, Candidate Entity:one candidate entity. You need to determine if
the mention and the candidate entity are related. Please refer to the above tips and
give your reasons, and finally answer ’yes’ or ’no’. Answer ’yes’ when you think the
information is insufficient or uncertain.

Category You are a mention classifier. Wikipedia categorizes entity into the following categories:
Categories. Now, I will give you a mention and its context, the mention will be
highlighted with ’###’. Mention:{mention}, Context:{context}. please determine
which of the above categories the mention mention belongs to?

Contextual EL You’re an entity disambiguator. I’ll give you the description of entity disambiguation
and some tips on entity disambiguation, you should pay attention to these textual fea-
tures: {Instruction Prompt}. The following example will help you understand the task:
{CoT Prompt}. Now, I’ll give you a mention, a context, and a candidate entity, and
the mention will be highlighted with ’###’. Mention:{mention}, Context:{context},
{Candidates} .You need to determine which candidate entity is more likely to be the
mention. Please refer to the above example, give your reasons, and finally answer
serial number of the entity and the name of the entity. If all candidate entities are not
appropriate, you can answer ’-1.None’.

Prior EL You’re an entity disambiguator. I’ll provide you a mention and its candidates below.
mention:{mention}. {Candidates}. Based on your knowledge, please determine which
is the most likely entity when people refer to mention "{mention}", and finally answer
the name of the entity.

Merge You’re an entity disambiguator. I’ll give you the description of entity disambiguation
and some tips on entity disambiguation, you should pay attention to these textual
features: {Instruction Prompt}. Now, I’ll give you a mention, a context, and a
candidate entity, and the mention will be highlighted with ’###’. Mention:{mention},
Context:{context}, {Candidates} .You need to determine which candidate entity is
more likely to be the mention. Please refer to the above example, give your reasons,
and finally answer serial number of the entity and the name of the entity. If all
candidate entities are not appropriate, you can answer ’-1.None’.

Table 7: Examples of Prompt for Each Module
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Id Context
Prompt 0 Entity Disambiguation Task: You will be given a context, a mention, and a set of candidate

entities. Your goal is to identify the entity that corresponds to the mention within the
context. Follow these steps:1. Read the context and identify the mention.2. Examine the
candidate entities provided.3. Consider the following features to determine the best match
for the mention:a. Categories: Look for category labels or descriptions that align with the
mention.b. Modifiers: Pay attention to qualifying words that provide additional information
about the mention.c. Contextual clues: Analyze the surrounding text for related entities,
events, or relationships.d. Semantic meaning: Consider the meaning, context, and purpose
of the mention and candidate entities. 4. Make an informed decision based on the available
information and select the most suitable entity.

Prompt 1 Here’s a hint to help your friend understand entity disambiguation and some features to
consider:Entity disambiguation involves determining if a given candidate entity is the same
as the mention within a given context. To make an accurate judgment, consider the following
features:1. Categories: Look for clues indicating the category or type of the mention and the
candidate entity. Are they both people, places, organizations, or something else? Matching
categories often indicate a higher likelihood of being the same entity.2. Modifiers: Pay
attention to descriptive words or phrases that modify the mention and the candidate entity.
Do they share similar modifiers? For example, if the mention is ’red apple’ and the candidate
entity is ’juicy apple,’ the shared modifier ’apple’ suggests a potential match. 3. Contextual
information: Analyze the surrounding text to understand the context in which the mention
and candidate entity appear. Look for additional information that can help determine if
they refer to the same entity. Consider factors such as location, time, relationships, or
events mentioned. 4. Unique identifiers: Check for any unique identifiers associated with the
mention and the candidate entity. These could be specific names, titles, dates, or other distinct
attributes. Matching unique identifiers can strongly indicate a match. 5. Disambiguation
cues: Look for disambiguation cues within the context that explicitly clarify or distinguish
between different entities. These cues may include pronouns, definite or indefinite articles,
or explicit references to other entities. Remember, entity disambiguation can sometimes
be challenging, especially when dealing with ambiguous or incomplete information. It’s
important to carefully analyze the given context and consider multiple features to make an
informed decision.

Prompt 2 Entity disambiguation is a common task in natural language processing (NLP) and informa-
tion retrieval. The goal is to determine which specific entity is being referred to in a text
when there may be multiple entities with the same or similar names. Here are some hints
and features to look out for when you’re doing this task manually: Context: The surrounding
sentence or paragraph where the mention is located can provide clues about the entity. For
example, if the mention is ’Apple’ and the context is about technology or smartphones, it’s
likely referring to the technology company. If the context is about fruit or food, it’s probably
referring to the fruit. Categories: Entities often belong to specific categories or types, such
as people, organizations, locations, etc. If you know the category of the candidate entity, this
can help you decide if it matches the mention. For example, if the mention is ’Washington’
and the candidate entity is a person (e.g., George Washington), but the context is about places,
then the candidate entity is probably not a match. Modifiers: These are words or phrases
that modify or add details to the mention. For example, in the mention ’President Obama,’
the modifier ’President’ indicates that the entity is a person, specifically Barack Obama.
Modifiers can also include adjectives, descriptive phrases, or other context that helps specify
the entity. Co-references: These are other mentions of the same entity in the text. If the text
refers to ’Apple’ multiple times and talks about both smartphones and fruit, you might be
able to determine which ’Apple’ is being referred to based on how it’s discussed elsewhere
in the text. Temporal and Geographical Factors: The time and place that the text was written
can also provide clues. For example, if the mention is ’Jordan’ in an article written in the
1990s about basketball, it’s likely referring to Michael Jordan. If it’s in a recent article about

15



Id Context
Middle Eastern politics, it’s probably referring to the country Jordan. External Knowledge:
Sometimes, you might need to use knowledge that’s not contained in the text. For example,
if the mention is ’Musk’ and the context is about space travel, you might need to know that
Elon Musk is the CEO of SpaceX to realize that ’Musk’ refers to him. Remember, entity
disambiguation can be tricky, and there might not always be a clear answer. It often requires
a combination of understanding the text, knowing about the world, and using your best
judgment.

Prompt 3 Context: Look at the surrounding text to understand the topic.Categories: Consider the
type of the entity (person, organization, location, etc.).Modifiers: Pay attention to words or
phrases that add details to the mention.Co-references: Check other mentions of the same
entity in the text.Temporal and Geographical Factors: Consider when and where the text was
written.External Knowledge: Use outside knowledge not contained in the text.Remember,
entity disambiguation requires understanding the text, knowing about the world, and using
good judgment.

Prompt 4 **Entity Disambiguation Task** Objective: Your goal is to identify the correct entity from
a list of candidate entities that corresponds to a given mention within a specific context.
Procedure: You will be provided with three things: 1. Context: This is a paragraph or a
set of sentences that provides the surrounding information where the mention is found. 2.
Mention: This is the specific term or phrase that you need to disambiguate – i.e., to identify
its correct meaning or reference. 3. Candidate Entities: This is a list of possible entities
that the mention could refer to. Your job is to select the correct one based on the context.
Features to Look Out For: 1. **Categories/Types**: Entities belong to different categories
such as people, organizations, locations, events, etc. The category of the mention can often
be inferred from the context. For instance, if the context is discussing a concert, the mention
is likely referring to a musician or a music-related entity. 2. **Modifiers**: These are
words or phrases that provide additional information about the mention. For example, in the
mention ’Apple CEO Tim Cook’, ’Apple CEO’ is a modifier that helps distinguish this Tim
Cook from other individuals with the same name. 3. **Co-references**: These are other
mentions of the same entity in the context. They can provide additional clues about the entity.
For example, if the context mentions ’the tech giant’ before mentioning ’Apple’, these two
are co-references pointing to the same entity. 4. **Temporal and Spatial Clues**: The time
and place mentioned in the context can also help in disambiguating the entity. For example,
if the context is about the 19th century, a mention of ’Washington’ is more likely to refer to
George Washington than the city of Washington D.C. 5. **Domain-specific Knowledge**:
Sometimes, general world knowledge or domain-specific knowledge can help disambiguate
entities. For example, if the context is about computer programming, a mention of ’Python’
is likely referring to the programming language, not the snake. Remember, the goal is to
use the context and your understanding of the world to determine which entity from the list
of candidates the mention is most likely referring to. It’s not always easy, and there may
be times when more than one candidate seems possible. In such cases, choose the one that
seems most likely based on all the available information. Good luck!

Prompt 5 **Entity Disambiguation Task** Goal: Identify the correct entity from a list of candidates
that matches a given mention within its context.Procedure: You’ll get a context (surrounding
text), a mention (term to identify), and candidate entities (possible matches). Key Features:
1. Categories: Check if the context implies a category (person, place, etc.) for the mention.
2. Modifiers: Look for additional info (e.g., ’Apple CEO Tim Cook’) that distinguishes the
mention.3. Co-references: Find other mentions of the same entity in the context for extra
clues.4. Temporal/Spatial Clues: Time and place details can help disambiguate the entity.5.
Domain Knowledge: Use general or specific knowledge to infer the correct entity. Use all
available information to select the most likely entity from the candidates. Good luck!

Table 8: The Instruction Prompts of Entity Linking Generated by GPT
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