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Abstract

As Large Language Models (LLMs) can now pro-
cess extremely long contexts, efficient inference
over these extended inputs has become increas-
ingly important, especially for emerging appli-
cations like LLM agents that highly depend on
this capability. Speculative decoding (SD) of-
fers a promising lossless acceleration technique
compared to lossy alternatives such as quantiza-
tion and model cascades. However, most state-
of-the-art SD methods are trained on short texts
(typically fewer than 4k tokens), making them
unsuitable for long-context scenarios. Specifi-
cally, adapting these methods to long contexts
presents three key challenges: (1) the excessive
memory demands posed by draft models due to
large Key-Value (KV) cache; (2) performance
degradation resulting from the mismatch between
short-context training and long-context inference;
and (3) inefficiencies in tree attention mecha-
nisms when managing long token sequences. This
work introduces LONGSPEC, a framework that
addresses these challenges through three core in-
novations: a memory-efficient draft model with a
constant-sized KV cache; novel position indices
that mitigate the training—inference mismatch;
and an attention aggregation strategy that com-
bines fast prefix computation with standard tree at-
tention to enable efficient decoding. Experimental
results confirm the effectiveness of LONGSPEC,
achieving up to a 3.26x speedup over strong
Flash Attention baselines across five long-
context understanding datasets, as well as a 2.25x
reduction in wall-clock time on the AIME24 long
reasoning task with the QwQ model, demonstrat-
ing significant latency improvements for long-
context applications.
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Figure 1. The SoTA SD method, EAGLE, has a training context
length of 2048, which is significantly shorter than the context
lengths of modern LLMs.

1. Introduction

Large Language Models (LLMs) have demonstrated remark-
able capabilities (Achiam et al., 2023), and their ability to
handle extensive contexts is becoming crucial for emerg-
ing applications such as LLM agents and long reasoning
tasks (Tan et al., 2025; Guo et al., 2025), which now operate
over context windows extending to millions of tokens (Team
et al., 2024). In these demanding long-context scenarios, the
high inference latency of standard autoregressive decoding
becomes a pronounced bottleneck. While various accelera-
tion techniques such as quantization (Lin et al., 2024), sparse
attention (Li et al., 2024a), and model cascades (Gupta et al.,
2024) have been proposed to mitigate this problem, they
often compromise the output quality, rendering them lossy
solutions. In contrast, speculative decoding (SD) (Leviathan
et al., 2023) offers a lossless acceleration strategy by using
a smaller draft model to propose token sequences, which
are then verified in parallel by the larger target model. How-
ever, state-of-the-art (S0TA) SD methods (Li et al., 2024b),
which often rely on a small and standalone draft model,
are mainly designed and evaluated on short-context data,
typically with sequences shorter than 4k tokens (see Figure
1). Although some existing SD methods can be extended to
longer contexts, they often use the full target model with a
compressed Key-Value (KV) cache as the draft model (Chen
et al., 2025b; Tiwari et al., 2025). These approaches avoid
the overhead of training a dedicated draft model, but their
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reliance on full target models, which are not sufficiently
lightweight, limits the speed of draft generation. As a result,
these methods may underperform compared to SoTA short-
context SD techniques. This divergence raises a critical
question:

Why cannot SoTA SD methods for short contexts be directly
applied to long sequences?

In response to this question, we attribute the difficulty of di-
rectly adapting effective short-context SOTA SD techniques
to long-context settings to three emergent challenges:

1. Architecture: In SoOTA SD methods (e.g., EAGLE (Li
et al., 2024b)), the draft model’s KV cache still grows
linearly with context length. This linear growth becomes
a prohibitive memory bottleneck as the context length
increases.

2. Training: Language model training typically relies on
plentiful short-sequence data, while long-sequence data
remains relatively scarce. The imbalance of training data
makes it difficult for the model to generalize to longer
contexts. To address this, conventional wisdom in train-
ing long-context LLMs employs length extrapolation, in
particular by extending the Rotary Position Embedding
(RoPE) (Su et al., 2024) base to accommodate longer
contexts (Gao et al., 2024; Liu et al., 2024d; Peng et al.,
2024). However, this solution is not directly applica-
ble to SoTA SD draft models, because their RoPE base
must match that of the target model!, which is fixed and
already scaled for long-context scenarios.

3. Inference: The effectiveness of tree attention verifica-
tion (Miao et al., 2024; Cai et al., 2024) diminishes in
long-context scenarios. In particular, common inference
optimizations for long-context scenarios are primarily
designed to handle regular, structured attention masks
and are not optimized for arbitrary or unstructured at-
tention masks. As a result, potential speedups from
speculation may be lower than expected.

To address these challenges, we introduce LONGSPEC, a
comprehensive framework for efficient long-context lossless
speculative decoding. LONGSPEC overcomes the aforemen-
tioned obstacles through three key innovations:

1. Memory-Efficient Architecture. We propose a draft
model architecture with constant memory usage regard-
less of context length, effectively resolving the scal-
ability limitations of prior SoTA autoregressive draft

'SOTA SD techniques often require the draft model to utilize
intermediate features (e.g., hidden states or KV cache) from the
target model, which is crucial for providing richer information
from the target model, enabling the draft model to better align with
and predict the target model’s outputs. See more explanations in
Appendix B.

models.

2. Effective Training Regimes. We develop a novel train-
ing strategy involving Anchor-Offset Indices, enabling
draft models trained on short sequences to robustly gen-
eralize to much longer contexts at inference time.

3. Fast Tree Attention. We introduce Hybrid Tree At-
tention, a new computation method that significantly
speeds up tree verification by decomposing attention
calculations and leveraging optimized Triton kernels.

Experiments on five long-context understanding datasets
using five LLMs as target models show that our LONGSPEC
can significantly reduce the long-context inference latency,
achieving up to a 3.26x speedup over strong baselines with
Flash Attention?, andup toa7x speedup over com-
mon baselines using the HuggingFace implementation. Ad-
ditional experiments on the dataset AIME24 with the long
reasoning model QwQ (Qwen, 2024) further validate the
effectiveness of LONGSPEC, yielding a 2.25 x speedup in
wall-clock time. Furthermore, our proposed Anchor-Offset
Indices enable models to reach the same loss level 3.93 x
faster, and our Hybrid Tree Attention reduces attention com-
putation latency by approximately 75% compared to the
standard HuggingFace implementation.

2. Related Work

Speculative decoding offers a promising approach to accel-
erating LLMs without compromising the quality of their out-
puts3. Early efforts (Xia et al., 2023; Leviathan et al., 2023;
Liu et al., 2024c; Bae et al., 2023) rely on existing smaller
LLMs to generate draft sequences. Some other methods aim
to improve upon those early efforts (Sun et al., 2023; Miao
et al., 2024; Chen et al., 2024). There are also some works
using part of the target model as the draft model (Liu et al.,
2024a; Zhang et al., 2024; Elhoushi et al., 2024; Xia et al.,
2025). Retrieval-based speculative decoding methods (Fu
et al., 2024; He et al., 2024; Zhao et al., 2024) offer an
alternative by utilizing [N-gram matching rather than rely-
ing on smaller models. These approaches bypass the need
for additional model training, leveraging pre-existing data
patterns to construct draft sequences efficiently.

More recent advancements, including Medusa (Cai et al.,
2024), EAGLE (Li et al., 2024b), and GliDe (Du et al.,
2024), have expanded on these foundations by designing
specialized draft models and introducing tree speculation

’In this paper, Flash Attention refers to the inference
optimization technique FlashDecoding (Dao et al., 2023), im-
plemented via the flash_attn_with_kvcache function from
the Flash Attention library (Dao, 2022).

3While this paper focuses on original speculative decoding
methods which are lossless, some recent works explore lossy spec-
ulative decoding (see Appendix A for a brief overview).
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and verification techniques. These methods leverage cus-
tomized draft models tailored for speculative decoding,
achieving higher efficiency and performance. Additionally,
the tree-based approaches employed in these methods allow
for more adaptive and parallelizable decoding processes,
paving the way for broader applications in real-world sys-
tems.

Although speculative decoding has progressed significantly
for conventional context lengths, only a few existing pa-
pers focus on lossless speculative decoding in long-context
scenarios. TriForce (Sun et al., 2024) introduces a three-
layer speculative decoding system that is scalable for long
sequence generation. MagicDec (Chen et al., 2025b) uses
speculative decoding to improve both the throughput and
latency of LLM inference. QuantSpec(Tiwari et al., 2025)
employs a hierarchical 4-bit quantized KV cache and 4-
bit quantized weights for draft models. However, these
methods mainly utilize the target model with the sparse KV
cache as the draft model. The computation-intensive draft
models restrict the practical usage of these methods when
facing various batch sizes. In contrast, our work focuses
on efficiently building a draft model with only one trans-
former block, achieving more effective performance across
different scenarios.

3. Methodology

In this section, we present our framework LONGSPEC for
Long-Context Speculative Decoding, which addresses three
key challenges by (1) designing a lightweight draft model
architecture with constant-sized memory overhead, (2) de-
vising the training strategy with anchor-offset indices to
handle long contexts effectively, and (3) implementing a
fast attention aggregation mechanism that leverages tree-
based speculation and verification for practical usage.

3.1. Memory-Efficient Architecture

In previous work, the success of the SOTA model EAGLE de-
pends on two key factors: (1) the hidden states provided by
the target model, and (2) its autoregressive structure. How-
ever, an autoregressive draft model inevitably requires main-
taining its own KV cache, which introduces additional over-
head during long-context inference and demands substantial
GPU memory, especially for tasks such as LLM agents
and long reasoning that involve producing large amounts of
output.

To avoid this extra memory overhead, we propose a draft
model with constant memory usage independent of context
length. As illustrated in Figure 2(a), our model consists
of two components: the self-attention module and the fol-
lowing cross-attention module. The self-attention module
focuses on modeling local context, while the cross-attention

module captures long-range dependencies. To restrict mem-
ory usage, we apply a sliding-window attention mechanism
to the self-attention module, a technique widely adopted in
modern LLMs (Beltagy et al., 2020). Hence, during infer-
ence, the self-attention memory footprint does not exceed
the window size, which we set to 512. In Section 3.4, we
provide a theoretical upper bound on the performance degra-
dation introduced by sliding-window attention compared
to full-context self-attention. This bound ensures that the
approximation maintains acceptable performance.

For the cross-attention component, inspired by GliDe (Du
et al., 2024), we leverage the KV cache of the target model
(see Appendix B for a detailed explanation of how this ben-
efits the draft model). This design not only enables better
modeling of previous information but also completely re-
moves additional storage overhead for long contexts, since
the large model’s KV cache must be stored regardless of
whether or not speculative decoding is employed. Different
from GliDe, we additionally share the weights of the Em-
bedding Layer and LM Head between the target and draft
models, which substantially reduces memory consumption
for large-vocabulary LLMs such as LLaMA-3 (vocabulary
size: 128,256) (Dubey et al., 2024) and Qwen-2.5 (vocabu-
lary size: 152,064) (Yang et al., 2024).

3.2. Effective Training Regimes

Anchor-Offset Indices. With vanilla position indices,
which consist of successive integers starting from 0, those
indices appearing earlier in sequences occur more frequently
than larger position indices (An et al., 2025), as shown in
Figure 2(b) upper part. Consequently, larger position in-
dices receive insufficient training updates, which leads to a
training inference discrepancy. As we point out in Section 1,
the common method, RoPE-based extrapolation, cannot be
directly used here because the RoPE base is fixed when the
target model is chosen and fixed. To leverage the target
model’s KV cache, our draft model must keep the RoPE
base the same as the target model. To tackle this challenge,
we can only leverage carefully designed indices. These in-
dices must ensure that (1) the position indices in the draft
model can be sufficiently trained using short-context data
and (2) the indices would not cause the target model to ex-
hibit out-of-distribution behavior because the target model
shares the same indices as the draft model during training.

To satisfy these constraints, we propose the Anchor-Offset
Indices strategy. Specifically, we reserve the first four po-
sitions [0, 1,2, 3] as attention sink tokens®, then assign all
subsequent tokens to large consecutive indices starting at a

*According to (Xiao et al., 2024), LLM exhibits an attention
sink phenomenon when dealing with long texts, which means the
attention weights primarily concentrate on the first four tokens and
the recent tokens.
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Figure 2. Illustration of the memory-efficient draft model, the Anchor-Offset Indices, and the Hybrid Tree Attention. (a) We use a sliding
window self-attention layer to capture the local context information and a cross-attention layer to gather long-context information. (b) The
differences between the vanilla indexing and the Anchor-Offset Indices. By introducing a randomly selected offset and some anchor
indices, the Anchor-Offset Indices enable the short-context training stage to seamlessly integrate with the long-context training stage. (c)
The Hybrid Tree Attention combines the advantages of Flash Attention and our Triton-implemented Attention.

random offset (e.g., [0, 1,2, 3,8192,8193,8194,...]). By
exploiting the attention sink phenomenon, we believe that
utilizing Anchor-Offset Indices can naturally lead the tar-
get model to exhibit in-distribution behavior. The anchor
indices and random offset ensure that every position index
can be sufficiently trained, addressing the limitation of the
vanilla one that repeatedly trains only smaller indices. In
our experiments, adopting these indices in the target model
only increases the loss by approximately 0.001, indicating
that the target model is indeed well-suited to such changes.
We further present a theoretical upper bound for the learning
error of the draft model in Section 3.4, which accounts for
a position distribution shift term. Notably, the expression
of this term suggests that our method incurs fewer errors
compared to the vanilla position indices.

Flash Noisy Training. During training, our draft model
leverages the KV cache from a large model, while this KV
cache is not always visible during inference. This is because
the large model only updates its KV cache upon verification
completion. Concretely, for the ¢-th cross-attention query
@; in the draft model, we can only guarantee access to
the corresponding key-value states K4, Vo satisfying
1 < |#/ —t| < =, where  is the number of speculative steps.

To ensure consistency between training and inference,
a straightforward solution would be to add an attention
mask (Du et al., 2024). However, this method is incompati-
ble with Flash Attention, which would significantly
degrade training speed and cause prohibitive memory over-
head, particularly in long-context training scenarios. There-
fore, we propose a technique called flash noisy training.
During training, we randomly shift the indices of queries
and key-value states with 1 < j < ~. Suppose the sequence
length is [, then we compute

O>; = attn(Q>;, K<i—j, Var—j).

In this way, we effectively simulate the same visibility con-
straints as in the inference phase, ie., 1 < [t/ — t| < 7,
thereby aligning the behavior at training time with the infer-
ence behavior.

3.3. Fast Tree Attention

Tree Speculative Decoding (Miao et al., 2024) leverages
speculation trees and the causal structure of LLMs so that
a draft model can propose multiple candidate sequences,
while the target model only needs to verify them once, with-
out altering the final results. In this process, Tree Attention
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plays a key role in ensuring both correctness and efficiency.
Early works (Cai et al., 2024; Li et al., 2024b) apply atten-
tion masks derived from prefix trees to the QK ' attention
matrix, thus disabling wrong combinations between specula-
tion tokens. However, these methods only run on PyTorch’s
eager execution mode, precluding more advanced attention
kernels such as Flash Attention. As aresult, the in-
ference speed decreases significantly when the sequence
length increases.

To address these performance bottlenecks, we propose a
Hybrid Tree Attention mechanism, as illustrated in Fig-
ure 2(c). Our method is based on two key insights: 1) when
performing Tree Attention, as illustrated in the left part
of Figure 2(c), the queries and the cached key-value pairs
{Kcaches Veache } do not require additional masks; 2) only
the queries and the key-value pairs { Kypecs, Vspecs } from
the current speculative tokens need masking as illustrated
in the right part of Figure 2(c), and the number of such
speculative tokens is typically small. Based on these ob-
servations, we adopt a divide and aggregate approach that
splits the attention computation into two parts and merges
them afterward.

Splitting Key-Value Pairs. We partition all key-value
pairs into two groups: {Kcache, Veache }: the cached part of
the main sequence, which requires no attention mask; and
{Kspecs, Vapecs }: the speculation-stage part, which needs at-
tention masks. For { Kcache, Veache }» We invoke the efficient
Flash Attentionkernel. For { Kqpecs; Vipecs}, We use
our custom Triton kernel fused_mask_attn, which ap-
plies blockwise loading and masking in the KV dimension,
enabling fast computation of attention. This step yields
two sets of attention outputs {Ocache, Ospecs ; along with
their corresponding denominators (i.e., log-sum-exp of all
attention scores) {LSE ache; LSEgpecs }-

Aggregation. We then combine these two parts into the
final attention output Operge Via a log-sum-exp trick. First,
we compute

LSEmerge = log (eXp (LSEcache) + eXp(LSEspecs)> >
and then apply a weighted summation to the two outputs:

! eXp(LSEcache -
- exp (LSESpecs

LSEmerge)
- LSEmerge) .

Omerge = Ocache
+ Ospecs

The theoretical guarantee is provided in Appendix C. As
outlined above, this hybrid approach employs the highly
efficient Flash Attention kernel for most of the com-
putations in long-sequence inference and only uses a custom
masking attention fused_mask_attn for the small num-
ber of speculative tokens. The kernel fused mask_attn
follows the design philosophy of Flash Attention
2 (Dao et al., 2023) by splitting @, Kpecs, and Vypees into

small blocks. This strategy reduces global memory I/O and
fully leverages GPU streaming multiprocessors. Further-
more, for each block in the computation of QKS;CS, the
mask matrix is loaded and used to apply the masking op-
eration. The Hybrid Tree Attention effectively balances
the parallel verification of multiple branches with improved
inference speed, all without compromising the correctness.

3.4. Theoretical Analysis

Here we would like to provide the theoretical analysis of our
method. Before the statement of our results, we would like
to define some quantities. First, for the memory-efficient ar-
chitecture, we denote the sum of the attention score outside
the window as &, which should be small due to the locality
of the language. Second, for our index offset technique, we
denote the distribution of the offset as Pt. In addition, we
denote the true distribution of the index of the first token
in the window as P;. Finally, we assume that the GliDe
function is trained on N i.i.d. samples, and the Frobenius
norms of all the parameters are upper bounded by B.

Theorem 3.1 (Informal). Under regularity assumptions,
the inference error between the Maximum Likelihood Esti-
mate (MLE) trained by our method and the optimal GliDe
parameter that take all tokens as inputs is upper bounded
by AE + DE + GE with probability at least 1 — §. Here the
approximation error is AE = (1 + dy exp(B))HB*(1 +
B2 B?)¢, the distribution shift error is DE = log(1 +
dy exp(B)) - TV(P;, P;), and the generalization error is
GE = N~Y2(d(d + dy)log(1 + NHB®) +logé~1).

The formal statement and the proof are provided in Ap-
pendix D.2. The approximation error results from that we
adopt a sliding window instead of using all tokens. This
error is proportional to the attention score outside the win-
dow. The distribution shift error results from the positional
embedding distributional shift. In our experiments, we set
Pt as the uniform distribution, which will have a smaller
distribution shift than not adopting this position offset tech-
nique. The generalization error results from that we use N
samples to train the model.

4. Experiments
4.1. Settings

Target and draft models. We select four widely-used long-
context LLMs, Vicuna (including 7B and 13B) (Chiang
et al., 2023), LongChat (including 7B and 13B) (Li et al.,
2023), LLaMA-3.1-8B-Instruct (Dubey et al., 2024), and
QwQ-32B (Qwen, 2024), as target models. In order to
make the draft model and target model more compatible,
our draft model is consistent with the target model in various
parameters, such as the number of KV heads.
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Table 1. Average acceptance length 7, decoding speed (tokens/s), and speedups across different models and settings. Specifically, “Vanilla
HF” refers to HuggingFace’s PyTorch-based attention implementation, while “Vanilla FA” employs Flash Attention. The speedup
statistic calculates the acceleration ratio relative to the Vanilla HF method. For the analysis of the reasons for the low speedup ratio of
MagicDec, see Section 4.2 and 4.5. All results are computed at 7' = 0.

Setting GovReport QMSum Multi-News LCC RepoBench-P
T Tokens/s  Speedup T Tokens/s  Speedup T Tokens/s ~ Speedup T Tokens/s  Speedup T Tokens/s  Speedup
VanillaHF 1.00  25.25 - 1.00 18.12 - 1.00  27.29 - .00 2525 - 1.00 19.18 -
8 VanillaFA 1.00 4576 1.00x 1.00  43.68 1.00x 1.00 5599 1.00x 1.00  54.07 1.00x 1.00  46.61 1.00x
>  MagicDec 2.23 41.68 091x 229 4291 098x 231 44.82 0.80x 252 46.96 0.87x 257 4875 1.05x
LongSpec 3.57  102.23 2.23x 314  88.87 2.04x 351 100.55 1.80x 373 107.30 1.99x 386 110.76 2.38x
Vanilla HF  1.00 17.25 - 1.00 11.86 - 1.00 18.81 - 1.00 17.25 - 1.00 13.44 -
g VanillaFA  1.00 2852 1.00x 1.00 2743 1.00x 1.00  35.01 1.00x 1.00 33.87 1.00x 1.00  29.14 1.00x
= MagicDec 2.95 38.24 1.34x  2.87 37.15 1.35x 297 39.47 1.13x 296 38.40 1.13x 294 36.66 1.26x
LongSpec  3.31 71.08 249x 276 5715 2.08x 344 7820 2.23x  3.57 8100 239x 359 7722 2.65x
o Vanilla HF  1.00  25.27 - 1.00 14.11 - 1.00  27.66 - .00 25.27 - 1.00 17.02 -
= VanillaFA 1.00 42.14 1.00x 1.00  36.87 1.00x 1.00  50.19 1.00x 1.00  54.17 1.00x 1.00  42.69 1.00x
8 MagicDec  2.26  41.90 0.99x 220 4082 L11x 232 4394 0.88x  2.77 51.73 0.96x 257 44.13 1.03x
LongSpec 3.59 10143 241x  3.06 85.23 231x 341 97.93 1.95x 421 12230 2.26x  4.03 115.27 2.70%
x VanillaHF  1.00 17.72 - 1.00 12.08 - 1.00 18.74 - 1.00 17.72 - 1.00 13.85 -
< VanillaFA 1.00  28.56 1.00x 1.00  27.18 1.00x 1.00 3537 1.00x 1.00 34.58 1.00x 1.00  29.74 1.00x
3 MagicDec  2.40 31.37 1.10x 238 30.84 1.13x 243 32.58 0.92x  2.68 35.77 1.03x  2.85 35.67 1.20x
LongSpec 3.58  76.26 2.67x 315 64.41 237x  3.50  80.48 2.28x  4.01 90.92 2.63x 446  96.96 3.26x
VanillaHF  1.00  21.59 - 1.00 18.67 - 1.00 2991 - .00 29.48 - 1.00  22.77 -
8 VanillaFA 1.00 53.14 1.00x 1.00  51.22 1.00x 1.00  56.94 1.00x 1.00  56.73 1.00x 1.00  54.08 1.00x
4 MagicDec  2.04 36.14 0.68x  2.00 3578 0.70x 233 39.57 0.70x  2.65 46.95 0.83x  2.61 44.39 0.82x
LongSpec 325  84.57 1.59x 299  75.68 148x 336 9111 1.60x 328  89.33 1.57x 339 91.28 1.69x
Vicuna-7B Vicuna-13B LongChat-7B LongChat-13B LLaMA-3.1-8B

Tokens/s

G Q M L R G Q
MagicDec

M L R G Q M L R
W LongSpec

124

Figure 3. Decoding speed (tokens/s) across different models and settings. All results are computed at 7" = 1. The letters G, Q, M, L, and
R on the horizontal axis represent the datasets GovReport, QMSum, Multi-News, LCC, and RepoBench-P respectively.

Training Process. We first train our draft model with
Anchor-Offset Indices on the SlimPajama-6B pretraining
dataset (Soboleva et al., 2023). The random offset is set
as a random integer from O to 15k for Vicuna models and
LongChat-7B, and 0 to 30k for the other three models be-
cause they have longer maximum context length. Then we
train our model on a small subset of the Prolong-64k long-
context dataset (Gao et al., 2024) in order to gain the ability
to handle long texts. Finally, we finetune our model on a
self-built long-context supervised-finetuning (SFT) dataset
to further improve the model performance. The position
index of the last two stages is the vanilla indexing policy
because the training data is sufficiently long. We apply flash
noisy training during all three stages to mitigate the training
and inference inconsistency and the extra overhead of flash
noisy training is negligible. More details on model training
can be found in Appendix E.

Test Benchmarks. We select tasks from the Long-
Bench benchmark (Bai et al., 2024) that involve gener-
ating longer outputs, because tasks with shorter outputs,
such as document-QA, make it challenging to measure the
speedup ratio fairly with speculative decoding. Specifi-
cally, we focus on long-document summarization and code
completion tasks and conduct tests on five datasets: Gov-
Report (Huang et al., 2021), QMSum (Zhong et al., 2021),
Multi-News (Fabbri et al., 2019), LCC (Guo et al., 2023),
and RepoBench-P (Liu et al., 2024b). We test QwQ-32B on
the famous reasoning dataset AIME24 (Numina, 2024).

We compare our method with the original target model and
MagicDec, a simple prototype of TriForce. To highlight
the significance of Flash Attention in long-context
scenarios, we also present the performance of the original
target model using both eager attention implemented by
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Table 2. Performance comparison with and without Anchor-Offset
Indices on the Multi-News and RepoBench-P datasets. Models
with Anchor-Offset Indices achieve higher output speed and larger
accept length, highlighting its efficiency and effectiveness.

Multi-News RepoBench-P
T Tokens/s T Tokens/s
w/o Anchor-Offset  3.20 85.98 3.26 85.21
w/ Anchor-Offset  3.36 91.11 3.39 91.28

Huggingface and F1ash Attention for comparison. To
make a fair comparison, we also use Flash Attention
for baseline MagicDec. The most important metric for
speculative decoding is the walltime speedup ratio, which is
the actual test speedup ratio relative to vanilla autoregressive
decoding. We also test the average acceptance length 7, i.e.,
the average number of tokens accepted per forward pass of
the target LLM.

4.2. Main Results

Table 1 and Figure 3 show the decoding speeds and aver-
age acceptance lengths across the five evaluated datasets
atT = 0and T' = 1, respectively. Our proposed method
significantly outperforms all other approaches on both sum-
marization tasks and code completion tasks. When 7" = 0,
on summarization tasks, our method can achieve an aver-
age acceptance length of around 3.5 and a speedup of up
to 2.67x; and on code completion tasks, our method can
achieve an average acceptance length of around 4 and a
speedup of up to 3.26x. This highlights the robustness
and generalizability of our speculative decoding approach,
particularly in long-text generation tasks. At = 1, our
method’s performance achieves around 2.5 x speedup, main-
taining a substantial lead over MagicDec. This indicates that
our approach is robust across different temperature settings,
further validating its soundness and efficiency.

While MagicDec demonstrates competitive acceptance rates
with LongSpec, its speedup is noticeably lower in our exper-
iments. This is because MagicDec is primarily designed for
scenarios with large batch sizes and tensor parallelism. In
low-batch-size settings, its draft model leverages all param-
eters of the target model with sparse KV Cache becomes
excessively heavy. This design choice leads to inefficiencies,
as the draft model’s computational overhead outweighs its
speculative benefits. Our results reveal that MagicDec only
achieves acceleration ratios > 1 on partial datasets when
using a guess length v =2 and consistently exhibits negative
acceleration around 0.7 x when -« > 3, further underscoring
the limitations of this method in such configurations. The
performance of MagicDec in larger batch sizes can be found
in Section 4.5.

Lastly, we find that attention implementation plays a criti-

—— Anchor-Offset
—— No Anchor-Offset

Loss

3.93x

0 150 300 450 600 750 900 1050 1200

Steps

Figure 4. Training loss curves on long-context data. Pretrained
models with Anchor-Offset Indices exhibit lower initial and final
loss, and reach the same loss level 3.93 x faster compared to mod-
els without Anchor-Offset Indices.
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Figure 5. Latency breakdown for a single speculative decoding
loop comparing the EAGLE implementation and the proposed
Hybrid Tree Attention. Significant latency reduction is observed
in the target model’s attention layer (the yellow part) using our
approach.

cal role in long-context speculative decoding performance.
In our experiments, “Vanilla HF” refers to HuggingFace’s
attention implementation, while “Vanilla FA” employs
Flash Attention. The latter demonstrates nearly a 2x
speedup over the former, even as a standalone component,
and our method can achieve up to 6x speedup over HF At-
tention on code completion datasets. This result underscores
the necessity for speculative decoding methods to be com-
patible with optimized attention mechanisms like Flash
Attention, especially in long-text settings. Our hybrid
tree attention approach achieves this compatibility, allowing
us to fully leverage the advantages of Flash Attention
and further speedup.

4.3. Ablation Studies

Anchor-Offset Indices. The experimental results demon-
strate the significant benefits of incorporating the Anchor-
Offset Indices. Figure 4 shows that the model trained with
Anchor-Offset Indices achieves a lower initial loss and final
loss compared to the one trained without them when train-
ing on the real long-context dataset. Notably, the initializa-
tion with Anchor-Offset Indices reaches the same loss level
3.93x faster than its counterpart. Table 2 further highlights
the performance improvements across two datasets, a sum-
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3.82x

Tokens/s

18.92

Mean Accepted Tokens

1.00

Vanilla LongSpec Vanilla LongSpec

Figure 6. Performance of our method on the QwQ-32B model with
the AIME24 dataset, using a maximum output length of 32k tokens.
The left plot shows the tokens generated per second, where our
approach achieves 2.25 x higher speed compared to the baseline.
The right plot shows the mean number of accepted tokens, where

our method achieves an average of 3.82 mean accepted tokens.

mary dataset Multi-News, and a code completion dataset
RepoBench-P. Models with Anchor-Offset Indices exhibit
faster output speed and larger average acceptance length 7.
These results underscore the effectiveness of Anchor-Offset
Indices in enhancing both training efficiency and model
performance.

Hybrid Tree Attention. The results presented in Figure
5 highlight the effectiveness of the proposed Hybrid Tree
Attention, which combines Flash Attention with the
Triton kernel fused mask_attn. While the time spent
on the draft model forward pass and the target model FFN
computations remain comparable across the two methods,
the hybrid approach exhibits a significant reduction in la-
tency for the target model’s attention layer (the yellow part).
Specifically, the attention computation latency decreases
from 49.92 ms in the HF implementation to 12.54 ms in
the hybrid approach, resulting in an approximately 75% im-
provement. The verification step time difference is minimal,
further solidifying the conclusion that the primary perfor-
mance gains stem from optimizing the attention mechanism.

4.4. Long Reasoning Acceleration

Long reasoning tasks have gained significant attention re-
cently due to their ability to enable models to perform
complex reasoning and problem-solving over extended out-
puts (Qwen, 2024; OpenAl, 2024). In these tasks, while the
prefix input is often relatively short, the generated output
can be extremely long, posing unique challenges in terms of
efficiency and token acceptance. Our method is particularly
well-suited for addressing these challenges, effectively han-
dling scenarios with long outputs. It is worth mentioning
that MagicDec is not suitable for such long-output scenarios
because the initial inference stage of the long reasoning task
is not the same as the traditional long-context task. In long
reasoning tasks, where the prefix is relatively short, the draft
model in MagicDec will completely degrade into the target

—e— Vanilla
MagicDec
—o— LongSpec

500

Throughput

Batch Size

Figure 7. Throughput comparison of Vanilla, MagicDec, and
LONGSPEC on RepoBench-P using Vicuna-7B across different
batch sizes. LONGSPEC shows superior throughput and scalability,
outperforming both Vanilla and MagicDec in all batch sizes.

model, failing to achieve acceleration.

We evaluate our method on the QwQ-32B model using the
widely used benchmark AIME24 dataset, with a maximum
output length set to 32k tokens. The results, illustrated in
Figure 6, demonstrate a significant improvement in both
generation speed and average acceptance tokens. Specif-
ically, our method achieves a generation rate of 42.63 to-
kens/s, 2.25x higher than the strong Flash Attention
baseline’s 18.92 tokens/s, and an average of 3.82 average
acceptance tokens. Notably, QwQ-32B with LONGSPEC
achieves even lower latency than the standard 7B model
with Flash Attention, demonstrating that our method
effectively accelerates the long reasoning model. These
findings not only highlight the effectiveness of our method
in the long reasoning task but also provide new insights into
lossless inference acceleration for the ol-like model. We
believe that speculative decoding will play a crucial role in
accelerating this type of model in the future.

4.5. Throughput

As illustrated in Figure 7, the throughput results of Vicuna-
7B on the RepoBench-P dataset show that LONGSPEC con-
sistently outperforms both Vanilla and MagicDec across all
batch sizes. At a batch size of 8, LONGSPEC achieves a
throughput of 561.32 tokens/s, approximately 1.8 higher
than MagicDec (310.58 tokens/s) and nearly 2x higher
than Vanilla (286.96 tokens/s). MagicDec, designed with
throughput optimization in mind, surpasses Vanilla as the
batch size increases, reflecting its targeted improvements.
However, LONGSPEC still sustains its advantage, maintain-
ing superior throughput across all tested batch sizes.

5. Conclusion

In this paper, we propose LONGSPEC, a novel framework
designed to enhance lossless speculative decoding for long-
context scenarios. Unlike previous speculative decoding
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methods that primarily focus on short-context settings,
LONGSPEC directly addresses three key challenges: ex-
cessive memory overhead, inadequate training for large
position indices, and inefficient tree attention computation.
To mitigate memory constraints, we introduce an efficient
draft model architecture that maintains a constant memory
footprint by leveraging a combination of sliding window
self-attention and cache-free cross-attention. To resolve
the training limitations associated with short context data,
we propose the Anchor-Offset Indices, ensuring that large
positional indices are sufficiently trained even within short-
sequence datasets. Finally, we introduce Hybrid Tree Atten-
tion, which efficiently integrates tree-based speculative de-
coding with Flash Attention. Extensive experiments
demonstrate the effectiveness of LONGSPEC in long-context
understanding tasks and real-world long reasoning tasks.
Our findings highlight the importance of designing specula-
tive decoding methods specifically tailored for long-context
settings and highlight promising directions for future re-
search in efficient large-scale language model inference.
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A. Related Work about Lossy Speculative Decoding

While original speculative decoding methods are mainly lossless, some recent works try to relax the constraints and explore
lossy speculative decoding. For instance, BiLD (Kim et al., 2023) employs a small model for autoregressive text generation,
with a larger model occasionally invoked non-autoregressively to refine inaccurate predictions, thereby achieving speedups
with minimal quality degradation. Narasimhan et al. (Narasimhan et al., 2025) introduce speculative cascading, a method
that integrates cascade-style deferral rules with speculative execution to yield better cost-quality trade-offs than either
approach alone. Another approach, MTAD (Qin et al., 2025), uses a smaller auxiliary model to approximate the multi-token
joint distribution of a larger model, enhancing both inference speed and output effectiveness by accepting a bounded error
in this approximation. To address the rejection of high-quality but non-aligned draft tokens, Bachmann et al. (Bachmann
et al., 2025) propose adapting the verification step by training a compact “judge” module to recognize valid continuations
even without perfect target model alignment, significantly boosting acceptance rates and speed. RSD (Liao et al., 2025)
incorporates a process reward model to evaluate intermediate decoding steps, dynamically deciding target model invocation
and introducing a controlled bias towards high-reward outputs to optimize the cost-quality trade-off. RAPID (Chen et al.,
2025a) employs a RAG drafter on shortened contexts as a drafter. TokenSwift (Wu et al., 2025) comprehensively uses LLMs
with partial KV cache and [N-gram tables to accelerate ultra-long sequence generation (up to 100k tokens) while reducing
computation time from hours to minutes.

B. The Intuition of Why KV Cache Can Help

The KV cache stores the contextual information the model accumulates while processing previous tokens. When predicting
the next token, the target model relies on three components: the KV cache (contextual memory), input word embeddings,
and model parameters.

In our method, the draft model already shares the input embeddings with the target model, so the primary differences in their
predictions stem from the KV cache and internal parameters. By allowing the draft model to use the KV cache generated
by the target model, we eliminate another source of variation. As a result, the only remaining difference between their
predictions comes from the model parameters. This sharing aligns the draft model’s predictions more closely with those of
the target model, as it removes discrepancies caused by differing contextual representations.

C. Correctness for Attention Aggregation

Because the query matrix () can be decomposed into several rows, each representing a separate query g, we can only
consider the output of each row’s ¢ after calculating attention with KV. In this way, we can assume that the KV involved in
the calculation has undergone the tree mask, which can simplify our proof. We only need to prove that the output o obtained
from each individual ¢ meets the requirements, which can indicate that the overall output O of the entire matrix ) also
meets the requirements.

Proposition C.1. Denote the log-sum-exp of the merged attention as follows:
LSEmerge = log (exp<LSEcache) + eXp(LSEspecs))7
Then we can write the merged attention output in the following way:

Omerge = Ocache * €XP (LSEcache - LSEmerge) + Ospecs * €XP (LSEspecs - LSEmerge) .

Proof. A standard scaled dot-product attention for g (of size dgi) attending to Kyerge and Vinerge (together of size
(M + N) x dg, and (M + N) x d, respectively) can be written as:

Omerge = mha (Qa Kmergea ‘/Inerge) = softmax (querge/ \V/ qu) ‘/Inerge-

Because K and V are formed by stacking (Kspecs, Kcache) and (Vipecs, Veache)» We split the logit matrix accordingly:

qKI—IEerge/\/ d(lk = Concat( ch—;che/\/ qu ’ qKs—;ecs/\/ qu>

sub—logits for history = sub—logits for new

13



LongSpec: Long-Context Lossless Speculative Decoding with Efficient Drafting and Verification

Denote these sub-logit matrices as:
T T
Zeache = q K acne/ gk Zspecs = q Kspecs/ V k-

Each row i of Zgpecs corresponds to the dot products between the i-th query in ¢ and all rows in Kpccs, While rows of
Zcache correspond to the same query but with K,che-

In order to combine partial attentions, we keep track of the log of the sum of exponentials of each sub-logit set. Concretely,
define:

N . M
LSEcaChe = IOg <Zj_1 CeXp (Zc(iihe)> ’ LSESPGCS = IOg (Z i—

o (28 ). 0

where Zégécs denotes the logit for the j-th element, and similarly for Z C(iihc.

Then 0¢ache and ogpecs can be written as:

N j j M j j
Zj:l exp (Zéit):he) ‘/c(;(:)lle Zj:l €xp (Zb(lja)e%) Vvs(ge)cs 2
Ocache = exp (LSEcache) ’ OSPCCS N exp (LSEspeCS) ( )
And the whole attention score can be written as:
N , , o , ,
Zj:l exp (Zé;zhe) ‘/;('jtc)}le + Zj:l exp (Zélj)f)acs> Vs(pjgcs 3
Omerge = exp (LSEcache) + €xp (LSEqpecs) ' )
By aggregating Equation 2 into Equation 3, we can get the following equation:
Omerge = Ocache * €XP (LSEcache - LSEmerge) + Ospecs * €XP (LSEspecs - LSEmerge) . (4)
O
D. The Formal Statement and the Proof of Theorem 3.1
D.1. Notation
For a positive integer N € N, we define the set [N] = {1,--- , N'}. For a vector z € RY, we adopt | - |, to denote the £,
norm of vectors. For a matrix X = [z],--- ,a:dTl}T € R4 x4z where x; € R% fori = 1,--- ,d;, we define the £y, g-norm
of X as || X|lp.q = Wllz1llp,-- -, |za, llp)|lq The Frobenius norm || - ||2,2 is denoted as || - ||r. We write S y to mean

x < Cy for an absolute constant C' > 0.

D.2. Theoretical Analysis

In this section, we provide the theoretical analysis of our methods. We begin with the definition of our Glide network. It
consists of three modules: the self-attention module, the cross-attention module, and the Feed-Forward (FF) module. Here
the self-attention and the cross-attention are both based on the attention module. For a query ¢ € R'*% and N KV pairs
K,V eRN xd_the attention module calculate the output as

attn(q, K, V, {Wo, Wi, Wy }) = softmax(RoPE(LN(q)WQ)RoPE(LN(K)WK)T)VWV, )

where softmax is the softmax operator, Wq, Wg, Wy € R%d are the weight matrices, RoPE is the rotary positional
embedding function that appiles RoPE on inputs, and LN is the row-wise normalization of the input, which is defined as

x if ||z]2 <1
z/]|z]|2 otherwise.

LN(z) = {

14
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Compared to the implementation of attention in PyTorch, we merge the weight matrix W into Wy, here for ease of notation.
Our results can be easily generalized to the formulation that explicitly parameterizes W . The Multi-Head Attention (MHA)
with H heads is the combination of H attention, i.e.,

H
mha(q, K, V, {W§, Wi, WL ,) = softmax(RoPE(LN(q) W& )RoPE(LN(K) W) T) VIV, (6)
h=1

where {W(;, Wi, Wi }/L, are the weights of all the attention heads. The self attention module generates the output for a
query z according to the KV pairs that include = and other tokens, i.e., i, V are defined as

K=V= [%T» 1x;’xT]T = [X%"l,T]T’

where x; € R'*? for i € [N] are the input vectors prior to z. In contrast, the cross-attention generates outputs for =
according to the KV pairs that excludes =, i.e., K = V = X;. The FF module process an input vector z € R? as

ffn(z, Wa1, Wa2) = o (LN(2)Wa,1)Wa 2, @)
where W 1,Wa2 € R4%4 gre weights of FF module, and o(+) is an element-wise activation function. For example, the

activation function o can be ReLU and sigmoid. In the following, we will omit the parameters of each module for ease of
notation. The Glide function, denoted as Gy, is defined as

Golq, X, X') = fin(mha(mha(g, [XT,q T, [XT.q7)7), X', X') ) Wanem: ®)

where X is the embeddings of all the tokens prior to ¢, X' are the hidden states of large models, Wnempb € R4*dv ig the
unembedding matrix (dy is the alphabet size of the tokens), and 6 denotes the parameters of all these three modules and
Winemb, i.e.,

h,(1 h,(1 h,(1 h,(2 h,,(2 h,,(2
0 = ({WQ( )aWK( )7WV( )}hH:h{WQ( )7WK ( )aWV ( )}hH:bWA,leA,Qqunemb)'

Here the superscripts (1) and (2) denote the index of the layer. We denote all the plausible parameter configurations as © as

h,(i h,(i h,(i
0 = {0 max {IWE e, W e, WV 16} < BLIWaa

F S 37 ||WA,2HF S 37 ||Wunemb||1,2 S B}

In the following, we would like to study the error analysis of our method. In fact, we need to define a variant of this function,
which contains two modifications. The first modification is the positional embedding. Instead of using the positional
embeddings corresponding to the continuous positions, we offset the positions of the tokens with position index larger than 4
jointly to ¢ € N. We denote such positional embedding with RoPE>’. The corresponding mha is denoted as mha®’. Here
we note that mha = mhas’o, i.e., there is no position offset in the original attention module. The second modification is that
we truncate X to a sliding window, which is detailed discussed in Section 3.1. We denote the truncated version of X as XV.
Then our proposed training method is to train the following function

G (g, X", X') = ffn(mha** (mha™' (g, [X™T,q |7, [X" T, T), X', X') ) Wanemb. ©)
We assume that the glide function is trained on a dataset with N i.i.d. samples of a distribution P, ie., Dy =
{qi, Xi, X, 1d;}Y., ~ P, where Id; is the vocabulary index of true next token for i-th sample. During the training
process, the position offsets D, = {t;}¥; are i.i.d. samples of a distribution P;. Then we define the Maximum Likelihood

Estimate (MLE) 0 as

6 = argmingcg — Ep pr, [log softmax(GZ’t(q’ XV X/))Id*}

N
1 )
= argming.g — v E log softmax (G5 (g, X;N7Xl{)>ld;f’

i=1
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where Ep denotes the expectation with respect to the empirical distribution induced by Dy, and P, is the distribution of the
position offset. After the training process, we will inference according to the following function

Gé(anW7 X/) = ffn (mha(mha(Q7 [XW7T7qT]T7 [XW’T7 qT]T)a le X/))Wunemb7

i.e., we do not delibrately shfit the token positions in the inference. To analyze the performance loss due to our method, we
then define the optimal parameters of the original Glide function. Here optimality means that we have infinite number of
training data points, i.e., the expectation is taken with respect to the true distribution P instead of the empirical distribution
induced by the dataset.

6" = argming .o — Ep [log softmax(Gy(q, X, X’))ld*} .

Assumption D.1 (Concentration of Window Attention Score). For any (g, X) on the support of P and the optimal parameter
0*, the sum of the attention scores of the tokens in X that are not included in X* is upper bounded by ¢ at the first layer.

Intuitively, we note that this assumption largely holds when the answer for the query is included in the window we use. It
means that the glide function does not need to gather information outside the window.

Assumption D.2 (Boundness of Inputs). For any (¢, X, X”) on the support of P, we have that ||g||2 < Bx, || X||2,00 < Bx,
and || X'||2,00 < Bx.

This assumption always holds in the realistic setting, since all the inputs are stored in the computer, which can only represent
finite numbers. For the prompt distribution P, we denote the distribution of the position index ¢V of the starting token in the
window as P;.

Assumption D.3. The content in the window X" is independent of its starting index ¢ for distribution P.
This assumption states that the contents and its absolute position in the context are independent. This generally holds in the
long context, since the position of a sentence can hardly imply the content of this sentence in the long context.

Theorem D.4. When the glide function is trained on a dataset with N i.i.d. samples, under Assumptions D.1, D.2, and D.2,
the gap between the population inference loss of the MLE from our training method and that of the optimal parameter can
be upper bounded as

Ep{logsoftmax Go+(q, X, X')) } f]Ep[logsoftmax(Gé(q,XW,X'))ld*}
< (14 dy exp(B))HB*(1 + B% B*)e 4+ log(1 + dy exp(B)) - TV(P;, P,)

Err. From Using Windows Positional Embedding Distribution Shift

1 . 1
v [d(d +dy)log(1 + NHB®) + log g]

Generalization Err.

with probability at least 1 — 0.

Here we can see that the error consists of three components. The first one results from that we adopt a sliding window
instead of using all tokens. This error is proportional to the attention score outside the window. The second one results from
the positinoal embedding distributional shift. In our experiments, we set ]3t as the uniform distribution, which will have
smaller distribution shift than not adopting this position offse technique. The last term results from that we use N samples
to train the model.

Proof of Theorem D.4. The proof takes three steps.

* Decompose the performance error.
* Bound each term in the decomposition.

* Conclude the proof.
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Step 1: Decompose the performance error.

Before the detailed decomposition, we would like to define optimal parameters of the modified Glide function as follows.

6>* = argming.g — Ep p, [log softmax(GZ’t(q, XV, X’))Id*}

0" = argming.g — Ep [log softmax(Go(q, X, X’))Id*} ,

where 65* is the optimal parameter that considers both the position offse and inputs truncation, and 6* is the optimal
parameter that only consider the input truncation.

Ep {bg softmax(Gy- (¢, X, X’))ld*} —Ep {log softmax(Gé(q,XW,X’))ld*}

=Ep {log softmax(Go- (g, X, X’))Id*} ~Ep {logsoftmax(Gg* (g, XV, X'))Id*}

approximation error

+Ep [logsoftmax(G(;* (q,XW,X’))Id*} —Ep 5, {log softmax(Gz’f(q,XW,X’))Id*}

positional embedding distribution shift

+Ep 5, [log softmax(GZ’f(q, XV, X/))m*} —Ep 5, [log softmax(GZ’:* (g, X"V, X’))Id*}

optimization error

+Ep 5, [log softmax(GZ’:* (g, X™, X’))Id*} —Epy .o, [1og softmax(GZJ (¢, X%, X’))Id*}

t
S, %

generalization error

+Ep, pr, [log softmax(GZ’;* (g, X™, X’))Id*} —Epy.pt, [1og softmax(GZ’t(q7 XV, X’))Id*}

optimization error

+Epy . pt, [log softmax(G‘;’t(q, XV, X’))Id*} —Epp [log softmax(G;’t(q, XV, X’))Id*}

generation error

+Epp, [log softmax(GZ’t(q7 XV, X") ] —Ep [log softmax(G(q, X ¥, X’))Id*}

Id*

positional embedding distribution shift

<Ep {log softmax(Gy- (g, X, X’))Id*} —Ep {logsoftmax(Gg* (g, XV, X’))Id*}

approximation error

Ep {1og softmax(Gy(q, X", X'))Id*} —Ep 5 {logsoftmax(GZ’t(q,XW, X'))Id*}

+ 2max
€6

positional embedding distribution shift

+ 2max

ma , (10

Id*

Epy.pt, [log softmax(GZ’t(q,XW, X)) } —Epp, [log softmax(GZ’t(q,XW, X’))Id*}

generation error

where the inequality follows from the fact that all the optimization error is less and equal to 0 according to the definitions.
Step 2: Bound each term in the decomposition.
Then we would like to separately upper bound the three kinds of error derived in the first step. Before calculating the

upper bounds, we note that softmax(Gg(q, X, X")) . > (1 + dy exp(B))~* for any 6 € © due to Lemma D.7. For the
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approximation error, we have that

Ep [log softmax(Go- (¢, X, X’))Id*} —Ep [log softmax(Gy. (¢, X, X’))Id*}
<Ep {logsoftmax(Gg*(q,X, X’))Id*} —Ep [log softmax (G- (g, XW,X’))H*}
< (1 + dy exp(B))HB*(1 + B% B?)e,

where the first inequality results from the definition of 6*, and the second inequality results from Lemmas D.6 and D.5. For
the positional embedding distribution shift, we have that

Ep {log softmax(Go (g, XV, X/))Id*} —Epp [log softmax(Gy* (g, X, X/))Id*}

max
6O
< log(1 + dy exp(B)) TV(P;, P,),

where the inequality results from the definition of the total variation. For the generalization error, we would like to apply
Theorem 4.3 of (Zhang et al., 2023). In fact, we have that with probability at least 1 — ¢, the following inequality holds.

max (Ep pe [log softmax(GZ’t(q, XV, X") ] —Epp, [log softmax(GZ’t(q, XV, X’))Id*}

€O Id*

1

1
< ____ 6 _
< \F[d(derv)log(lJrNHB ) + log 5].

Step 3: Conclude the proof.

Combining all the results in steps 1 and 2, we have that

Ep [log softmax(Go- (¢, X, X'))Id*} —Ep [log softmax (G (g, X, X’))Id*}
< (1+dy exp(B))HB*(1 + B% B?)e + log(1 + dy exp(B)) - TV(P;, P;)

1 . 1
v [d(d +dy)log(1 + NHB®) + log g]

D.3. Supporting Lemmas
Proposition D.5 (Proposition 11.1 in (Zhang et al., 2023)). For any z,% € R%, Ay, A; € R¥™¥97 and Ay, Ay € RIr*d,
we have that
|[ffn(z, A) — ffn(z, A)||,
<Al - [ Azlle - |2 = &[l2 + | Ar = Aulle - [ Aslle - [E]l2 + [ Aslle - [ A2 — Ag|le - [|E]o-

Lemma D.6 (Lemma 1.8 in (Zhang et al., 2023)). For any X, X € RN*? and any Waon, Wi, € R4 Wy, € Rxd
forh € [H], if | X2,00, | X 2,00 < Bx, [Wao.rllr < Bo, Wk illr, < Br, |Wynllg < By for h € [H], then we have

Hmha(X, Wan Wi n, Wyp 1) — mha(X, {Wo n, Wi n, Wyn Hi ) H2 .

< H-By(1+4B% - BoBg)||X — X|j2,00-

Lemma D.7 (Lemma 17 in (Zhang et al., 2022) ). Given any two conjugate numbers u,v € [1, 0], i.e., % + % =1, and
1<p< o forany A € R™*¢ and x € R€, we have

1Az]ly < 1A pullzlo and [|Az]ly < 1Al
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Lemma D.8. For a query vector q € R? and two sets of key-value pairs K| € RNixd [, ¢ RNV2xd 1, ¢ RMixd gp4
Vo € RN2X4 We define attention scores softmax(q' [K1, K2] ") and softmax(q" K') as

softmax(q ' [K1, Ka]") = [s] , 54 ], and softmax(q' K| ) = 5] .
Then we have that
||softmax(q " K[ )Vi — softmax(q " [K1, Ko T)[V,', Vo' ]|, < 2lls2ll1 - max{||[Vi|2,00: [[V2l2,00 }-
Proof of Lemma D.8. In fact, we have that
softmax(q " [K1, Ko] ") [V,', Vo' |7 = 5] Vi + s Vo, and softmax(q' K" )V; = 5] V;.

Further, the difference between s; and $; can be upper bounded as

lls1 — 511
_ i exp(q" [KiJis) X1 exp(q | [Ka)i,)
(X0 exp(qT [Klj) + S explqT[Kali:)) Y0 exp(q T [Klj.)
= ||sa /1,

where the equalities result from the definitions of softmax(-) and so. Then we have that

Hsoftmax(qTKI)Vl — softmax(q " [K1, Ko )[V;, VQT]TH2
= [|s{ Vi + 53 V2 = 5] VAl
<llst =81l - Mill2,00 + lls2lln - [[Vall2,00
< 2[|szl1 - max{[|Vi|2,0c, [ V2[[2,00}-

Thus, we conclude the proof of Lemma D.8.

E. Experiments Details

All models are trained using eight A100 80GB GPUs. For the 7B, 8B, and 13B target models trained on short-context data,
we employ LONGSPEC with ZeRO-1 (Rasley et al., 2020). For the 7B, §B, and 13B models trained on long-context data, as
well as for all settings of the 33B target models, we utilize ZeRO-3.

Standard cross-entropy is used to optimize the draft model while the parameters of the target model are kept frozen. To
mitigate the VRAM peak caused by the computation of the logits, we use a fused-linear-and-cross-entropy loss implemented
by the Liger Kernel (Hsu et al., 2024), which computes the LM head and the softmax function together and can greatly
alleviate this problem.

For the SlimPajama-6B dataset, we configure the batch size (including accumulation) to 2048, set the maximum learning
rate to Se-4 with a cosine learning rate schedule (Loshchilov & Hutter, 2017), and optimize the draft model using
AdamW (Kingma & Ba, 2015). When training on long-context datasets, we adopt a batch size of 256 and a maximum
learning rate of 5e-6. The draft model is trained for only one epoch on all datasets.

It is important to note that the primary computational cost arises from forwarding the target model to obtain the KV cache.
Recently, some companies have introduced a service known as context caching (DeepSeek, 2024; Google, 2024), which
involves storing large volumes of KV cache. Consequently, in real-world deployment, these pre-stored KV caches can be
directly utilized as training data, significantly accelerating the training process.

For the tree decoding of LONGSPEC, we employ dynamic beam search to construct the tree. Previous studies have shown that
beam search, while achieving high acceptance rates, suffers from slow processing speed in speculative decoding (Du et al.,
2024). Our research identifies that this slowdown is primarily caused by KV cache movement. In traditional beam search,
nodes that do not fall within the top-£ likelihood are discarded, a step that necessitates KV cache movement. However,
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Table 3. Average acceptance length 7 and decoding speed (tokens/s) across different models and settings. Specifically, “Vanilla HF” refers
to HuggingFace’s PyTorch-based attention implementation, while “Vanilla FA” employs Flash Attention. All results are computed
atT = 0.

| GovReport QMSum MultiNews LCC RB-P

‘ T Tokens/s T Tokens/s T Tokens/s T Tokens/s T Tokens/s

Setting

Vanilla HF | 1.00 25.25 1.00 18.12 1.00 27.29 1.00 25.25 1.00 19.18
@ VanillaFA | 1.00 45.76 1.00  43.68 1.00 55.99 1.00 54.07 1.00 46.61
>  EAGLE | 2.02 33.43 1.91 26.78 1.97 36.62 1.92 40.64 1.92 33.84
LongSpec | 3.57 10223  3.14 88.87 351 10055 3.73  107.30 3.86 110.76
_ Vanilla HF | 1.00 25.27 1.00 14.11 1.00 27.66 1.00 25.27 1.00 17.02
© VanillaFA | 1.00 42.14 1.00 36.87 1.00 50.19 1.00 54.17 1.00 42.69
8 EAGLE | 2.10 32.06 1.94 26.02 2.02 34.38 2.09 38.81 2.10 29.75
LongSpec | 3.59 101.43  3.06 85.23 341 97.93 421 12230 4.03 115.27
Vanilla HF | 1.00 21.59 1.00 18.67 1.00 29.91 1.00 29.48 1.00 22.77
82 VanillaFA | 1.00 53.14 1.00 51.22 1.00 56.94 1.00 56.73 1.00 54.08
4 EAGLE 1.79 28.27 2.00 25.78 2.33 39.57 2.65 42.95 2.61 30.39
LongSpec | 3.25 84.57 2.99 75.68 3.36 91.11 3.28 89.33 3.39 91.28

in speculative decoding, discarding these nodes is unnecessary, as draft sequences are not required to maintain uniform
lengths. Instead, we can simply halt the computation of descendant nodes for low-likelihood branches without removing
them entirely. By adopting this approach, beam search attains strong performance without excessive computational overhead.
In our experiments, the beam width is set to [4, 16, 16, 16, 16] for each speculation step. All inference experiments in this
study are conducted using float16 precision on a single A100 80GB GPU.

F. Experimental Results of EAGLE on Long-Context Speculative Decoding

In Table 3, we compare the average acceptance length 7 and decoding speed (tokens/s) for three models under four settings:
the baseline PyTorch implementation from HuggingFace (“Vanilla HF”), the same model with Flash Attention
(“Vanilla FA”), EAGLE (trained with anchor offset indices and inference with HuggingFace), and our LongSpec with hybrid
tree attention. Across five datasets (GovReport, QMSum, MultiNews, LCC, and RB-P), Vanilla HF’s decoding speeds are
limited between 14 and 30 tokens/s, while switching to Flash Attention boosts speeds to about 50 tokens/s, a more
than 2.5 x speedup.

EAGLE extends the acceptance length to around 2 and achieves 26—40 tokens/s, yielding a 30-50% speedup over Vanilla
HF. However, because EAGLE cannot leverage Flash Attention, its decoding speed remains substantially below that
of Vanilla FA in every setting.

In contrast, our LongSpec with hybrid tree attention achieves much higher decoding speeds of about 100 tokens/s across all
models and datasets. This demonstrates that EAGLE’s incompatibility with Flash Attention fundamentally limits
its decoding performance. Our hybrid tree attention preserves compatibility with Flash Attention, thus unlocking
substantially higher decoding speed, underscoring the importance of combining tree-structured attention with SoTA long-
context inference techniques such as Flash Attention.

G. Performance Analysis with Varying Prefill Lengths

In Table 4, we show a detailed breakdown of performance as the prefill length increases, with LongChat-7B on GovReport.
Across the all token range, the generation speed remains remarkably stable, only dropping a little in the 25k-32k range. The
average acceptance length remains consistent across all ranges, which indicates stable behavior in the number of tokens the
system chooses to retain during generation. This stability suggests that the draft quality is unaffected by the length of the
prefill, maintaining consistent output dynamics.

In terms of latency, the draft time increases only marginally, from 8.91 ms in the shortest context range to 9.25 ms in the
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Table 4. A detailed breakdown of performance as the prefill length increases, with LongChat-7B on GovReport.

Prefill Length ‘ 0-5k  5k-10k 10k-15k 15k-20k 20k-25k 25k-32k
Decoding speed (tokens/s) | 116.65 11552  114.54 113.47 115.13 103.68
Average acceptance length | 4.01 3.97 3.97 4.12 4.45 3.97

Draft time (ms) 8.91 8.92 8.93 8.98 9.13 9.25
Target time (ms) 25.63 25.66 25.61 27.30 29.08 30.89
Verify time (ms) 6.18 6.22 6.23 6.24 6.27 6.28

longest, while target time shows a gradual increase from 25.63 ms to 30.89 ms, reflecting the added computational load of
managing larger contexts. Verify time remains almost constant across all ranges, increasing only slightly from 6.18 ms to
6.28 ms.

Together, these results demonstrate that the system scales effectively with longer input contexts, maintaining high throughput
and consistent drafting quality with only modest increases in latency. This highlights the practicality and robustness of our
approach for real-world applications involving extended input sequences.

H. Discussion

While LONGSPEC demonstrates strong performance in accelerating long-context inference, it is currently designed ex-
clusively for decoder-only transformer-based LL.Ms. This restricts its applicability to architectures such as RNNs, where
speculative decoding and KV cache reuse are not directly compatible with our method. Furthermore, we note that all reported
results have zero error bars across runs, because of deterministic evaluation and fixed input settings in our benchmarking
setup. Future work could extend LONGSPEC to a broader range of model architectures and assess performance variability
across more diverse settings.

I. Case Study

Here we display some illustrative cases from GovReport on the longchat-7B model, where tokens marked in blue indicate
draft tokens accepted by the target model.

The report discusses the use of opioid medications in healthcare and the potential risks associated with their misuse.
Opioid medications are used to treat pain and can also be used to treat other health problems, such as severe coughing.
There are three types of opioid medications that are approved for use in the treatment of opioid use disorders:
methadone, buprenorphine, and naltrexone. Methadone is a full opioid agonist, meaning it binds to and activates
opioid receptors in the body. Buprenorphine is a partial opioid agonist, meaning it also binds to and activates opioid
receptors, but to a lesser extent than methadone. Naltrexone is an opioid antagonist, meaning it binds to and blocks
the effects of opioid receptors.

The report also discusses the potential risks associated with the use of opioid medications, including the risk of
addiction and the risk of overdose. The use of opioid medications can lead to physical dependence and tolerance,
which can make it difficult to stop using the medication. Additionally, the misuse of opioid medications can lead to
addiction, which can have serious consequences for the individual and their loved ones.

The report also discusses the potential risks associated with the diversion of opioid medications, which is the illegal
use of prescription opioids for non-medical purposes. Diversion can lead to increased rates of addiction, overdose,
and death.

The report concludes by discussing the importance of proper use and monitoring of opioid medications, as well as
the need for continued research and development of new treatments for opioid use disorders.
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The Railroad Retirement Board (RRB) is an independent federal agency that administers retirement, survivor,
disability, unemployment, and sickness insurance for railroad workers and their families. The RRB covers workers
who are employed by railroads engaged in interstate commerce and related subsidiaries, railroad associations, and
railroad labor organizations.

The RRB has two main programs: the Railroad Retirement Act (RRA) and the Railroad Unemployment Insurance
Act (RUIA). The RRA authorizes retirement, survivor, and disability benefits for railroad workers and their families.
The RUIA provides unemployment and sickness benefits for railroad workers.

The number of railroad workers has been declining since the 1950s, although the rate of decline has been irregular.
In recent years, railroad employment has increased after reaching an all-time low of 215,000 workers in January
2010. In April 2015, railroad employment peaked at 253,000 workers, the highest level since November 1999, and
then declined through FY2017, falling to 221,000 workers.

The RRB’s programs are designed to provide comprehensive benefits to railroad workers and their families. The
RRA and RUIA are important components of the railroad industry’s retirement and benefits system. The RRB’s
efforts to maintain and improve these programs are crucial for the well-being of railroad workers and their families.

The Congressional Gold Medal is a prestigious award given by the United States Congress to individuals and groups
in recognition of their distinguished contributions, achievements, and services to the country. The tradition of
awarding gold medals dates back to the late 18th century, and it has been used to honor a wide range of individuals,
including military leaders, scientists, artists, and humanitarians.

The first Congressional Gold Medals were issued by the Continental Congress in the late 1700s, and since then,
Congress has awarded over 2,000 medals to various individuals and groups. The awarding of the Congressional
Gold Medal is not a permanent statutory provision, and it is typically done through special legislation.

The process of awarding the Congressional Gold Medal involves several steps, including the introduction of
legislation, the consideration of the legislation by the relevant committees, and the approval of the legislation by
both the House of Representatives and the Senate. Once the legislation is approved, the Secretary of the Treasury is
responsible for striking the medal, which is then presented

The design of the Congressional Gold Medal is typically determined by the Secretary of the Treasury, in consultation
with the Citizens Coinage Advisory Committee and the Commission of Fine Arts. The medal typically features a
portrait of the recipient, as well as inscriptions and symbols that reflect the recipient’s achievements and contributions.
The Congressional Gold Medal is considered one of the highest civilian honors in the United States, and it is often
given to individuals who have made significant contributions to their field or to the country as a whole. The award
has been given to a wide range of individuals, including military heroes, civil rights leaders, and artists.

In recent years, the number of Congressional Gold Medals awarded has increased, with over 50 bills introduced in
the 113th Congress alone. The award has also been given to a growing number of groups, including military units,
organizations, and even entire cities.

Overall, the Congressional Gold Medal is a prestigious award that recognizes the achievements and contributions of
individuals and groups to the United States. The award is given through special legislation and involves several steps,
including the introduction of legislation, the consideration of the legislation by the relevant committees, and the
approval of the legislation by both the House of Representatives and the Senate. The medal is typically designed by
the Secretary of the Treasury, in consultation with the Citizens Coinage Advisory Committee and the Commission
of Fine Arts, and it features a portrait of the recipient, as well as inscriptions and symbols that reflect the recipient’s
achievements and contributions.
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The report provides an overview of the annual appropriations for the Department of Homeland Security (DHS) for
FY2019. It compares the enacted FY2018 appropriations for DHS, the Trump Administration’s FY2019 budget
request, and the appropriations measures developed and considered by Congress in response to the request. The
report identifies additional informational resources, reports, and policy experts that can provide further information
on DHS appropriations.

The report explains several specialized budgetary concepts, including budget authority, obligations, outlays,
discretionary and mandatory spending, offsetting collections, allocations, and adjustments to the discretionary
spending caps under the Budget Control Act (BCA). It also provides a detailed analysis of the appropriations process
for DHS, including the various committees and subcommittees involved, and the role of the Congressional Budget
Office (CBO) and the Government Accountability Office (GAO).

The report highlights the key issues and debates surrounding DHS appropriations, including funding for border
security, immigration enforcement, cybersecurity, and disaster response. It also discusses the impact of the BCA on
DHS appropriations and the potential for future changes to the spending caps.

Overall, the report provides a comprehensive analysis of the annual appropriations for DHS and the factors that
influence the allocation of funding. It is a valuable resource for policymakers, analysts, and stakeholders interested
in understanding the complexities of DHS appropriations and the challenges facing the department in the coming
years.
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