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Abstract001

Handling unanswerable questions (UAQ) is cru-002
cial for LLMs, as it helps prevent misleading003
responses in complex situations. While previ-004
ous studies have built several datasets to assess005
LLMs’ performance on UAQ, these datasets006
lack factual knowledge support, which lim-007
its the evaluation of LLMs’ ability to utilize008
their factual knowledge when handling UAQ.009
To address the limitation, we introduce a new010
unanswerable question dataset FUAQ, a bilin-011
gual dataset with auxiliary factual knowledge012
created from a Knowledge Graph. Based on013
FUAQ, we further define two new tasks to mea-014
sure LLMs’ ability to utilize internal and ex-015
ternal factual knowledge, respectively. Our016
experimental results across multiple LLM se-017
ries show that FUAQ presents significant chal-018
lenges, as LLMs do not consistently perform019
well even when they have factual knowledge020
stored. Additionally, we find that incorporat-021
ing external knowledge may enhance perfor-022
mance, but LLMs still cannot make full use of023
the knowledge which may result in incorrect024
responses.025

1 Introduction026

Large Language Models (LLMs) have shown027

strong performance on a wide range of tasks, in-028

cluding logical reasoning and question-answering029

(Achiam et al., 2023; Wei et al., 2022; Bai et al.,030

2023). While LLMs demonstrate remarkable031

performance on traditional question-answering032

datasets, in real-world applications, questions033

posed by users may not have definite or factual034

answers, for example: "Who is the sibling of Nero035

Caesar and also the father of Seti I?". Specifically,036

these questions lack factual answers since there is037

no supporting factual knowledge either in the real038

world or within the constraints of the user’s con-039

text. Hence, we refer to them as unanswerable040

questions (UAQ)1 in this paper. When faced with 041

UAQ, if LLMs provide counterfactual responses, 042

they might mislead users and cause unexpected 043

consequences. 044

Several researchers have built unanswerable 045

datasets (Yin et al., 2023; Hu et al., 2023; Liu et al., 046

2023) for LLMs evaluation. With the help of these 047

datasets, we can effectively assess the LLMs’ abil- 048

ity to discriminate between unanswerable questions 049

(UAQ) and answerable questions (ABQ). However, 050

these datasets have non-negligible shortcomings: 051

(1) UAQ without explicit factual knowledge sup- 052

port: The UAQs in the previous studies are mainly 053

sourced from web-crawling (Yu et al., 2022; Yin 054

et al., 2023), brainstorming (Hu et al., 2023), or ob- 055

tained by replacing key entities in correct sentences 056

with fake ones (Liu et al., 2023). These existing 057

datasets only provide answers or labels without 058

the information of supporting factual knowledge. 059

This makes it difficult to evaluate LLMs’ ability to 060

utilize internal or external factual knowledge for 061

handling UAQs. (2) English only: To our best 062

knowledge, the existing datasets only support eval- 063

uation in English. It might be interesting to know 064

whether the ability can be generalized to other lan- 065

guages. 066

To overcome the above shortcomings, we intro- 067

duce a new dataset FUAQ, a bilingual unanswer- 068

able question dataset in which each question is 069

accompanied by related factual knowledge. The 070

factual knowledge is from Knowledge Graph in 071

two languages, English and Chinese. We first sam- 072

ple factual triples from Wikidata (Pellissier Tanon 073

et al., 2016), a widely used KG, as factual knowl- 074

edge. Then we further design question templates 075

for different question types. Based on the factual 076

triples and the templates, we generate UAQs and 077

ABQs. As we have all the detailed information 078

during generation, we can design reasoning clues 079

1We focus on the factual questions in this paper
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Dataset CREPE SelfAware FalseQA UnknownBench FUAQ
(Yu et al., 2022) (Yin et al., 2023) (Hu et al., 2023) (Liu et al., 2023) (Ours)

Source Web Web Brainstorming Rewrite KG
#Questions 8,466 3,369 4,730 6,323 13,970
#UAQs 2,202 1,032 2,365 4,251 6,985
#Tasks 1 1 1 1 3
Language EN EN EN EN EN & ZH

Answer or Label ! ! !∗ ! !

Factual Knowledge % % % % !

Table 1: Statistics of unanswerable question datasets (data sampled from other datasets is excluded). FUAQ is
a large unanswerable dataset with auxiliary factual knowledge. Besides, it is the only dataset that supports 3
evaluation tasks in 2 languages. ∗: provide a feasible response as the answer.

as external knowledge for each question. Finally,080

we attach related factual triples to each question as081

auxiliary factual knowledge, which can be used for082

evaluating LLMs’ ability to utilize factual knowl-083

edge in handling UAQ.084

Based on FUAQ, different strategies can be em-085

ployed to evaluate LLMs’ ability to utilize factual086

knowledge when handling UAQ. In this paper, we087

propose three evaluation tasks: one basic task sim-088

ilar to traditional classification tasks in existing089

datasets, and two new tasks specifically designed090

for evaluation. (1) Discriminating between UAQ091

and ABQ: a basic task that provides UAQ and ABQ092

directly to LLMs, evaluating their ability to discrim-093

inate them. (2) Evaluating LLMs’ ability to utilize094

internal factual knowledge in handling UAQ: if re-095

lated factual knowledge is stored in LLMs, can they096

utilize the knowledge efficiently? (3) Evaluating097

LLMs’ ability to utilize external factual knowledge098

in handling UAQ: if related factual knowledge is099

provided for LLMs in CoT, can they utilize the100

clues to answer UAQ correctly?101

Finally, FUAQ contains 6,985 UAQs and an102

equal number of ABQs, totaling 13,970 questions.103

Additionally, we construct 8,686 questions for104

UAQs’ relevant knowledge and 13,970 reasoning105

clues as external knowledge to support the two106

tasks for in-depth evaluation. All data are pre-107

sented bilingually in both English and Chinese.108

The statistics of relevant datasets are detailed in109

Table 1. From the table, we can find that FUAQ110

is the largest unanswerable dataset among them.111

Besides, with auxiliary factual knowledge and rea-112

soning clues, FUAQ is able to support the in-depth113

evaluation of using factual knowledge for handling114

UAQ.115

In summary, our contributions are as follows:116

• We create a new dataset, FUAQ, to evaluate117

LLMs’ ability to handle the unanswerable ques-118

tions. The questions are accompanied by factual 119

knowledge from a KG. To our best knowledge, 120

FUAQ is the largest unanswerable dataset among 121

the existing datasets and the first that has auxiliary 122

factual knowledge which makes in-depth evalua- 123

tion of LLMs possible. Moreover, FUAQ is in two 124

languages, English and Chinese. 125

• We define two new tasks to comprehensively 126

assess LLMs’ ability to utilize internal and external 127

factual knowledge in handling UAQ, respectively. 128

During the evaluation, we design a new metric, 129

knowledge-aware refusal rate, to measure the per- 130

formance. 131

• Based on our dataset, we evaluate across mul- 132

tiple series of LLMs. Insights obtained from the 133

evaluation are summarized as follows: 134

(1) FUAQ is a challenging benchmark for LLMs in 135

discriminating between UAQ and ABQ. 136

(2) Despite LLMs having stored extensive factual 137

knowledge within their parameters, they fail to ef- 138

fectively utilize internal knowledge in this task. 139

(3) External factual knowledge may help LLMs to 140

discriminate UAQ and ABQ. However, LLMs still 141

can not make full use of them in handling UAQ. 142

2 Related Work 143

2.1 Unanswerable Question Datasets 144

Existing unanswerable question datasets are built 145

from multiple sources, including web-crowded (Yu 146

et al., 2022; Yin et al., 2023) and brainstorming 147

(Yin et al., 2023). The number of UAQs in these 148

datasets is limited because UAQs are naturally rare 149

in the real world. To scale up the dataset, Liu et al. 150

(2023) build a large synthetic unanswerable ques- 151

tion dataset. It collects a list of false entities and 152

constructs UAQs by filling false entities in prede- 153

fined templates or replacing key entities in ABQs. 154

These datasets focus on evaluating LLMs’ ability 155
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to discriminate UAQ and ABQ in English, only156

providing answers or labels without information157

of supporting factual knowledge. This makes it158

difficult to evaluate LLMs’ ability to apply internal159

or external factual knowledge for handling UAQs.160

Our dataset FUAQ is created from scratch based on161

a multilingual Knowledge Graph, collecting triples162

as auxiliary factual knowledge to construct UAQs163

and ABQs, which makes in-depth evaluations of164

LLMs possible.165

2.2 Evaluation of LLMs’ Internal Knowledge166

Researchers have proposed several benchmarks to167

evaluate LLMs’ internal knowledge by open-ended168

generation (Joshi et al., 2017; Paperno et al., 2016;169

Lin et al., 2021). While the open-ended genera-170

tion setting assesses LLMs’ ability to "speak out"171

their internal knowledge, it isn’t easy to evaluate172

(Chang et al., 2024). Alternatively, multiple-choice173

is adopted in many benchmarks as a feasible setting,174

including MMLU (Hendrycks et al., 2021), C-Eval175

(Huang et al., 2024), and LogiQA(Liu et al., 2020).176

Therefore, for the convenience of evaluation, fol-177

lowing the setup of previous research, we design178

the questions for querying knowledge relevant to179

UAQ in the multiple-choice format.180

3 FUAQ181

In this section, we introduce our dataset FUAQ, a182

bilingual unanswerable question dataset in which183

each question is accompanied by related factual184

knowledge. First, we introduce the question gener-185

ation procedure (§3.1) for unanswerable questions186

(UAQ) and answerable questions (ABQ). Then we187

illustrate three tasks defined on FUAQ (§3.2). Fi-188

nally, we report statistics information of FUAQ189

(§3.3).190

3.1 Question Generation191

As shown in Figure 1, the question generation has192

3 steps: Question Type Definition, Factual Triple193

Sampling, and Template Generation & Filling.194

Question Type Definition Inspired by widely195

used QA datasets (Yih et al., 2016; Gu et al.,196

2021) and relevant unanswerable question datasets197

(Hu et al., 2023), we define three question types198

(QTypes): Inter, Time, and Dilemma. (1) Inter:199

LLMs need to return the intersection of two non-200

empty sets, which correspond to the answer sets of201

two sub-questions. For UAQ, this intersection is an202

empty set. (2) Time: LLMs need to respond based203

on the time constraints given in the question. How- 204

ever, such constraints cannot be satisfied for UAQ. 205

(3) Dilemma: LLMs need to answer questions that 206

provide candidate answers, but for UAQ, all pro- 207

vided candidates are incorrect. Table 2 shows the 208

examples for each QType. 209

Factual Triple Sampling Once the question type 210

is determined, we need to acquire bilingual factual 211

knowledge to construct the questions. We sample 212

factual triples as knowledge from Wikidata (Pel- 213

lissier Tanon et al., 2016), a reliable and extensive 214

KG that serves as a central repository for structured 215

multilingual factual data across various subjects. 216

First, we send a query to Wikidata via API 2 217

to fetch properties3 and their corresponding de- 218

scriptions. The property description provides the 219

meaning and usage of the property. Then we define 220

the following criteria to choose properties: (1) it 221

can be easily understood with the help of its de- 222

scription, (2) it appears at least 5 times in Wikidata, 223

and (3) it is capable of providing factual knowl- 224

edge. Through the aforementioned criteria, we 225

obtained a property list Pl, with 724 properties, 226

e.g. editor and cast member. Finally, we construct 227

different queries corresponding to each QType to 228

retrieve relevant entities with both English and Chi- 229

nese labels. These entities combine with properties, 230

yielding factual triples that serve as knowledge. 231

Examples and details of factual triple sampling for 232

three QTypes are listed in Appendix A. 233

Template Generation and Filling Till now, we 234

have factual triples and planned answers to use in 235

the subsequent steps. The next step is to generate 236

bilingual templates and fill relevant information 237

into templates to generate questions. In our ap- 238

proach, we first mask the entities in the relevant fac- 239

tual triples and keep properties unchanged, using 240

[Ei] to mask the entities intended to appear in the 241

question and [Ans] to mask the position intended 242

as the question target, e.g. ([E1], editor, [Ans]) & 243

([E2], cast member, [Ans]). Then we provide them 244

to GPT-3.5 along with the property description to 245

generate templates in the target language, e.g. "edi- 246

tor is the person who checks and corrects a work 247

(such as a book, ... etc.)". The prompt we use is 248

shown in Appendix E. The question templates gen- 249

erated by GPT-3.54 contain errors in some cases, 250

2https://query.wikidata.org/
3Property in Wikidata can be interpreted as a relation or

an attribute in triples.
4gpt-3.5-turbo-0125
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Task1
UAQ: Who is p1 of e1 and also p2 of e2?
Label: ‘UAQ’
Answer: {Ø}
ABQ: Who is p1 of e3 and also p2 of e4?
Label: ‘ABQ’
Answer: {a1, a2}

① Question Type Definition

QType - Inter: Set1∩Set2

Factual Triple
UAQ: [(e1, p1, {x1, ...xi}) & (e2, p2, {y1, ...yj})]
ABQ: [(e3, p1,{a1, a2}) & (e4, p2, {a1, a2})]

Property Description
1. p1 means …
2. p2 means …

② Factual Triple Sampling

Sample
Question Template

Who is p1 of [E1]?
Who is p2 of [E2]?
Who is p1  of [E1] and also p2 of [E2] ? 

④ Task Definition

③ Template Generation

Query

Prepare Query 
Sample Property: p1, p2
ABQ: Join((?e1, p1, ?ans), (?e2, p2, ?ans))
UAQ: 
1. (?e1, p1, ?ans1)
2. (?e2, p2, ?ans2)

References

①

②

③

④

Need Set1 & Set2

Task2
Question1: Who is p1 of e1?
Answer1: {x1, ...xi}
Question2: Who is p2 of e2?
Answer2: {y1, ...yj}
Question3: Who is p1 of e3?
Answer3: {a1, a2}
Question4: Who is p2 of e4?
Answer4: {a1, a2}

Task3
UAQ: Who is p1 of e1 and also p2 of e2?
Reasoning Clue: (CoT with factual knowledge)
The question can be split into q1 and q2. q1 is "...". 
q2 is "...". The answer to q1 is " x1, ...xi ". The 
answer to q2 is " y1, ...yj ". Combine the answers to 
q1 and q2 to make a judgment. If there is an 
intersection ... then the answer to the question is 
this intersection. If there is no ... then there is no 
answer to the question. In summary:
Label: ‘UAQ’

Figure 1: Dataset Construction Process (QType Inter in English as an example) for unanswerable question (UAQ)
and answerable question (ABQ): (1) Define the question type. (2) Sample factual triples from Wikidata as knowledge.
(3) Generate questions by filling in the templates generated by LLM. (4) Define three tasks and compose unique
inputs with information from the preceding steps as references.

QType Description Example

Inter Return intersection of two sets (UAQ) Qi1 : Who is the editor of Enneads and also the cast member in The
Sixth Sense?

(ABQ) Qi2 : Who is the editor of Die Rote Fahne and also the cast member
in The Eternal Jew?

Time Consider time constraints (UAQ) Qt1 : Erfurt was twinned with which city from 1957 to 1962?

(ABQ) Qt2 : Erfurt was twinned with which city from 1971 to 1976?

Dilemma Provide candidate answer (UAQ) Qd1 : What tribe does Segestes belong to, Mohawk people or Khamti
people?

(ABQ) Qd2 : What tribe does Segestes belong to, Khamti people or Cherusci?

Table 2: Question type (QType) of unanswerable question (UAQ) and answerable question (ABQ) in FUAQ.
Examples in Chinese are listed in Appendix B.

including semantic errors, and slots missing. Ex-251

amples are listed in Table 9. To ensure the quality252

of the question templates, we manually inspect all253

templates generated by GPT-3.5, revise or discard254

incorrect ones, and obtain 864 templates for each255

language, e.g. "Who is the editor of [E1] and also256

the cast member in [E2]?". Finally, we fill in the257

templates with entities and get the questions. For258

example, we put "Enneads" and "The Sixth Sense"259

into slots [E1] and [E2] of the template and then260

get the question "Who is the editor of Enneads and261

also the cast member in The Sixth Sense?".262

Through the above processes, we sampled fac-263

tual triples from Wikidata (["(Enneads, editor,264

{Porphyry, ...xi}) & (The Sixth Sense, cast mem-265

ber, {Mischa Barton, ...yj}])") and generated corre-266

sponding ABQ or UAQ by filling in the template,267

e.g. "Who is the editor of Enneads and also the cast268

member in The Sixth Sense?" (UAQ Qi1 in Table 2). 269

The answers to these questions are decided as well. 270

For example, "{Rosa Luxemburg, ...}" for ABQ Qi2 271

and "None" for UAQ Qi1 in Table 2. 272

3.2 Task Definition 273

In this section, we define three tasks for evaluat- 274

ing LLMs’ ability to utilize factual knowledge for 275

handling UAQ and introduce their distinctive input 276

drawing from the generated questions and factual 277

triples outlined in §3.1. 278

Task 1: Discriminating between UAQ and ABQ 279

In this task, we intend to examine LLMs’ ability 280

to discriminate UAQ and ABQ. Following the set- 281

tings of previous works (Yin et al., 2023; Liu et al., 282

2023; Amayuelas et al., 2023), we provide ques- 283

tions generated in §3.1 as LLMs’ input and attach 284

the corresponding answer (factual answer set to 285
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ABQ and "None" to UAQ) for evaluation.286

Task 2: Evaluating LLMs’ ability to utilize287

internal factual knowledge in handling UAQ288

In this task, we first probe LLM’s capacity of289

knowledge relevant to Task 1 questions and then290

combine it with Task 1 result to evaluate whether291

LLM can effectively utilize its internal factual292

knowledge to handle UAQ.293

We probe LLMs by asking questions about rele-294

vant factual knowledge of UAQ. If LLMs answer295

correctly, we consider their internal knowledge to296

be correct; otherwise, we consider them to be incor-297

rect. We construct the input in the form of multiple-298

choice questions, each offering four options. The299

following outlines the construction procedure ac-300

cording to QTypes.301

• For a UAQ from Inter, we first split the ques-302

tion into two sub-questions and provide four op-303

tions for each sub-question. For example, Qi1 in304

Table 2, relevant triples are (Enneads, editor, ans1)305

and (The Sixth Sense, cast member, ans2). We can306

construct two questions Q1: "Who is the editor of307

Enneads?" and Q2: "Who is the cast member in308

The Sixth Sense?". When constructing the options309

list, we ensure that both ans1 and ans2 appear in310

the option lists of the two sub-questions. Subse-311

quently, we sample entities of the same type from312

Wikidata as incorrect options for Q1 and Q2, thus313

completing their options list with four options.314

• For a UAQ from Time, we locate the neces-315

sary time boundary for solving it and construct the316

corresponding multiple-choice question. For exam-317

ple, Qt1 in Table 2, the necessary time boundary is318

(Erfurt, twin_city_start_time, 1971), demonstrating319

that the time constraint (“from 1957 to 1962”) is un-320

feasible. We can construct the following question:321

"When did Erfurt first twin with a city?". Apart322

from the gold answer "1971" and end time point323

"1962" in the question, we randomly sample two324

time points, one is earlier than "1957" and another325

is later than "1962", e.g. "1954" and "1965" respec-326

tively.327

• For a UAQ from Dilemma, after eliminating328

candidate answers, we utilize the remaining con-329

tent as the question. For example, Qd1 in Table 2,330

relevant triple is (Segestes, tribe, Cherusci). "Mo-331

hawk people" and "Khamti people" are provided332

candidate answers. After elimination, we obtain333

the question "What tribe does Segestes belong to?".334

When constructing the list of options, we ensure335

that the gold answer "Cherusci" and candidate an-336

Number of entities 9,021
Number of properties 724
Number of Tasks 3

Number of questions (EN | ZH)
Total 13,970
UAQ / ABQ 6,985 / 6,985
Inter / Time / Dilemma 3,428 / 3,882 / 6,660

Table 3: Statistical information of FUAQ. We have En-
glish and Chinese versions for each question across
three tasks.

swers provided in Qd1 are included. Subsequently, 337

we expand the number of options to four following 338

the entity sampling strategy outlined in Inter. 339

Task 3: Evaluating LLMs’ ability to utilize 340

external factual knowledge in handling UAQ 341

In this task, we provide LLMs with well-designed 342

reasoning clues as external factual knowledge, eval- 343

uating LLMs’ ability to utilize external factual 344

knowledge in handling UAQ. A reasoning clue is 345

in the form of CoT: (1) decompose input question 346

Q into several steps (contain question from Task 347

2), (2) come up with relevant factual knowledge, 348

and (3) answer Q based on the preceding informa- 349

tion. In the reasoning clue, decomposed questions 350

and relevant factual knowledge (Steps 1 & 2) are 351

provided. 352

We take Qi1 in Table 2 as an example, reasoning 353

clue for it is: "(1) The question can be split into q1 354

and q2. q1 is "Who ...". q2 is "Who ...". (2) The 355

answer to q1 is "Porphyry, ...". The answer to q2 356

is "Mischa Barton, ...". (3) Combine the answers 357

to q1 and q2 to make a judgment. If there is an 358

intersection ... then the answer to the question is 359

this intersection. If there is no ... then there is no 360

answer to the question." More examples are shown 361

in Appendix B. 362

3.3 Dataset Statistics and Manual Inspection 363

Detailed information about FUAQ is presented in 364

Table 3. FUAQ has three distinctive features: First, 365

it is a large dataset comprising 13,970 questions. 366

Second, it provides auxiliary factual knowledge for 367

each question, which can support evaluation tasks 368

on factual knowledge application. Third, it sup- 369

ports three tasks across two languages. Beyond one 370

basic task, the other two are new tasks designed to 371

comprehensively assess LLMs’ capabilities of us- 372

ing factual knowledge they have. To ensure quality, 373

we conducted manual inspection of FUAQ during 374

and after its construction. The inspection result 375
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Language English Chinese

Metric Refusal Rate Acc Refusal Rate Acc

Model Rua ↑ Rab ↓ R∆ ↑ Acc ↑ Rua ↑ Rab ↓ R∆ ↑ Acc ↑

Open-sourced LLMs
Llama3 47.20 23.38 23.82 48.99 23.72 13.77 9.95 35.89
Mistral0.2 62.15 31.27 30.88 54.32 49.49 41.57 7.92 19.31
Qwen2.5 65.74 34.65 31.09 44.29 48.62 31.93 16.69 43.79
GLM4 63.74 34.73 29.01 49.23 47.03 32.90 14.13 41.53
Average 59.71 31.01 28.70 49.21 42.22 30.04 12.17 35.13

Black-box LLMs
Gemini-1.5-pro 66.50 12.25 54.24 69.62 57.42 19.01 38.40 53.98
GPT-4o-mini 85.05 42.15 42.91 50.51 45.84 27.70 18.14 47.02
GPT-4 85.70 22.43 63.26 66.79 63.85 29.33 34.52 51.02
Average 79.08 25.61 53.47 62.31 55.70 25.35 30.35 50.67

Table 4: Refusal rate and Acc of LLMs evaluated in
Task 1. Rua, Rab: the refusal rate of UAQ and ABQ
respectively. R∆: Rua - Rab
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Figure 2: Refusal rate and Acc evaluated in Task 1 of
Qwen2.5 series with parameters scaling from 0.5B to
72B. Detailed results are shown in Appendix (Table 10).

shows that 99.2% of questions meet our standards.376

Details are available in Appendix C.377

4 Experiments378

4.1 Experiment Setup379

We conduct a sequence of experiments by vari-380

ous open-sourced and black-box LLMs, including381

Llama3 (AI@Meta, 2024), Mistral0.2 (Jiang et al.,382

2023), Qwen2.5 (Bai et al., 2023), GLM4 (Zeng383

et al., 2022), Gemini-1.5-pro (Gemini Team, 2024)384

and OpenAI series (GPT-4o-mini, GPT-4) (Achiam385

et al., 2023). Open-sourced LLMs we evaluated are386

corresponding Chat or Instruct versions around 7B.387

Our experiments are conducted based on the evalu-388

ation framework lm-evaluation-harness (Gao et al.,389

2023), more details can be found in Appendix D.390

Metrics391

• Following Liu et al. (2023), we obtain refusal392

rate using lexical matching by identifying key-393

words that indicate denial, apology, or absten-394

tion. We conducted a human evaluation of sam-395

pled LLMs’ responses, showing a strong alignment396

between the lexical matching results and human397

judgment. Details can be found in Appendix G.1.398

The refusal rates for UAQ and ABQ are denoted as399

Rua and Rab, respectively. We are also concerned400

with the difference between these two, denoted as 401

R∆. The larger the R∆, the better LLM can dis- 402

criminate UAQ and ABQ. Ideally, as the capacity 403

of LLM enhances, Rua tends to 1, Rab tends to 0, 404

and R∆ tends to 1. 405

• For ABQ in FUAQ, we evaluate the accuracy 406

(Acc) of LLM’s answer. We search LLM’s re- 407

sponses by exact match based on the provided an- 408

swer list. 409

• For Task 2, we first report the knowledge pass rate 410

(KPR), which measures the percentage of cases in 411

which the LLM successfully passes the knowledge 412

test. To enable a fair comparison of LLMs’ ability 413

to utilize internal knowledge across different KPR 414

levels, we introduce a metric called knowledge- 415

aware refusal rate (KRR): 416

KRR = (1 + e−R∆·KPR−1
)−1 (1) 417

A higher KRR indicates better performance, with 418

values ranging from 0 to 1. 419

4.2 Task 1: Discriminating between UAQ and 420

ABQ 421

In this task, we examine LLMs’ ability to dis- 422

criminate UAQ and ABQ by directly providing 423

UAQs/ABQs to LLMs, which is close to real-world 424

application scenarios. Additionally, we analyze the 425

relationship between LLMs’ parameter size and 426

their performance. The prompts we used are listed 427

in Appendix E. 428

Results of Task 1 are listed in Table 4. All 429

LLMs have a positive R∆ in two languages. It indi- 430

cates that LLMs have a certain ability to discrimi- 431

nate UAQ and ABQ when directly confronted with 432

them. However, even the best LLM only achieves 433

63.26/38.40 R∆ in English/Chinese, which means 434

FUAQ can be a challenging benchmark for evaluat- 435

ing LLMs’ ability to discriminate UAQ and ABQ. 436

In English, black-box LLMs demonstrate supe- 437

rior R∆ compared to open-sourced LLMs. While 438

GPT-4o-mini shows a high refusal rate (85.05) 439

for UAQs, it incorrectly refuses more ABQs than 440

Mistral0.2, leading to lower Acc scores (50.51 vs 441

54.32). Gemini-1.5-pro achieves the highest Acc 442

and maintains a R∆ comparable to GPT-4, primar- 443

ily due to its lower Rab. 444

We observe similar patterns in Chinese, though 445

with a lower R∆ compared to English. This sug- 446

gests that Chinese questions pose greater chal- 447

lenges for LLMs in discriminating between UAQ 448

and ABQ. We provide some cases in Appendix 449

6



Language English Chinese

Model KPR ↑ R∆ ↑ KRR ↑ KPR ↑ R∆ ↑ KRR ↑

Open-sourced LLMs
Llama3 65.80 23.82 58.95 52.70 9.95 54.71
Mistral0.2 68.92 30.88 61.02 40.21 7.92 54.91
Qwen2.5 75.16 31.09 60.20 60.44 16.69 56.86
GLM4 65.67 29.01 60.87 55.63 14.13 56.32
Average 68.89 28.70 60.26 52.25 12.17 55.70

Black-box LLMs
Gemini-1.5-pro 69.03 54.24 68.69 76.74 38.40 62.26
GPT-4o-mini 76.52 42.91 63.66 73.73 18.14 56.12
GPT-4 81.80 63.26 68.42 83.21 34.52 60.23
Average 75.78 53.47 66.93 77.89 30.35 59.53

Table 5: Performance of LLMs in Task 2 knowledge test.
KPR: knowledge pass rate. R∆: difference between
Rua and Rab (from Table 4). KRR: knowledge-aware
refusal rate.

G.2.1.450

In summary, the above facts indicate that FUAQ451

is a very challenging benchmark for LLMs. For452

black-box LLMs, the R∆ scores range from 42.91453

to 63.26 in English and from 18.14 to 38.40 in454

Chinese, respectively.455

Model Scaling456

We report refusal rate and Acc of the Qwen2.5457

series, including 7 versions with model scaling458

from 0.5B to 72B. Figure 2 illustrates the trend of459

changes in metrics as model scale. Detailed results460

are listed in Appendix F. As LLMs’ parameters461

scale up, there are noticeable increasing trends in462

R∆. This indicates that larger LLMs can achieve463

better results in discriminating UAQ and ABQ.464

On the other hand, we observe that Rua and Rab465

do not show the expected continuous increase or466

decrease. Instead, they exhibit consistent fluctu-467

ating patterns with each other. This suggests that468

the improvements LLMs achieved in R∆ do not469

necessarily lead to better performance in both Rua470

and Rab: refusing more UAQs while refusing fewer471

ABQs.472

4.3 Task 2: Evaluating LLMs’ ability to473

utilize internal factual knowledge in474

handling UAQ475

In this task, we provide LLMs with questions476

for knowledge testing and report their knowledge477

pass rate (KPR) and knowledge-aware refusal rate478

(KRR). Results are listed in Table 5.479

All black-box LLMs achieve higher KPR than480

open-sourced LLMs, demonstrating stronger fac-481

tual knowledge capability. Black-box LLMs also482

demonstrated a stronger ability in knowledge uti-483

lization compared with open-sourced LLMs on av-484

erage. We observed that while Gemini-1.5-pro 485

fails to achieve the highest KPR, it outperforms 486

all other LLMs in terms of KRR, including GPT-4. 487

Although Gemini 1.5 Pro’s KPR in Chinese evalu- 488

ation still shows a notable gap compared to GPT-4, 489

its superior ability in internal knowledge utilization 490

resulted in its R∆ exceeding GPT-4 by 3.88. 491

Among open-source LLMs, Qwen2.5 leads in 492

KPR for both English and Chinese. Although the 493

English KPR of Mistral0.2 is 6.24 points lower than 494

Qwen2.5, it achieves a higher KRR, suggesting it 495

applies its knowledge more efficiently despite hav- 496

ing a smaller knowledge storage. However, Mis- 497

tral0.2 exhibits a notable decline in KPR when 498

processing Chinese inputs, resulting in a lower R∆. 499

These findings highlight that knowledge utilization 500

and knowledge storage are critical determinants of 501

LLMs’ overall performance. 502

When evaluating the same set of Task 2 ques- 503

tions in Chinese versus English, most LLMs show 504

decreased KPR, with Gemini-1.5-pro and GPT-4 505

being the exceptions, showing increases of 7.71 and 506

1.41 respectively. However, all models, including 507

those with improved KPR, experience a decline in 508

KRR when processing Chinese inputs, indicating 509

greater difficulty in discriminating UAQ and ABQ 510

in Chinese. Notably, Qwen2.5 and GLM4, despite 511

their lower KPR compared to black-box LLMs, 512

achieve slightly better KRR than GPT-4o-mini. It 513

suggests that Qwen2.5 and GLM4 process a rela- 514

tively stable knowledge utilization ability across 515

languages. This can be attributed to their strategy 516

during the training phase, where they carefully de- 517

signed both the data composition and training task 518

to enhance the model’s multilingual capabilities. 519

In summary, the high KPR indicates that LLMs 520

have stored extensive knowledge within their pa- 521

rameters. However, the comparatively low KRR 522

reveals limitations in their ability to effectively 523

utilize internal knowledge. Future research ef- 524

forts should prioritize developing methods to en- 525

hance the utilization of LLMs’ internal knowledge, 526

thereby bridging the gap between knowledge stor- 527

age and practical utilization. 528

4.4 Task 3: Evaluating LLMs’ ability to 529

utilize external factual knowledge in 530

handling UAQ 531

In this task, we provide questions and CoT with fac- 532

tual knowledge (§3.2) to LLMs (EKnow), aiming 533

to evaluate their ability to utilize external knowl- 534

edge to correctly address UAQs. Figure 3 shows 535
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Figure 3: R∆ Comparison Between Base and EKnow. EN and ZH are abbreviations for English and Chinese,
respectively. Detailed results are shown in Appendix F.

the R∆ of EKnow compared with Task 1 (Base).536

Detailed results are shown in Appendix F.537

With the help of CoT, which provides external538

reasoning clues with relevant factual knowledge, all539

LLMs demonstrate improved performance in Task540

3 across both languages. Notably, open-sourced541

LLMs show more substantial gains compared to542

black-box LLMs, with their relative improvement543

(R∆) exceeding that of black-box LLMs. GLM4 ex-544

hibited the most remarkable enhancement, achiev-545

ing the highest R∆ with an improvement of 47.28546

(29.01 vs 76.29). These results indicate GLM4’s547

superior capability in leveraging external factual548

knowledge and effectively handling UAQ in En-549

glish.550

For black-box LLMs, external knowledge does551

help, but the impact is less significant compared552

to open-sourced LLMs in English. On one hand,553

black-box LLMs already achieve good perfor-554

mance by relying solely on their internal knowl-555

edge in Task 1, leaving limited room for further556

improvement. On the other hand, black-box LLMs557

show an overall decline in both Rua and Rab. We558

find that black-box LLMs would refuse to respond559

at a certain rate due to uncertainty about UAQ-560

related information. With EKnow in Task 3, black-561

box LLMs tend to provide more definitive re-562

sponses. Some cases are listed in Appendix G.2.2,563

In the Chinese setting, the results show differ-564

ent patterns. Black-box LLMs achieve greater im-565

provements, with the average R∆ in Chinese even566

surpassing that in English (73.08 vs 64.96). We567

also notice that the gap in average R∆ between Chi-568

nese and English for black-box LLMs in Task 3 is569

smaller compared to Task 1 (8.12 vs 23.12). This 570

suggests that black-box LLMs demonstrate more 571

balanced capabilities across languages when lever- 572

aging external knowledge for UAQ. In contrast, the 573

performance gap widened for open-sourced LLMs 574

(27.13 vs 16.53), including the best-performing 575

GLM4. This indicates that open-source LLMs 576

still have room for improvement in utilizing cross- 577

lingual external knowledge. 578

In summary, LLMs’ ability to effectively uti- 579

lize external knowledge remains a significant chal- 580

lenge. Even when provided with verified factual 581

knowledge, the best R∆ only reaches around 76% 582

in English. The performance tends to decline when 583

using automatic retrieval methods. How to make 584

full use of external knowledge can be an interesting 585

research topic in future work. 586

5 Conclusion 587

This paper presents a bilingual dataset FUAQ for 588

deeply evaluating the ability of LLMs to handle 589

unanswerable questions. With auxiliary factual 590

knowledge, FUAQ can support two new tasks other 591

than the classification task. These new tasks can 592

comprehensively assess LLMs’ ability to utilize 593

internal and external factual knowledge in handling 594

UAQ, respectively. 595

Our evaluation results indicate several promising 596

research directions: (1) Enhancing internal knowl- 597

edge utilization: developing improved methods to 598

activate and utilize factual knowledge already em- 599

bedded within LLMs; (2) Strengthening external 600

knowledge integration: advancing approaches to 601

better incorporate external knowledge. 602
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Limitations603

Following Liu et al. (2023), we use lexical match-604

ing to derive the metric refusal rate. While human605

evaluations have confirmed the effectiveness of lex-606

ical matching, as evidenced by a Cohen’s Kappa607

of 94.90 (Appendix G.1), there might remain a dis-608

crepancy between human evaluation and lexical609

matching results. Therefore, it is necessary to de-610

velop a more precise automated evaluation method611

in the future.612
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A Details for Factual Triple Sampling739

In this section, We provide examples of the factual740

triple sampling for three QTypes. The templates741

of SPARQL statements we used to query Wikidata742

are listed in Table 15.743

Denote the property list we obtained in §3.1 as744

Pl, we illustrate the factual triple sampling proce-745

dure of three QTypes as follows (take the English746

version as an example):747

Inter We randomly sample two properties (ed-748

itor, cast member) from Pl and query with them:749

Join((?e1, editor, ?ans), (?e2, cast member, ?ans))750

(Select Intersection in Tabel 15). If the query re-751

sult exists, e.g. "[Die Rote Fahne (?e1), The Eter-752

nal Jew (?e2), {Rosa Luxemburg, ...} (?ans, a non-753

empty set)]", we preserve "[(Die Rote Fahne, editor,754

ans1) & (The Eternal Jew, cast member, ans2]" as755

an instance of factual triple and "{Rosa Luxemburg,756

...}" as the planned answer for ABQ. The ans1 and757

ans2 are full answer set fetched by querying (Die758

Rote Fahne, editor, ?ans1) and (The Eternal Jew,759

cast member, ?ans2) respectively (Select Tail in760

Tabel 15). For UAQ, we continue to query with761

the above properties separately, e.g. query (?e1,762

editor, ?ans1) and (?e2, cast member, ?ans2) by763

Select Factual Triples in Tabel 15. Then we com- 764

bine triples with no intersection of ?ans1 and ?ans2 765

as factual triples for UAQ, e.g. "[Enneads (?e1), 766

editor, {Porphyry, ...xi} (?ans1, a non-empty set)] 767

& [The Sixth Sense (?e2), cast member, {Mischa 768

Barton, ...yj} (?ans2, a non-empty set, have no in- 769

tersection with ?ans1)]". The planned answer to it 770

is "None", signifying that it possesses no answer. 771

Time We randomly select a property (spouse) 772

from Pl and utilize the Select Time-related Infor- 773

mation query specified in Table 15 to retrieve the 774

relevant factual triples. e.g. [Queen Paola of Bel- 775

gium,spouse,?ans] ,[?ans,start time,?time ]. We 776

choose the queried time ?time as the time constraint 777

for the main question, and the ?ans as the answer 778

of the ABQ. For UAQ, We randomly sample time 779

points that can not fit the time constraint above, e.g. 780

[Queen Paola of Belgium, spouse, ?ans], [?and, 781

start time, ?sample time]. Then by querying the 782

triples with the time, if we obtain an empty result 783

set, we designate this sample time as the time con- 784

straint for the UAQ. 785

Dilemma We choose a property from Pl and use 786

the select factual triples query in Table 15 to se- 787

lect factual triples, e.g. [Russell Banks, personal 788

library at, ?ans]. Then we query answer set ans 789

with Join(Russell Banks, personal library at, ?ans) 790

by Select Tail in Table 15. We randomly choose an 791

answer from answer set ans and use the Select Op- 792

tions in Table 15 to select and decide corresponding 793

planned options. All candidates in planned options 794

are incorrect for UAQ, and for ABQ, one candidate 795

in planned options is correct. 796

B Examples of Data in Three Tasks 797

Example of Task1 Table 6 shows examples of 798

Task1 questions in Chinese. 799

Example of Task2 An example of Task 2 evalua- 800

tion setting is shown as follows: 801
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QType Description Example

Inter Return intersection of two sets (UAQ) Qi1 : 谁既是九章集的编辑，同时也是第六感的演员？

(ABQ) Qi2 : 谁既是红旗报的编辑，同时也是永远的犹太人的演员？

Time Consider time constraints (UAQ) Qt1 : 1957-1962年期间，爱尔福特的姊妹城市是哪个？

(ABQ) Qt2 : 1971-1976年期间，爱尔福特的姊妹城市是哪个？

Dilemma Provide candidate answer (UAQ) Qd1 : 桑格斯是哪个部落的成员，莫霍克人还是康迪人？

(ABQ) Qd2 : 桑格斯是哪个部落的成员，谢鲁斯克还是康迪人？

Table 6: Example of Chinese questions.

Task1 UAQ: Who has been one of the head of
government of Russian Soviet Federative Socialist
Republic and also the father of Ramdas Gandhi?

Task2 Questions (asking UAQ relevant internal
knowledge). The gold answer is shown in bold:
Q1: Who has been the head of government of Russian
Soviet Federative Socialist Republic?
(A) Abdul Kahar of Brunei (B) Mahatma Gandhi (C)
Boris Yeltsin (D) Salman Khan
Q2: The father of Ramdas Gandhi is?
(A) Boris Yeltsin (B) Syn (C) Lucius Tarquinius
Collatinus (D) Mahatma Gandhi

KPR=1: Pass knowledge tests, e.g. choosing (C) for
Q1 and (D) for Q2;
KPR=0: Fail at least one knowledge test, e.g. choos-
ing (A)/(B)/(D) for Q1 or choosing (A)/(B)/(C) for
Q2;

802

Example of Task3 Examples of reasoning clues803

we construct in §3.2 are shown in Table 16 includ-804

ing 3 versions for 3 QTypes. These reasoning clues805

are used as external knowledge in Task 3.806

C Manual Inspection of FUAQ807

We perform manual inspection during and after808

data construction:809

1) During data construction, we conduct a com-810

prehensive manual inspection of all question tem-811

plates generated by GPT-3.5. Three annotators812

independently review each template. Any tem-813

plate marked as incorrect by one annotator is ei-814

ther discarded or revised. Initially, GPT-3.5 gener-815

ated 1,259 question templates. After our rigorous816

inspection process, 395 templates are discarded,817

leaving 864 valid templates. Among these remain-818

ing templates, 229 templates are revised. Table 9819

presents examples of incorrect question templates820

originally generated by GPT-3.5 alongside their821

human-revised versions.822

2) After data construction, we conducted a qual-823

ity assessment by manually examining 900 ran-824

domly sampled questions from FUAQ. Our inspec-825

tion confirms that all question templates are accu-826

Model Name Model Card in HF

Llama3 meta-llama/Meta-Llama-3-8B-Instruct
Mistral0.2 mistralai/Mistral-7B-Instruct-v0.2
Qwen2.5 Qwen/Qwen2.5-7B-Instruct
GLM4 THUDM/glm-4-9b-chat-hf

Qwen2.5 Series

0.5B Qwen/Qwen2.5-0.5B-Instruct
1.5B Qwen/Qwen2.5-1.5B-Instruct
3B Qwen/Qwen2.5-3B-Instruct
7B Qwen/Qwen2.5-7B-Instruct
14B Qwen/Qwen2.5-14B-Instruct
32B Qwen/Qwen2.5-32B-Instruct
72B Qwen/Qwen2.5-72B-Instruct

Table 7: Open-sourced LLMs we evaluate and their
corresponding model cards in Hugging Face.

rately aligned with their designated properties and 827

question types. Additionally, we cross-validated 828

the annotated factual knowledge against Wikipedia 829

and Google to ensure accuracy. In our analysis of 830

900 questions, we find that only a minimal por- 831

tion (7 questions, 0.8%) are incorrectly labeled as 832

UAQs due to knowledge error in Wikidata. The 833

vast majority of questions (893, 99.2%) success- 834

fully passed our rigorous verification process. 835

D Experiment Setup 836

Open-sourced LLMs we evaluate are listed in Table 837

7. For all 7B LLMs, we set the temperature to 0 and 838

inference on V100 with dtype set to float16. For 839

Qwen series LLMs, we infer those versions smaller 840

than 32B on local following the above setting. For 841

72B, we fetch the response from API 5. 842

For Task 1 and Task 3, we set output_type = 843

"generate_until" and calculate the refusal rate by 844

a lexical matching function defined by us. For 845

Task 2, we set output_type = "multiple_choice" 846

and use "acc" as the metric, which is defined by 847

lm-evaluation-harness. 848

5https://api.together.ai/
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Model Lexical Matching Human Cohen’s Kappa

Llama3 35.33 33.22 94.11
Mistral0.2 47.33 41.22 89.42
Qwen2.5 38.89 38.89 96.30
GLM4 57.44 57.33 99.77

Average 44.75 42.67 94.90

Table 8: Refusal Rate obtained by lexical matching and
human judgment on sampled data. We apply stratified
random sampling to each LLM, drawing a sample of
900 cases based on Qtype and label ("UAQ"/"ABQ"),
totaling 3,600 cases. Cohen’s Kappa shows a strong
alignment between them.

Type Examples

Semantic %What is the function of [E1]’s GPU?
Error !What type of GPU does [E1] use?
Missing %What type of goods do shops typically sell?
Slot !What type of goods do [E1] typically sell?

Table 9: Incorrect question templates generated by GPT-
3.5 and templates after human revision.

E Prompt849

Prompt for Template Generation Here is the850

prompt we used for template generation.851

Prompt for Template Generation

Turn the Property into a question template. Take its
Description in WikiData as a reference. Return in the
following format {"Template":" "}. Some examples
are shown below.
...
Property: [E1], editor, [Ans]
Description: editor is the person who checks and
corrects a work (such as a book ...)
Template: Who is the editor of [E1]?
...
Property: {property}
Description: {description}
Template:
=================================
将关系转换为问句模板。请以WikiData中对关系
的描述作为参考。以{"Template":" "}形式返回。
下面是一些示例。
...
关系: [E1],编辑者, [Ans]
描述: 编辑工作的编辑，如书或定期刊物...
模板: 谁是[E1]的编辑？
...
关系: {property}
描述: {description}
模板:

852

Prompt for Evaluation are show in Table 12,853

which are used in §4 .854

Language English Chinese

Metric Refusal Rate Acc Refusal Rate Acc

Model Size Rua ↑ Rab ↓ R∆ ↑ Acc ↑ Rua ↑ Rab ↓ R∆ ↑ Acc ↑

0.5B 21.72 22.52 -0.80 31.27 5.11 5.21 -0.10 27.19
1.5B 30.84 22.15 8.69 38.70 32.27 30.55 1.72 34.85
3B 87.49 70.88 16.61 22.36 80.80 61.70 19.10 23.06
7B 65.74 34.65 31.09 44.29 48.62 31.93 16.69 43.79
14B 95.63 62.65 32.98 34.24 81.78 45.98 35.79 39.90
32B 92.61 54.97 37.64 38.97 82.81 43.46 39.34 41.57
72B 87.23 34.16 53.07 56.09 80.49 38.51 41.98 48.48

Table 10: Refusal rate and Acc evaluated in Task 1 of
Qwen2.5 series (Detailed results of Figure 2).

Metric Rua ↑ Rab ↓ R∆ ↑ Acc ↑

Model Base EKnow Base EKnow Base EKnow Base EKnow

English Open-sourced LLMs
Llama3 47.20 88.05 23.38 18.00 23.82 70.05 48.99 69.39
Mistral0.2 62.15 86.37 31.27 24.48 30.88 61.89 54.31 76.85
Qwen2.5 65.74 87.19 34.65 17.91 31.09 69.28 44.29 73.61
GLM4 63.74 89.71 34.73 13.42 29.01 76.29 49.24 81.42
Average 59.71 87.83 31.01 18.45 28.70 69.38 49.21 75.32

Black-box LLMs
Gemini-1.5-pro 66.50 67.64 12.25 3.22 54.24 64.42 69.62 86.36
GPT-4o-mini 85.05 83.69 42.15 20.34 42.91 63.35 50.51 74.46
GPT-4 85.70 75.06 22.43 7.95 63.26 67.12 66.79 83.71
Average 79.08 75.46 25.61 10.50 53.47 64.96 62.31 81.51

Chinese Open-sourced LLMs
Llama3 23.72 78.35 13.77 30.37 9.95 47.99 35.89 50.28
Mistral0.2 49.49 91.41 41.57 73.87 7.92 17.54 19.31 6.00
Qwen2.5 48.62 73.16 31.93 21.57 16.69 51.58 43.79 69.76
GLM4 47.03 74.57 32.90 22.71 14.13 51.87 41.53 70.51
Average 42.22 79.37 30.04 37.13 12.17 42.25 35.13 49.14

Black-box LLMs
Gemini-1.5-pro 57.42 86.29 19.01 10.67 38.40 75.62 53.98 72.40
GPT-4o-mini 45.84 95.29 27.70 29.42 18.14 65.87 47.02 66.89
GPT-4 63.85 83.58 29.33 5.82 34.52 77.76 51.02 81.36
Average 55.70 88.39 25.35 15.30 30.35 73.08 50.67 73.55

Table 11: Performance of LLMs with the help of exter-
nal knowledge (Task3). Base: Task 1 setting; EKnow:
external knowledge in Task 3. (Detailed results of Fig-
ure 3).

F Detailed Experiment Results 855

Task1: Parameter Scaling We report detailed 856

results of Task1 (Figure 2) in Table 10. 857

Task3: Evaluating LLMs’ ability to apply exter- 858

nal factual knowledge in handling UAQ The 859

refusal rate and Acc of LLMs with the help of ex- 860

ternal knowledge (EKnow) are shown in Table 11. 861

G Case Study and Discussion 862

G.1 Human Evaluation of Refusal Rate 863

We apply stratified random sampling to the output 864

of 6 LLMs in Task 1, drawing a sample of 900 865

cases based on Qtype and label ("UAQ"/"ABQ"), 866

which cumulates to a total of 5,400 cases. After 867

human annotation, we calculate Cohen’s Kappa 868

coefficients between the refusal rate obtained by 869

lexical matching and human judgment through the 870

function sklearn.metrics.cohen_kappa_score. Ta- 871

ble 8 summarizes human evaluation results. Co- 872

hen’s Kappa coefficients show a strong alignment 873

between the refusal rate obtained by lexical match- 874

ing and human judgment. This implies that the 875

refusal rate obtained by lexical matching serves as 876

a dependable metric for evaluation. 877
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Setting Prompt

English

Task1
Answer the given question in no more than one sentence. Please keep your answer short and
concise. Return ##None## if there is no suitable answer.
Q: {question}.
A:

Task 2

The following are multiple choice questions (with answers)
Q: {question}
(A) {option[0]} (B) {option[1]} (C) {option[2]} (D) {option[3]}
A:

Task 3
Answer the given question in no more than one sentence. Please keep your answer short and
concise. Return ##None## if there is no suitable answer.
Q: {question}.
A: {clue}

Chinese

Task1
在1句话以内回答给定问题。确保你的答案简短并简洁。如果你认为不存在合适答案，返
回##None##。
问题: {question}.
答案:

Task2

下列是多项选择题（有答案）
问题: {question}.
(A) {option[0]} (B) {option[1]} (C) {option[2]} (D) {option[3]}
答案:

Task 3
在1句话以内回答给定问题。确保你的答案简短并简洁。如果你认为不存在合适答案，返
回##None##。
问题: {question}.
答案: {clue}

Table 12: Prompts for evaluation in §4.

G.2 Cases of LLMs’ outputs878

G.2.1 Cases of Task 1 output879

In Table 13, we present the outputs of LLM under880

Chinese and English inputs. Note that the English881

input on the left and Chinese input on the right882

are semantically equivalent. Cases show that it883

is harder for LLMs to handle inputs in Chinese.884

Take GPT-4 as an example, it (A) provides a wrong885

answer that does not fit the time constraint "From886

1998 to 2003"; (B) was misled by wrong candidate887

answers provided by UAQ; (C) fails to consider the888

constraint, provides a correct answer to question889

"Who is the mother of Ptolemy XI Alexander II?",890

which does not fit the other constraint "has been891

one of the heads of government of Sicily".892

G.2.2 Cases of Task 3 output893

We present two cases in Table 14. In case (A),894

Gemini-1.5-pro provides an incorrect answer that895

is unrelated to the UAQ in Base. Even with exter-896

nal knowledge (EKnow), Gemini-1.5-pro still fails897

to refuse this UAQ. However, it shows some im-898

provement by providing an answer that is at least899

relevant to the UAQ (correctly identifying "Wil-900

helm II" as the spouse of Princess Hermine Reuss901

of Greiz). In case (B), GPT-4 refuses UAQ in Base902

but fails to maintain this refusal in EKnow. When 903

we presented GPT-4 with Task 2’s question without 904

providing options, it expressed uncertainty about 905

the question. This suggests that GPT-4’s refusal in 906

Base stems from its uncertainty about UAQ rather 907

than its judgment based on internal knowledge. In 908

EKnow, GPT-4 provides an incorrect response be- 909

cause EKnow partially addresses some of its initial 910

concerns, leading it to attempt an answer. 911
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Task1 Input English Chinese

(A) UAQ Federico Bonazzoli played for which team
from 1998 to 2003?

1998年到2003年期间，费德里科·博纳佐
利是哪个团队的成员？

Qwen2.5 %US Cremona %国际足联裁判员 (FIFA Referees)
GPT-4 !##None## %AC米兰 (A.C. Milan)

(B) UAQ Where was Ahwak recorded, Trident Studios
or Olympic Studios?

Ahwak在哪里录制的， 三叉戟工作室还
是奥林匹克录音室？

Qwen2.5 %Trident Studios %奥林匹克录音室 (Olympic Studios)
GPT-4 !None %奥林匹克录音室 (Olympic Studios)

(C) UAQ Who has been one of the head of government
of Sicily and also the mother of Ptolemy XI
Alexander II?

在曾经担任过西西里岛的行政首脑的人
中，谁是托勒密十一世的母亲？

Qwen2.5 !None %雷纳托·史济法尼 (Renato Schifani)
GPT-4 !None %克莱奥帕特拉一世 (Cleopatra Selene of

Syria)

Table 13: Cases of LLMs’ outputs in Task 1.

Model Example

(A) Gemini-1.5-pro [Task 1 (UAQ)] Who has been the head of government of Goebbels cabinet and also
the spouse of Princess Hermine Reuss of Greiz?

Base %Adolf Hitler
EKnow %Wilhelm II

(B) GPT-4 [Task 1 (UAQ)] Who has been one of the head of government of Villavaliente and also
the mother of Anne Frank?

Base !None
EKnow %Edith Frank-Holländer
Response of Task 2 This question cannot be answered without additional specific information as Villava-

liente does not seem to refer to a known national or municipal government.

Table 14: Cases of LLMs’ outputs in Task 3.

Function SPARQL

Select Property SELECT ?property ?propertyLabel ?propertyDescription WHERE { ?property a
wikibase:Property . OPTIONAL { ?property skos:altLabel ?altLabel . FILTER
(lang(?altLabel) = "en") } SERVICE wikibase:label { bd:serviceParam wikibase:language
"en" .}}
SELECT ?property ?propertyLabel ?propertyDescription WHERE { ?property a
wikibase:Property . OPTIONAL { ?property skos:altLabel ?altLabel . FILTER
(lang(?altLabel) = "zh") } SERVICE wikibase:label { bd:serviceParam wikibase:language
"zh" .}}

Select Property Description SELECT ?y WHERE {wd:%prop schema:description ?y. FILTER(LANG(?y) = ’en’).}
SELECT ?y WHERE {wd:%prop schema:description ?y. FILTER(LANG(?y) = ’zh’).}

Select Factual Triples SELECT DISTINCT ?x ?y WHERE {?x wdt:%prop ?y .} LIMIT 100

Select Options SELECT ?y WHERE { wd:%qid wdt:P31 ?x. ?y wdt:P31 ?x.} LIMIT 100

Select Time-related Information SELECT DISTINCT ?ans ?start ?end ?point WHERE { wd:%qid p:%prop ?ans. OP-
TIONAL { ?ans pq:P580 ?start. } OPTIONAL { ?ans pq:P582 ?end. } OPTIONAL { ?ans
pq:P585 ?point. } FILTER((BOUND(?start)) || (BOUND(?end)) || (BOUND(?point))). }
LIMIT 20

Select Intersection SELECT DISTINCT ?x ?y WHERE {?x1 wdt:%p1 ?y . ?x2 wdt:%p2 ?y .} LIMIT 100

Select Tail SELECT DISTINCT ?y WHERE {wd:%x wdt:%p1 ?y .} LIMIT 100

Table 15: SPARQL templates for §3.1 Factual Triple Sampling.
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Version Example

English

Inter The question can be split into 2 sub-questions, denoted as q1 and q2. q1 is "The editor of Enneads is??". q2
is "The Sixth Sense’s cast members are?". The answer to q1 is "Porphyry". The answer to q2 is "Mischa
Barton, ...". Combine the answers to q1 and q2 to make a judgment. If there is an intersection of the answers to
the sub-questions, then the answer to the question is this intersection. If there is no intersection of the answers to
the sub-questions, then there is no answer to the question. In summary, my answer is:

Time This question can be split into the main question "Erfurt was twinned with which city?" and time "from 1957 to
1962". Through the auxiliary question, "When did Estadio GEBA start participating in association football the
first time?", we obtain the START-TIME of the main question sentence "Erfurt was twinned with which city?",
the answer of the auxiliary question is "1971". Determined whether "from 1957 to 1962" > START-TIME 1971.
If the comparison condition is met, there is an answer, then the corresponding answer will be replied. If the
comparison condition is not met, there is no answer to the question. In summary, my answer is:

Dilemma This question is a dilemma. First we focus on the main problem, then the problem becomes: "What tribe does
Segestes belong to, Mohawk people or Khamti people?", and the following options are "Mohawk people or
Khamti people". The answer to the previous question is "Cherusci". If the answer appears in the two options,
this is the answer, otherwise, there is no answer to the question. In summary, my answer is:

Chinese

Inter 该问句可被拆分为2个子问题，记为q1和q2。q1是"九章集的编辑是？"。q2是"第六感的演员
有？"。q1的答案是"波菲利"。q2的答案是"美莎·芭顿, ..."。结合q1和q2的答案进行判断。如果子问
题答案有交集，则该问句的答案为此交集。如果子问题答案没有交集，则该问句没有答案。综上，我
的答案是:

Time 该问句是一个关于时间约束的问句，它可被拆分为主问句"爱尔福特的姊妹城市是哪个?"和时
间"1957-1962年",通过辅助问句"爱尔福特和杰尔第一次成为友好城市的开始时间？"得到主问句
的START_TIME，这个辅助问句的答案是"1908",判断"1900年至1905年"是否与START_TIME "1908"有
交集，如果有交集则有答案，则回复对应的答案，如果没有交集，则该问句没有答案。综上，我的答
案是:

Dilemma 该问句是一个假两难问题。首先我们忽略候选选项，那么问题变为了："桑格斯是哪个部落的成员，
莫霍克人还是康迪人？"，问句中的两个选项是"莫霍克人还是康迪人"。这个问题的答案是"谢鲁斯
克"，这些答案是否出现在了后续的选项中？如果出现了那么出现的便是答案，若没有出现则该问句
没有答案。综上，我的答案是:

Table 16: Examples of reasoning clues in Task 3.
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