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Abstract

As large-language models have been increas-
ingly used as automatic raters for evaluating
free-form content, including document sum-
marization, dialog, and story generation, work
has been dedicated to evaluating such models
by measuring their correlations with human
judgment. For sample-level performance, meth-
ods which operate by using pairwise compar-
isons between machine-generated text perform
well but often lack the ability to assign abso-
lute scores to individual summaries, an abil-
ity crucial for use cases that require threshold-
ing. In this work, we propose a direct-scoring
method which uses synthetic summaries to act
as pairwise machine rankings at test time. We
show that our method performs comparably to
state-of-the-art pairwise evaluators in terms of
axis-averaged sample-level correlations on the
SummEval (+0.03), TopicalChat (-0.03), and
HANNA (+0.05) meta-evaluation benchmarks,
and release the synthetic in-context summaries
as data to facilitate future work.

1 Introduction

As large-language models (LLMs) continue to push
the state-of-the-art in natural-language generation
(NLGQG), the task of evaluating the quality of their
outputs has become an increasingly complex chal-
lenge. Traditional approaches to natural language
evaluation that compare n-gram overlap between
source and reference text samples (Papineni et al.,
2002; Lin, 2004; Denkowski and Lavie, 2014), de-
spite their broad popularity, largely fail to capture
semantic information. Model-based evaluation met-
rics built on smaller pretrained language models
(Zhang et al., 2020; Yuan et al., 2021; Zhao et al.,
2019; Durmus et al., 2020; Wang et al., 2020; Bhat
etal., 2023; Fabbri et al., 2021b,b; Eyal et al., 2019;
Chen et al., 2018; Scialom et al., 2021) have of-
fered a more robust solution to NLG evaluation,
but often struggle in challenging evaluation scenar-
ios (He et al., 2023; Hanna and Bojar, 2021) and

have failed to achieve strong alignment with human
judgment on modern meta-evaluation benchmarks
(Fabbri et al., 2021a).

To overcome these limitations, recent work has
explored the viability of using LLMs for NLG
evaluation in a prompting-based scenario, enabling
their use as both zero-shot and reference-free evalu-
ators (Liu et al., 2023; Zhou et al., 2024; Liu et al.,
2024a). Of these, comparison-based approaches
(Gao et al., 2025) have seen considerable attention
in recent work, owing largely to their demonstrated
superior alignment with human judgment (Liusie
et al., 2024).

However, the relative judgment of comparison-
based approaches limits their applicability to a num-
ber of common use cases, specifically threshold-
based scenarios that require an absolute score for
filtering and sorting. As an alternative, we pro-
pose a direct-scoring evaluator which uses pair-
wise comparisons with synthetic samples and show
that it performs comparably to comparison-based
approaches over the SummEval (Fabbri et al.,
2021a), TopicalChat (Mehri and Eskenazi, 2020),
and HANNA (Chhun et al., 2024) meta-evaluation
datasets. Finally, we publish all work: the syn-
thetic summaries for each dataset over a variety of
LLMSs, code and prompts needed to generate the
summaries, as well as evaluation utilities.!

2 Methodology

Next, we describe the proposed method (depicted
in Fig. 1) which consists of two pieces: (1) the
creation of synthetic in-context examples of vari-
ous qualities, (2) the inference setup given these
generated examples.

2.1 Creating Synthetic In-Context Examples

Given an LLM, task, context, and quality dimen-
sion, we wish to generate N responses of varying
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Sir Bradley Wiggins will bid for cycling's hour record on June 7 at London's Olympic
Velodrome. The four-time Olympic champion and 2012 Tour de France winner, who is 35
on April 28, will attempt to add to his accomplishments by riding the furthest
distance in 60 minutes at the Lee Valley VeloPark..
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Sir Bradley Wiggins will attempt to break the hour record in cycling on June 7 at

London's Olympic Velodrome.

Sir Bradley Wiggins will attempt to break the hour record in cycling on June 7 at
London's Olympic Velodrome, aiming to ride the farthest distance in 60 minutes.

Sir Bradley Wiggins will attempt to break the hour record in cycling on June 7 at
London's Olympic Velodrome. Wiggins, a four-time Olympic champion and 2012 Tour de
France winner, aims to ride the farthest distance in 60 minutes. He will face
competition from Alex Dowsett, who will attempt to break the record on May 2.

Figure 1: Overview of Method. (Left) First an LLM is prompted to generate summaries reflecting various levels of
quality using a contrastive scheme (orange), then compared to the machine summary to generate probabilities over
comparative language (green), eg. "Better”, "Similar”, and "Worse". (Right) We show an example of
summaries (blue) of increasing quality (scores 1 through 5) for a SummEval article (grey) on the "consistency"
column generated over the course of our method.

quality-levels for the context. For example, we can
take the "task" to be summarization, "context" to
be news articles, and "responses” to be summaries.
Specifically, we want to generate summaries with
inter-rating consistency: making sure that exam-
ples of different scores actually improve with re-
spect to the dimension as rating increases.

We propose to generate examples of
monotonically-increasing quality by first starting
with the extremes of the ratings, then prompting the
LLM to generate examples of intermediate quality
between those previously existing. Specifically,
letting NV = 5 (which matches the rating schemes
of SummEval and NewsRoom (Fabbri et al., 2021a;
Grusky et al., 2018)) we start by prompting the
LLM for the worst and best possible summaries,
i.e. scores 1 and 5:

(Score 1 - Lowest) What is the worst possible summary
of the following article with respect to [qualityl,
[description]?

Article: [article]

(Score 5 - Highest) What is the best possible summary
of the following article with respect to [quality],
[description]?

Article: [article]

where [quality] is the plain-text name of a
quality dimension ("Consistency", "Coherence",
"Relevance", or "Fluency" in the case of Sum-
mEval (Fabbri et al., 2021a)) and [description]
is an explanation of [quality]. Let summary;
and summarys; refer to the results of prompting the
LLM as above. For the intermediate summaries

summarys 3 4, We propose to generate them recur-
sively:
(Score ¢ € 2, 3,4 - Intermediate) For the two summaries,

what is a new summary of intermediate [quality],
[description]?

Article: [article]

Worse Summary: [summary;_1]

Better Summary: [summary;41]
We provide the final full prompts used for each
setting and score in Appendix C and also note that
ablation over the prompt and amount of generated
examples N is performed in Section 4. From this
point, we refer to the summaries as icly 234 5.

2.2 Pairwise Probability Calculation on
Synthetic Examples

Given the synthetic examples icly 2345 for a
given article and dimension, as well as a prospec-
tive machine-generated summary machine, we cal-
culate the probability of the model responding with
"Better”, "Worse"”, "Similar”, and take the
weighted sum over the synthetic scores. Note that
this differs from previous direct scoring approaches
like G-Eval (Liu et al., 2023), which take the prob-
abilities over scores themselves; we prompt each
score pairwise with a generated reference, then
take the summation.

(Score 7 Evaluation) Here’s a news article, a reference
summary, and prospective summary. How does the
prospective summary compare to the reference with
respect to [quality], [description]? Respond only
with "Worse," "Better," or "Similar."

Article: [article]
Reference Summary: [icl;]
Prospective Summary: [machine]



SummEval TopicalChat HANNA
Method COH CON FLU REL AVG NAT ENG OVE AVG COH SUR COM AVG
Other Metrics
BERTScore! (F1) 0.28 0.19 0.11 031 0.23 0.09 0.16 0.19 0.15 0.25 022 030 0.26
BERTScore? (F1) 038 035 0.40 028 0.35 0.04 -0.04 0.07 0.02 0.25 0.12 0.17 0.18
GPTScore 0.28 0.31 038 0.22 0.30 - - - - 0.22 0.25 0.08 0.18
Mistral 7B
ZEPO 029 032 0.13 0.30 0.26 0.14 0.25 028 0.22 - - - -
PairS-beam 0.28 0.31 0.18 024 0.25 0.41 041 0.33 0.38 0.29 0.27 031 0.29
Direct Scoring 0.23 0.37 0.19 0.19 0.25 0.26 0.17 032 0.25 030 026 0.37 0.31
G-Eval 0.25 039 0.20 025 0.27 0.26 0.28 0.35 0.30 034 025 039 0.33
Ours 035 034 0.18 0.33 0.30 0.31 036 0.22 0.30 0.33 025 044 0.34
Llama-3 8B
ZEPO 040 025 030 0.39 0.34 0.16 0.26 046 0.29 - - - -
PairS-beam 035 042 032 035 036 047 0.56 043 0.49 036 0.22 0.31 0.30
Direct Scoring 0.35 0.32 023 046 0.34 0.33 0.32 040 0.35 0.26 0.17 032 0.25
G-Eval 0.34 029 0.22 042 032 0.38 043 0.53 0.45 044 029 042 0.38
Ours 044 041 026 036 037 043 0.50 043 0.46 042 037 049 043

Table 1: Main Results. Sample-level Spearman correlations of Llama-3 8B over the various axes of SummEval
(Fabbri et al., 2021a), TopicalChat (Mehri and Eskenazi, 2020), and HANNA (Chhun et al., 2024) for
comparison-based evaluators and direct-scoring evaluators . "Average" refers to the mean of the columns for

each dataset. Best performance is bolded and second-best is underlined. BERTScore' refers to using
bert-base-uncased whereas 2 refers to using roberta-large.

Given the above prompt for score ¢, we calculate
and sum the log probabilities of the LLM respond-
ing with "Worse", "Better”, or "Similar". Next,
we calculate the softmax over these summed log
probabilities, which we refer to as p("Worse"|i),
p("Better”|i), and p("Similar"”|i). Using these
probabilities, we construct final prediction by tak-
ing weighted average of scores:

> [h—i,0] %

i€l,..5

p("Better”|i)
p("Worse"|q)
p("Similar”|q)

s() =

3 Experiments

Datasets We evaluate our method on three meta-
evaluation benchmarks: SummEval (Fabbri et al.,
2021a) for summarization, TopicalChat (Mehri and
Eskenazi, 2020) for dialog, and HANNA (Chhun
et al., 2024) for story generation. Contrary to
prior works, we do not report NewsRoom (Grusky
et al., 2018) in the main results due to a surprising
finding that BERTScore (Zhang et al., 2020) with
roberta-large attains high performance (see Ap-
pendix A).

Metric Following previous works (Zhou et al.,
2024; Zhong et al., 2022; Fu et al., 2023), we eval-
uate the efficacy of our method using sample-level
correlations with machine generated summaries.
Namely, for a given correlation metric (e.g. Spear-
mans p) and axis, a group of abstractive summariza-

tion machines of size M, and a number of full-texts
T, we calculate the following metric:

1 X pred; 1, human; 1
Fsample _ E Zp( )

i=1 pred; v, human; v
where pred;; is the prediction for the j th
machine’s response on the i'” document and
human, ; is the ground truth label for that machine
response. We provide a brief discussion of the ag-
gregation metrics, namely the originally proposed
system-level (Fabbri et al., 2021a) and summary-
level metrics in Appendix B.

Baselines We provide direct-scoring baselines G-
Eval (Liu et al., 2023), a direct-scoring baseline
("Scoring") which uses the same prompt as G-Eval,
as well as classical metrics such as BERTScore
(Zhang et al., 2020) and GPTScore (Fu et al., 2023).
For pairwise baselines, we provide ZEPO (Zhou
et al., 2024) and PairS-beam (Liu et al., 2024a).
For all sampling-based generation, we conduct all
experiments with the same hyperparameters.

4 Results

Main Results We show the sample-level perfor-
mance of our method in Table 1. In terms of
average sample-level correlation across the axes
of each dataset, our method performs the best
on SummEval (+0.03/+0.01 for Mistral 7B (Jiang



et al., 2023) / Llama-3 8B (Grattafiori et al., 2024)
versus next highest performer), second best on
TopicalChat (-0.08/-0.03), and best on HANNA
(+0.01/40.05). However, we do not find that our
method is always better over axes, often being the
first or runner-up.

Performance of Different Prediction Methods
In the first section of Table 2, we ablate on
the prediction method used to generate final
scores for a given text. "Sample" refers to sam-
pling n responses using constrained decoding and
"p("Yes"),p("No")" refers to using "Yes" and
"No"” with a comparison-based prompt (see Ap-
pendix C). Firstly, we find that using a comparative-
based prompt in our setup increases performance
over the proposed setting. Next, we find that in-
creasing n results in monotonically increasing per-
formance, with the maximum achieved at n =
1000 with 36.44 sample-level correlation. We also
note that this is still below the performance of our
method (37.43 - p("Better”),p("Worse”),...),
notably a gap of 0.99. This indicates that prob-
ability generation is essential to our method, which
we fix for the second section of the table.

When varying the amount of examples to com-
pare to at prediction time (second section of Ta-
ble 2), we see that increasing the amount of ex-
amples, even past N = 5, increases performance
with the maximum achieved by N = 9 (37.80 vs.
37.43). However, we still keep N = 5 for simplic-
ity and its alignment with popular meta-evaluation
datasets.

Performance Across Architectures In the first
section of Table 3, we show the performance of
our method when using different LLMs for pre-
diction after generating synthetic examples. We
find that the performance of our method can be fur-
ther boosted by using more powerful backbones, as
in the vanilla Direct Scoring setting, models with
greater all-around performance (as measured by
MMLU 1) do not correspond to better-performing
evaluators, but under our method this discrepancy
is fixed.

Similarly, when using different LLMs for syn-
thetic example generation (second section of Ta-
ble 3), we find performance increases with more
powerful models, albeit less consistently. Most
notably, OLMo-2-7B (OLMo et al., 2024) under-
performs relative to its MMLU score, producing
less useful summaries than Mistral-v0.1-7B.

Method Avg. SummEval
Sampling

Sample, n =1 9.38 £ 0.67
Sample, n = 3 14.68 = 1.51
Sample, n = 10 21.24 +£2.26
Sample, n = 100 30.91 £ 1.32
Sample, n = 1000 36.44 + 0.42
p("Better"), p("Worse”), ... 37.43
p("Yes"),p("No"),. .. 38.60

# of Examples

N = 34.83
N=3 36.58

N = 37.43
N=9 37.80

Table 2: Ablation on Prediction Method Used.
"Sampling" refers to having the LLM generate a
pairwise judgment via constrained decoding, whereas
N refers to the amount of in-context examples used to
compare to the target summary. "+" refers to the
standard deviation over 5 trials.

Method MMLU Direct Ours
Prediction LLM

Mistral-v0.1-7B 60.1 0.20 0.30
OLMo-2-7B 61.3 0.05 0.32
Llama-3-8B 66.6 0.33 0.37
Llama-3.1-8B 71.3 0.32 0.45
Examples LLM

Mistral-v0.1-7B 60.1 0.20 0.22
OLMo-2-7B 61.3 0.05 0.20
Llama-3-8B 66.6 0.33 0.37
Llama-3.1-8B 71.3 0.32 0.42

Table 3: Ablation on LLMs Used for Example
Generation and Prediction. Methods are sorted by
ascending MMLU (5-shot) (Hendrycks et al., 2020).
All models are their "Instruct" variant. Prompts used

for each result are detailed in Appendix C.

5 Conclusion

In this work, we proposed an LLM-based direct-
scoring evaluation framework which uses synthetic
in-context examples from LLMs to assign abso-
lute scores to machine-generated summaries. We
found that the method produces comparable aver-
age sample-level correlations to comparison-based
approaches. We ablated on the method to find that
probability generation is essential to performance,
increasing the granularity of examples moderately
boosts performance, and that LLMs with more
instruction-following ability are higher perform-
ing with our method. This method addresses the
need for a direct scoring metric with performance
comparable to that of state-of-the-art comparison-
based approaches, allowing for use cases involving
thresholding. We also publicly release the synthetic
summaries for further work.



6 Limitations

Choice of LLMs We ablate on on a selection of
small-sized (between 7 and 8 billion parameters)
LLMs to compare to prior work and to adhere to
our computational budget. Behavior for this sub-
set of models may not extrapolate to larger LLMs.
We leave investigations into the scalability of our
approach with regard to model size to future work.

Computational Cost Our proposed approach re-
quires IV synthetic reference examples to be gener-
ated per source article and task (quality dimension),
plus an additional NV inputs to the LLM to compare
the input text to each of the reference examples.
This could become computationally prohibitive for
scenarios in which there is no repetition in source
articles, especially for larger values of IV, resulting
in both reduced inference speed and higher finan-
cial cost. Given that our ablation studies (see Table
2) show reduced performance at lower values of IV,
future work into both increasing synthetic summary
generation efficiency and improving performance
at lower values of N may be useful.
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A BERTScore and NewsRoom

Method

Other Metrics
BERTScore! (F1) 0.15 0.16 0.13 0.17 0.15

COH REL INF FLU AVG

BERTScore” (F1) 0.65 0.62 0.69 0.58 0.63
GPTScore 031 035 026 031 0.31
Mistral 7B

ZEPO 047 038 044 048 044
PairS-beam 055 0.53 048 0.48 0.51
Direct Scoring 032 039 020 026 029
G-Eval 036 036 024 039 0.34
Llama-3 8B

ZEPO 0.57 054 055 056 0.56
PairS-beam 0.66 0.66 0.73 0.62 0.67
Direct Scoring 042 041 030 029 036
G-Eval 038 034 026 026 0.31
GPT-4-Turbo

ZEPO - - - - -
PairS-beam 0.64 0.61 0.67 0.60 0.63
Direct Scoring 0.55 054 0.57 0.60 0.57
G-Eval 058 055 057 058 0.57

Table 4: NewsRoom Performance. BERTScore!
refers to using bert-base-uncased whereas ? refers
to using roberta-large. The performance of
roberta-large is highlighted in red. Other numbers
are reported from PairS (Liu et al., 2024a) and ZEPO
(Zhou et al., 2024)

The NewsRoom dataset is often cited in works
involving summarization metrics. However, after
computing the BERTScore for the subset of News-
Room’s test data that includes human evaluations,
we found that BERTScore with roberta-large
attained results comparable to those of a direct
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scoring approach with GPT-4-turbo (Grusky et al.,
2018; Liu et al., 2024b). Conversely, BERTScore
with roberta-large performed markedly worse
than GPT-4-turbo on the SummEval annotated
dataset, presenting an inconsistency in the expected
discrepancies between the results of the methods
tested on NewsRoom (Liu et al., 2024b).

This is supported by NewsRoom’s overall higher
correlation between axes, displayed in Table 6,
which could result in unusually high scores from
BERTScore due to the lack of discernment between
the axes in the provided ground-truth human evalu-
ation scores. For comparison, we also include Sum-
mkEval axis correlations in Table 5, whose correla-
tions with the exception of the coherence/relevance
pair are lower.

COH

1.000
0.197
0.400
0.787

FLU

0.197
1.000
0.317
0.254

CON

0.400
0.317
1.000
0.458

REL

0.787
0.254
0.458
1.000

COH
FLU
CON
REL

Table 5: SummEval Spearman Axis Sample-Level
Correlations. COH, FLU, CON, and REL are the
abbreviations of "coherence," "fluency," "consistency,"
and "relevance," respectively.

COH

COH 1.000
FLU 0.788
INF  0.753
REL 0.559

FLU INF

0.788 0.753
1.000 0.674
0.674 1.000
0.547 0.624

REL

0.559
0.547
0.624
1.000

Table 6: NewsRoom Spearman Axis Sample-Level
Correlations. COH, FLU, INF, and REL are the
abbreviations of "coherence," "fluency,"
"informativeness," and "relevance," respectively.

B System, Sample, and Summary-Level
Performance Definitions

There are three main correlation metrics found
within NLG meta-evaluation works: system-level,
sample-level, and summary-level. In terms of
the SummEval (Fabbri et al., 2021a) dataset,
these correspond to (1) the correlation of the
average machine score with the automatic rater
versus the human score, (2) the average machine
correlation within each document, and (3) the
average correlation over all documents after
throwing away the machine ID. Formally, for a
given correlation metric (e.g. Spearman’s p), a

group of abstractive summarization machines of
size M, and a number of full-texts T', we can
choose the following metrics:

System-Level:

pred; 1, human;
Fsystem — ,0(

> )

i=1 | pred; v, human; v

SERS

Sample-Level:

pred; 1, human; 1

T
1
Fsample — ﬁ E :p( )
i=1 pred; v, human; v

)

Summary-Level:

[ predy 1, humani i ]

predy v, humany pp
preds 1, humana

Fsummary — b
p( preds v, humansg pr

predr,1, humant

Lpredr ar, humant,

where pred; ; is the prediction for the gt
machine’s response on the i*" document and
human; ; is the ground truth label for that machine
response.

C Prompts Used for Summary
Generation and Prediction

Next, we provide the templates for generating
synthetic summaries and prediction for different
schemes. We organize the section in the following
way:

1. SummEval

(a) Best/Worst (Scores 1,5): Table 7
(b) Recursive (Scores 2,3,4): Table 10
(c) p("Better”|i),...: Table 13

(d) p("Yes"|1i),p("No"|i): Table 16

2. TopicalChat

(a) Best/Worst (Scores 1,5): Table 8
(b) Recursive (Scores 2,3,4): Table 11
(c) p("Better”|i),...: Table 14



(d) p("Yes"|i),p("No"|1i): Table 17
3. HANNA

(a) Best/Worst (Scores 1,5): Table 9
(b) Recursive (Scores 2,3,4): Table 12
(c) p("Better”|i),...: Table 15

(d) p("Yes"|i),p("No"|1i): Table 18



You will be given a source document and an evaluation dimension for a summary. Your
task is to write the {{ worst_best : str } possible summary you can think of with
regards to this dimension.

Your response should only include the {{ worst_best : str }} possible summary you
can create without any additional text. The summary must be non-empty and directly
summarize the article without using phrases like "This article is about.”
Evaluation Criteria:

{{ col_title : str }} - {{ col_description : str }}

Document:

{{ article : str }}

Table 7: SummEval Best/Worst Synthetic Example Prompt Template.

You will be given a conversation between two people and an evaluation dimension for
a response to the most recent message. Your task is to write the {{ worst_best : str
}} possible response you can think of with regards to this dimension.

Your response should exactly be the {{ worst_best : str }} possible response without
any additional text. The response must be non-empty. Try to make the response less
than a few sentences and keep the tone informal.

Evaluation Criteria:
{{ col_title : str }} - {{ col_description : str }}

Conversation:
{{ context : str }}

Table 8: TopicalChat Best/Worst Synthetic Example Prompt Template.

You will be given an idea for a story and an evaluation dimension for that story.
Your task is to write the {{ worst_best : str }} possible story you can think of
with regards to this dimension.

Your response should exactly be the {{ worst_best : str }} possible story without any
additional text. The summary must be non-empty and directly summarize the article
without using phrases like "This story is about.” Try to keep the story less than
150 words and end on a full sentence. Don’t use paragraphs.

Evaluation Criteria:
{{ col_title : str }} - {{ col_description : str }}

Story Idea:
{{ story_prompt : str }}

Table 9: HANNA Best/Worst Synthetic Example Prompt Template.



You will be given a source document and an evaluation dimension for a summary. Your task is to write a
summary which is higher quality than one summary (Bad Summary) but lower quality than another (Good
Summary) .

Your response should only include the in-between summary without any additional text. The summary
must be non-empty and directly summarize the article without using phrases like "This article is about.”

Evaluation Criteria:
{{ col_title : str }} - {{ col_description : str }}

Bad Summary:
{{ worse_summary : str }}

Good Summary:
{{ better_summary : str }}

Document:
{{ article : str }}

Table 10: SummEval Recursive Synthetic Example Prompt Template.

You will be given a conversation between two people and an evaluation dimension for a response to the
most recent message. Your task is to write a response which is higher quality than one response (Bad
Response) but lower quality than another (Good Response).

Your message should exactly be the in-between response without any additional text. The response must
be non-empty. Try to make the response less than a few sentences and keep the tone informal.

Evaluation Criteria:
{{ col_title : str }} - {{ col_description : str }}

Conversation:
{{ context : str }}

Bad Response:
{{ worse_summary : str }}

Good Response:
{{ better_summary : str }}

Table 11: TopicalChat Recursive Synthetic Example Prompt Template.

You will be given an idea for a story and an evaluation dimension for a story. Your task is to write a
story which is higher quality than one story (Bad Story) but lower quality than another (Good Story).

Your response should exactly be the in-between story without any additional text. The story must be
non-empty, be related to the idea, and not use phrases like "This story is about.” Try to keep the
story less than 150 words and end on a full sentence. Do not use paragraphs.

Evaluation Criteria:
{{ col_title : str }} - {{ col_description : str }}

Story Idea:
{{ story_prompt : str }}

Bad Story:
{{ worse_summary : str }}

Good Story:
{{ better_summary : str }}

Table 12: HANNA Recursive Synthetic Example Prompt Template.
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You will be given a news article, one target summary of that news article, and a reference summary of that article. Your goal is
to say whether the quality of the target summary is better, worse, or similar to the reference summary with respect to {{ col : str }}.

Evaluation Criteria:
{{ col_title }3}: {{ col_description }}

Evaluation Steps:

1. Read the news article carefully and identify the main facts and details it presents.

2. Read the target summary and example summary. Compare them to the article.

3. Compare the quality of the target summary to reference summary with respect to {{ col : str }}.

4. Respond with only one of the following: "Better” "Worse” or "Similar” which indicate whether the target summary is better than,
worse than, or similar to the reference summary.

Original Article:
{{ article : str }}

Reference Summary:
{{ icl_summary : str }}

Target Summary:
{{ target_summary : str }}

Table 13: SummEval p("Better”), ... Prediction Prompt Template.

You will be given a news article, one target summary of that news article, and a reference summary of that article. Your goal is
to say whether the quality of the target summary is better, worse, or similar to the reference summary with respect to {{ col : str }}.

Evaluation Criteria:
{{ col_title }}: {{ col_description }}

Evaluation Steps:

1. Read the story carefully.

2. Read the reference story and evaluation story. Compare them to the idea.

3. Compare the quality of the evaluation story to the reference story with respect to {{ col : str }}.

4. Respond with only one of the following: "Better” "Worse” or "Similar” which indicate whether the evaluation story is better than,
worse than, or similar to the reference story.

Story Idea:
{{ story_prompt : str }}

Reference Story:
{{ icl_summary : str }}

Evaluation Story:
{{ target_summary : str }}

Table 14: TopicalChat p("Better"), ... Prediction Prompt Template.

You will be given a news article, one target summary of that news article, and a reference summary of that article. Your goal is
to say whether the quality of the target summary is better, worse, or similar to the reference summary with respect to {{ col : str }}.

Evaluation Criteria:
{{ col_title }3}: {{ col_description }}

Evaluation Steps:

1. Read the story carefully.

2. Read the reference story and evaluation story. Compare them to the idea.

3. Compare the quality of the evaluation story to the reference story with respect to {{ col : str }}.

4. Respond with only one of the following: "Better” "Worse” or "Similar” which indicate whether the evaluation story is better than,
worse than, or similar to the reference story.

Story Idea:
{{ story_prompt : str }}

Reference Story:
{{ icl_summary : str }}

Evaluation Story:
{{ target_summary : str }}

Table 15: HANNA p("Better"), ... Prediction Prompt Template.
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Here is a news article:
{{ article : str }}

Summary 1:
{{ target_summary : str }}

Summary 2:
{{ icl_summary : str }}

Does Summary 1 {{ prediction : str }} than Summary 27?

Respond with only one of the following: "Yes"” or "No".

Table 16: SummEval p("Yes"), p("No") Prediction Prompt Template.

Here is a conversation:
{{ context : str }}

Response 1:
{{ target_summary : str }}

Response 2:
{{ icl_summary : str }}

Does Response 1 {{ prediction : str }} than Response 2?

Respond with only one of the following: "Yes"” or "No".

Table 17: TopicalChat p("Yes"), p("No") Prediction Prompt Template.

Story 1:
{{ target_summary : str }}

Story 2:
{{ icl_summary : str }}

Does Story 1 {{ prediction : str }} than Story 2?

Respond with only one of the following: "Yes” or "No".

Table 18: HANNA p("Yes"), p("No") Prediction Prompt Template.
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