
DIRAS: Efficient LLM-Assisted Annotation of Document Relevance
in Retrieval Augmented Generation

Anonymous ACL submission

Abstract

Retrieval Augmented Generation (RAG) is001
widely employed to ground responses to002
queries on domain-specific documents. But003
do RAG implementations leave out impor-004
tant information or excessively include irrel-005
evant information? To allay these concerns,006
it is necessary to annotate domain-specific007
benchmarks to evaluate information retrieval008
(IR) performance, as relevance definitions vary009
across queries and domains. Furthermore,010
such benchmarks should be cost-efficiently011
annotated to avoid annotation selection bias.012
In this paper, we propose DIRAS (Domain-013
specific Information Retrieval Annotation with014
Scalability), a manual-annotation-free schema015
that fine-tunes open-sourced LLMs to anno-016
tate relevance labels with calibrated relevance017
probabilities. Extensive evaluation shows that018
DIRAS fine-tuned models achieve GPT-4-level019
performance on annotating and ranking unseen020
(query, document) pairs, and is helpful for real-021
world RAG development.1022

1 Introduction023

RAG has become a popular paradigm for NLP ap-024

plications (Gao et al., 2024). One core phase of025

RAG systems is Information Retrieval (IR), which026

leverages cheap retrievers to filter relevant infor-027

mation and thus save LLM inference costs. Given028

its cost-saving nature, IR might be a performance029

bottleneck for RAG (Chen et al., 2023b; Gao et al.,030

2024). Both leaving out important relevant infor-031

mation (low recall) as well as including excessively032

related but irrelevant information (low precision)033

may lead to severe performance down-grades (Ni034

et al., 2023; Cuconasu et al., 2024; Niu et al., 2024;035

Schimanski et al., 2024a). However, evaluation036

results on general-domain benchmarks (Thakur037

et al., 2021) may hardly indicate the IR perfor-038

1We will open-source all our codes, LLM generations, and
human annotations.

mance on RAG systems, as the definition of rele- 039

vance varies drastically across different domains 040

and use cases (Bailey et al., 2008). See App. A for 041

an example where the relevance judgment may vary 042

widely with or without domain expertise. There- 043

fore, domain-specific benchmarks need to be an- 044

notated to evaluate RAG systems in different do- 045

mains. 046

To address this scarcity of domain-specific IR 047

benchmarking, we propose DIRAS, a pipeline to 048

annotate domain-specific IR data at scale (illus- 049

trated in Fig. 1). Specifically, users only need to 050

input (1) some domain-specific queries and docu- 051

ments and (2) definitions for what is (ir)relevant 052

for each query. Then, DIRAS distills relevance pre- 053

diction data from GPT-4 to fine-tune open-sourced 054

LLMs, which can then be used to annotate rel- 055

evance on a large scale without extra API cost, 056

avoiding annotation selection bias (Thakur et al., 057

2021) with limited expenditure. 058

Prior work distills open-sourced LLM-based 059

rerankers using pairwise (Qin et al., 2024) or list- 060

wise (Sun et al., 2023b; Pradeep et al., 2023) as the 061

ranking paradigm. However, we choose a point- 062

wise approach (i.e., predicting a relevance score 063

per document and then ranking according to the 064

scores) for DIRAS, to fulfill our three Desiderata 065

for a document relevance annotator: 066

D1. Efficient and Effective: When benchmarking 067

IR of RAG systems, it is important to annotate all 068

(query, paragraph) pairs to avoid annotation selec- 069

tion bias, since information thoroughness is critical 070

for many queries (e.g., overall assessment, Ni et al., 071

2023). Therefore, the pointwise method is more 072

favorable as it largely outperforms list- or pairwise 073

method in efficiency (Sun et al., 2023a). Prior 074

work worries that pointwise ranking is efficient 075

but not effective due to the difficulty in calibration 076

(Sun et al., 2023a; Qin et al., 2024). However, this 077

method lacks empirical investigation in prior work. 078
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In our work, we observe both GPT-4 and DIRAS079

fine-tuned LLMs achieve very competent pointwise080

ranking results thanks to good calibration.081

D2. Improved Leverage of the Relevance Defi-082

nition: Relevance and partial relevance judgments083

might be subjective without domain expertise or084

explicit annotation guidelines (Bailey et al., 2008;085

Saracevic, 2008; Thomas et al., 2024; see also086

App. A). Therefore, DIRAS explicitly puts rele-087

vance definition into relevance prediction prompts088

to achieve more objective and consistent results.089

Compared to the list- or pairwise method, the point-090

wise method is provided with only one document091

each time. Thus, it may analyze the document092

along the relevance definition in better detail, espe-093

cially with CoT prompting (Wei et al., 2022).094

D3. Richer Predictions for RAG Requirements:095

Listwise or pairwise ranking algorithms only pre-096

dict a relative rank for documents. With only the097

rank, retrieving the same number of documents098

(top-k) for all questions is suboptimal as it is likely099

that different questions have different amounts of100

relevant information (details in § 5). In contrast,101

the pointwise method predicts not only ranks but102

also binary relevance and calibrated relevance prob-103

abilities. Both binary labels and relevance scores104

allow RAG systems to retrieve the actual amount105

of relevant information to a question. Furthermore,106

the calibrated relevance probability is also helpful107

in automatic annotation (Ni et al., 2024), indicat-108

ing which annotations are partially relevant and/or109

check-worthy.110

To evaluate DIRAS, we conduct experiments111

with two datasets. First, we annotate a high-quality112

dataset based on ChatReport2 (Ni et al., 2023),113

a real-world RAG application analyzing lengthy114

corporate reports. This dataset also incorporates115

the ideas of partial relevance and labeling uncer-116

tainty. ChatReport is representative of RAG appli-117

cations that are sensitive to retrieval results, as thor-118

oughly analyzing disclosed information is crucial119

for assessing what is under-addressed in the reports.120

Evaluation on ChatReport data shows that the point-121

wise ranking of DIRAS achieves very satisfactory122

performance, even superior to the widely-adopted123

listwise method (Pradeep et al., 2023) (§ 3.1). The124

best DIRAS fine-tuned model also achieves GPT-125

4-level performance in terms of relevance ranking126

and calibration (§ 3.2).127

Second, we use a DIRAS fine-tuned model to re-128

2https://reports.chatclimate.ai/

annotate all (query, document) combinations (43k 129

in total) in ClimRetrieve (Schimanski et al., 2024b), 130

a real-world record of experts’ information seek- 131

ing workflow. Experiments show that DIRAS fine- 132

tuned models successfully understand fine-grained 133

degree of relevance (§ 4.1) and enhance their per- 134

formance through improved relevance definitions 135

(§ 4.2). Furthermore, it mitigates IR annotation 136

bias by identifying information ignored by experts 137

(§ 4.3), and benchmarks IR algorithms’ target do- 138

main performance upon all 43k (query, document) 139

pairs (§ 4.4). Finally, we propose recommendations 140

for future RAG designs based on our takeaways 141

(§ 5). 142

Collectively, our contributions include: 143

1. We propose DIRAS, a framework tuning open- 144

sourced LLMs into efficient and effective IR 145

annotators, taking domain expertise into ac- 146

count. 147

2. We annotate a high-quality IR benchmark 148

based on ChatReport with (partial) relevance 149

labels and uncertainty labels, based on explicit 150

relevance definitions. 151

3. We compare DIRAS fine-tuned models with a 152

real-world information-seeking workflow by 153

experts, showing the model accurately under- 154

stands granular relevance definitions and helps 155

mitigate annotation selection bias. 156

2 DIRAS 157

2.1 DIRAS Pipeline 158

To address the outlined desiderata (D1, D2, D3) 159

in § 1, we design the DIRAS pipeline (illustrated 160

in Fig. 1). This pipeline comprises the training 161

data creation and fine-tuning of small LLMs to the 162

calibrated annotators. 163

Training Data Creation: We create the training 164

data from domain-specific sources like reports. As 165

a result, the data will be composed of a set of 166

domain-specific (query, document) pairs. Each 167

query comprises a question and a definition indi- 168

cating what is relevant or irrelevant to the question. 169

The relevance definition can be designed by human 170

experts or generated by LLMs following App. B. 171

To obtain the documents for each question/query, 172

we employ a sampling strategy using top-k relevant 173

documents ranked by a small dense retriever. We 174

set a top-k threshold and sample an equal number 175

of documents within and outside of the threshold 176

for each question. While sampling in top-k aims 177
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Figure 1: DIRAS pipeline. RAG-specific queries, documents as inputs; calibrated small-LLM annotators as outputs.

at covering some relevant documents, sampling178

outside of top-k ensures covering the broader dis-179

tribution of (query, document) pairs.180

Open-Sourced LLM Fine-Tuning: Once we sam-181

pled the domain-specific (query, document) pairs,182

we create instruction fine-tuning (IFT) data with a183

SOTA generic LLM M and the prompt template184

P (see e.g., Fig. 2). The prompt template incorpo-185

rates a (query, document) pair and an instruction186

to predict a binary relevance label and its confi-187

dence score. Finally, the distilled IFT data is used188

to fine-tune open-sourced LLMs Mo (“o” stands189

for “open”) to conduct binary relevance prediction190

with confidence.191

2.2 Evaluation Metrics192

Both M’s and Mo’s results should be evaluated193

against two types of human labels. (1) Relevance194

labels: whether a document is helpful for answer-195

ing a query or not, disagreement between different196

annotators needs to be resolved to obtain the final197

relevance label. (2) Uncertainty labels: an anno-198

tation is uncertain, if the annotators have a strong199

disagreement, or the majority of them agree that200

the (query, document) is partially relevant. We use201

the following metrics for evaluation:202

Binary Relevance: We compute the F1 Score203

of models’ binary relevance prediction using rele-204

vance labels. For RAG systems, binary relevance205

labels are important for deciding which documents206

should be passed to LLMs.207

Calibration: Both M and Mo give confidence208

scores, which should calibrate the binary accuracy209

to indicate whether the prediction is trustworthy.210

We use Expected Calibration Error (ECE), Brier211

Score, and AUROC to measure calibration perfor-212

mance, following Kadavath et al. (2022) and Tian213

et al. (2023).214

Information Retrieval: The confidence scores215

also give a calibrated relevance probability which216

can be used to rank documents for each query. To217

directly evaluate the ranking performance, we mea-218

sure nDCG and MAP upon relevance labels. 219

Uncertainty: If the models understand the diffi- 220

culty and uncertainty caused by partial relevance, 221

they should have lower confidence scores on sam- 222

ples that humans found to be uncertain. Thus we 223

compute average precision (AP) scores between 224

confidence and uncertainty labels. We chose AP be- 225

cause it is threshold-free by summarizing F1 scores 226

of all thresholds of relevance scores. Details of 227

computing all metrics are in App. C. 228

3 Experiments on ChatReport 229

To the best of our knowledge, there is no existing 230

IR dataset that (1) accompanies each query with 231

domain-specific relevance definition; and (2) pro- 232

vides annotations of human uncertainty caused by 233

partial relevance. Therefore, we annotate a dataset 234

based on ChatReport (Ni et al., 2023) to fulfill eval- 235

uation purposes in § 2.2. ChatReport is an online 236

RAG application for corporate climate report anal- 237

yses and Q&A about the reports.3 238

Data Sampling: We sample 31 questions and 80 239

reports from this application. Climate reports are 240

sampled randomly from openly accessible user sub- 241

missions4 (PDF parsing details in App. D). The 242

questions are strategically sampled to ensure repre- 243

sentativeness and diversity. Specifically, 11 ques- 244

tions are the core questions used in ChatReport, 245

which cover essential topics of sustainability dis- 246

closure. 20 questions are selected from users’ cus- 247

tomized questions posed to the ChatReport tool. 248

Finally, we prompt GPT-4 to draft relevance defini- 249

tions for all questions (see App. B). 250

Train-Test Split: We split the questions into 11 for 251

testing and 20 for training. Similarly, we split the 252

reports into 30 for testing and 50 for training. This 253

ensures the evaluation on unseen questions and 254

reports. For each question, we randomly sample 255

60 documents – 30 each from in the top-5 and 256

3See https://reports.chatclimate.ai/.
4See https://github.com/EdisonNi-hku/

chatreport.
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Prompt:
<question>: What is the firm’s Scope 3 emission?
<question_definition>: This question is looking for infor-
mation about the firm’s emission in ...
<paragraph>: {one text chunk from a climate report}
Is <paragraph> helpful for answering <question>? Pro-
vide your best guess, and confidence score from 0 to 1.

Teacher LLM M:
[Reason]: {Reason why the paragraph is (un)helpful.}
[Guess]: {Yes or No.}
[Confidence]: {confidence score between 0.0 and 1.0.}

Figure 2: Our prompt template P for distilling training
data from M. It is shortened for presentation. Full P is
in Fig. 9.

outside the top-5 (using OpenAI text-embedding-257

3-small as the dense retriever). Ultimately, (query,258

document) pairs in training split are used to create259

training data with relevance label and confidence260

score predictions (details in § 3.1). Data points in261

the test split are passed to human annotation.262

Test Data Annotation: We leverage relevance defi-263

nitions as the annotation guidelines. A document is264

relevant if and only if it fulfills the definition. The265

data labeling process follows two steps. First, we266

employ two annotators who independently anno-267

tate all test data to be either relevant, irrelevant, or268

partially relevant. Second, we employ a subject-269

matter expert in corporate climate disclosure to re-270

solve conflicts to obtain final relevance labels. Be-271

sides relevance labels, we also obtain uncertainty272

labels from human annotations: Whenever there273

is strong disagreement (co-existence of relevance274

and irrelevance labels) or agreement on partial rel-275

evance (two or more annotators agree on partial276

relevance), the data point is labeled as uncertain.277

Inter-annotator agreement and other details can be278

found in App. E.279

3.1 How to Distill Training Data?280

To train better open-sourced LLMs Mo, it is crucial281

to distill high-quality training data from teacher282

LLM M. Specifically, we compare the following283

three implementation choices:284

Pointwise vs. Listwise: The listwise method is285

popular in ranking data distillation given its moder-286

ate cost and good performance (Sun et al., 2023b;287

Pradeep et al., 2023). However, the more efficient288

pointwise method is under-explored in prior work –289

majorly due to the concern about poor calibration290

(Sun et al., 2023a; Qin et al., 2024).291

Calibration method (Tok vs. Ask): One calibra-292

tion method is to get the relevance confidence by293

Setting Unc. Bin. Cal. Info. Avg.

List-2/1 - - - 76.86 -
List-2/1-D - - - 74.72 -
List-10/5 - - - 84.74 -
List-10/5-D - - - 84.45 -
List-20/10 - - - 78.05 -
List-20/10-D - - - 82.54 -

Point-Ask 39.27 84.07 94.41 87.57 76.33
Point-Ask-Prob-D 44.74 84.52 93.72 88.39 77.84
Point-Tok-D 28.83 86.32 93.31 80.90 72.52
Point-Ask-D 54.01 86.32 94.41 88.48 80.80

Table 1: GPT-4’s performance on ChatReport test set
with different ranking methods (Point- or Listwise),
with/without relevance definition (D), and calibration
method (Ask or Tok). Unc. denotes the Average Pre-
cision (AP) of predicting uncertainty; Bin. denotes F1
score of binary relevance prediction; Cal. is the average
of AUROC, ECE, and Brier Score; Info. is the average
of nDCG and MAP; Avg. denotes the average of all
metrics. Best scores of each column are bolded.

probing the model’s generation probability of the 294

token Yes/No when predicting a document’s rel- 295

evance (Tok, Liang et al., 2023). An alternative 296

way is directly asking LLMs to verbalize confi- 297

dence score, which may work better for instruction 298

following LLMs (Ask, Tian et al., 2023). 299

With vs. without relevance definition: As Cha- 300

tReport test data is annotated based on the rele- 301

vance definition, performance should increase if 302

the model correctly takes the in-context relevance 303

definition into consideration. 304

Following the takeaways of Thomas et al. (2024), 305

we design the prompt P for the pointwise method 306

with detailed task/role description, relevance def- 307

inition and CoT prompting (see Fig. 2 and Fig. 9, 308

prompt without definition in Fig. 11). We use the 309

listwise ranking prompt from Sun et al. (2023b) 310

and Pradeep et al. (2023) (see prompt with/without 311

definition in Fig. 13/Fig. 12). For the pointwise 312

method, we run one variation to test prompt sen- 313

sitivity: directly asking for relevance probability 314

instead of confidence for guess (prompt in Fig. 10). 315

As the listwise ranking is sensitive to window/step 316

size, we run three variations with window/step sizes 317

of 2/1, 10/5, and 20/10. text-embedding-3-small 318

is used for listwise methods’ initial ranking. The 319

results are shown in Table 1. We observe that: (1) 320

With the proper calibration method (Ask), the point- 321

wise method outperforms the listwise method. (2) 322

The listwise method is sensitive to window size, 323

while the pointwise method gives more consistent 324

performance across prompts. (3) Adding relevance 325

definition drops the listwise performance in 2 out 326
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Setting Unc. Bin. Cal. Info. Avg.

Small-embed - - 83.63 66.34 -
Large-embed - - 84.07 69.36 -
BGE-Gemma - - 78.21 68.47 -
GPT-3.5 29.71 45.27 87.79 74.16 59.23
GPT-4 54.01 86.32 94.41 88.48 80.80

Llama3-CoT-Ask 36.57 76.58 93.32 86.15 73.16
Llama3-CoT-Tok 41.74 76.58 90.82 85.96 73.78
Llama3-Ask 40.18 82.11 94.04 86.02 75.59
Llama3-Tok 41.60 82.11 94.41 89.19 76.83†

Phi3-CoT-Ask 36.08 72.95 92.35 80.56 70.48
Phi3-CoT-Tok 35.49 72.95 88.15 80.64 69.31
Phi3-Ask 32.30 73.23 91.16 80.05 69.18
Phi3-Tok 38.00 73.23 92.05 86.94 72.55†

Gemma-CoT-Ask 31.60 72.38 91.14 81.39 69.13
Gemma-CoT-Tok 39.03 72.38 88.58 80.33 70.08
Gemma-Ask 25.74 67.13 88.27 77.43 64.64
Gemma-Tok 50.72 67.13 92.44 81.17 72.87†

Table 2: Comparison between the fine-tuned Mo and
different baselines on ChatReport test data. Unc. de-
notes the Average Precision (AP) of predicting uncer-
tainty; Bin. denotes F1 score of binary relevance pre-
diction; Cal. is the average of AUROC, ECE, and Brier
Score; Info. is the average of nDCG and MAP; Avg.
denotes the average of all metrics. The best scores are
bolded and the second bests are underlined.† denotes
the best score achieved by each LLM architecture.

of 3 cases, while that improves the pointwise per-327

formance. Thus we choose pointwise to be our328

distillation strategy.329

3.2 Open-Sourced LLM Fine-Tuning330

DIRAS data fine-tuned models Mo will be used331

to predict all (query, document) combinations to332

mitigate annotation selection bias (Thakur et al.,333

2021). Therefore, shorter generations from Mo334

(e.g., without CoT) are favored as the inference cost335

for transformers increases quadratically with gener-336

ation length. Additionally, the choice of calibration337

method matters for LLMs (Tian et al., 2023). To338

explore these aspects, we fine-tune Mo in four339

settings: Mo-CoT-Ask, Mo-CoT-Tok, Mo-Ask,340

Mo-Tok, where CoT means Mo is tuned to gen-341

erate [Reason], [Guess], and [Confidence]; with-342

out CoT denotes Mo is tuned to only generate343

[Guess] and [Confidence]; “Ask” means the result344

is calibrated by the generated confidence score in345

[Confidence] field; and “Tok” means we take the346

token-level probability of “Yes/No” after “[Guess]:”347

as the confidence score for calibration. The prompt348

in Fig. 2 is used for fine-tuning. The “[Reason]:”349

line is removed in settings without CoT.350

We fine-tune Llama-3-8B-instruct (AI@Meta,351

2024), gemma-7b-it (Team et al., 2024b), and Phi-352

3-mini-4k-instruct (Abdin et al., 2024) (details353

CoT
_Ask Ask

CoT
_To

k Tok
0.2

0.4

0.6

0.8

Av
g.

 S
co

re
s

Llama-3-8B-Instruct

CoT
_Ask Ask

CoT
_To

k Tok

Phi-3-mini-4k-instruct

CoT
_Ask Ask

CoT
_To

k Tok

Gemma-7b-it

Figure 3: Shaded bars denote the performance of orig-
inal models. Colored bars denote the improvement
brought by fine-tuning.

in App. F). We compare these fine-tuned models 354

with baselines including GPT-3.5 and GPT-4 using 355

prompt P; the OpenAI embedding models text- 356

embedding-3-small, and text-embedding-3-large; 357

and BGE Gemma reranker5, a popular LLM-based 358

reranker for general domain. As Fig. 3 shows, 359

fine-tuning improves original models in all settings. 360

Furthermore, Table 2 shows the results of all fine- 361

tuned models in comparison to all baselines. We 362

observe that Mo-Tok outperforms other settings 363

for all LLM architectures. The best setting Llama3- 364

Tok achieves GPT-4 level performance in calibra- 365

tion and IR on unseen questions and reports. 366

Interestingly, we find that omitting the chain of 367

thought usually leads to a performance increase for 368

all three LLM architectures. CoT sometimes leads 369

to a limited increase when asking for calibration 370

(Ask), but constantly results in a performance drop 371

when calibrated with token-level probability (Tok). 372

Therefore, Mo should be fine-tuned without CoT 373

for performance and inference efficiency. More- 374

over, Tok rarely underperforms Ask, different from 375

Tian et al. (2023)’s finding and our observations 376

in Table 1. Thus, future work may consider prob- 377

abilities of important tokens (e.g., Yes/No in our 378

prompt template) as a promising calibration tool. 379

4 Experiments on ClimRetrieve 380

In this section, we showcase how the DIRAS fine- 381

tuned Mo can assist the IR annotation in a real- 382

world setting, leveraging the ClimRetrieve dataset 383

(Schimanski et al., 2024b). This dataset records 384

analysts’ real-life procedure of sustainability re- 385

port analyses: raise questions about sustainabil- 386

ity reports and then go through these reports to 387

find relevant information to answer their questions. 388

The dataset comprises 43k (query, document) pairs, 389

among which 595 pairs are annotated as relevant. 390

Relevant documents are annotated with a relevance 391

score from 1 to 3 (1 translates to partially relevant 392

5https://huggingface.co/BAAI/bge-reranker-v2-gemma
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Setting nDCG nDCG@5 nDCG@10 nDCG@15

Random 71.04 50.88 52.77 54.45
Small-embed 74.52 61.28 60.36 61.69
Large-embed 76.30 63.13 63.36 64.67
GPT-3.5 74.62 60.08 61.49 61.91
GPT-4 75.55 60.89 63.23 65.26
Llama3-Ask 77.23 67.60 66.18 67.57
Llama3-Tok 76.55 67.20 66.23 65.83

Table 3: Performance on ranking the relevant (query,
document) pairs in ClimRetrieve.

and 2/3 means relevant). App. I gives a detailed393

overview of the dataset.394

Compared to ChatReport data, ClimRetrieve is a395

more challenging and realistic setting because: (1)396

For ChatReport data, we draft explicit relevance397

definitions and annotate relevance dependent on398

them. But for ClimRetrieve, the analysts’ mental399

model for what is (ir)relevant for their posed ques-400

tions is unknown to us. (2) ClimRetrieve records401

human analysts’ real-life workflow of reading the402

full reports and searching for relevant information,403

which differs from ChatReport data where anno-404

tators are presented with (query, document) pairs405

as separate data points. Thus, ClimRetrieve only406

has gold labels for relevant (query, document) pairs.407

Other not annotated (query, document) combina-408

tions might be either irrelevant or a part of annota-409

tion selection bias – a widely existing problem in410

IR annotation (Thakur et al., 2021).411

This challenging and realistic setting of ClimRe-412

trieve allows us to investigate the following re-413

search questions regarding DIRAS fine-tuned Mo:414

(1) RQ1: Can Mo understand fine-grained dif-415

ferences in degree of relevance? (2) RQ2: Can416

we improve Mo’s performance through improv-417

ing relevance definitions? (3) RQ3: Can Mo as-418

sists in mitigating annotation selection bias (Thakur419

et al., 2021)? (4) RQ4: Can Mo’s predictions help420

benchmarking IR algorithms? We use the best Mo421

in § 3 (Llama-3 without CoT) to study these RQs.422

4.1 RQ1: Understanding Fine-Grained423

Relevance Levels424

We first evaluate fine-tuned Llama-3 on 595 gold la-425

bels of ClimRetrieve to verify whether it can effec-426

tively recover analysts’ ranking for relevant content427

by understanding which documents are more help-428

ful than others. Relevance definitions are drafted429

with GPT-4 with the same procedure as § 3. We430

report nDCG6 scores to measure the ranking per-431

formance on ClimRetrieve. Gold labels 1, 2, and 3432

6MAP can only measure binary relevance and since we
only investigate relevant samples, it cannot be calculated.

Setting nDCG MAP

Llama3-Askgeneric 29.95 26.51
Llama3-Askinformed 30.89 29.31

Llama3-Tokgeneric 31.17 28.73
Llama3-Tokinformed 32.53 32.65

Table 4: Comparison of using the generic and the expert-
informed relevance definitions for ranking all ClimRe-
trieve (query, document) pairs.

are assigned with relevance scores 1/3, 2/3, and 1. 433

Besides OpenAI 3rd generation embedding models, 434

we also have a random baseline where all (query, 435

document) pairs are assigned a random relevance 436

score between 0 and 1. The random baseline results 437

are averaged over 5 random seeds (40 to 44). Im- 438

portantly, all ClimRetrieve annotations are to some 439

degree relevant, so improvement over the random 440

baseline is challenging as the system needs to un- 441

derstand the trivial different degrees of relevance. 442

Table 3 presents different systems’ performance. 443

There is a clear trend of outperformance of the 444

fine-tuned Llama-3 models in this challenging set- 445

ting. They also exceed the random baseline by a 446

significant margin, indicating the model correctly 447

understands the fine-grained levels of relevance. 448

4.2 RQ2: Improving Performance through 449

Improving Definitions 450

We then test whether we can improve Mo’s per- 451

formance by improving the relevance definition 452

presented in prompts. In § 3 and § 4.1, we use 453

GPT-4 to draft the relevance definitions. To inves- 454

tigate the role of the definitions, we compare two 455

setups: (1) The generic relevance definition: the 456

definition drafted by GPT-4. (2) The informed rel- 457

evance definition: we use the labeled texts in the 458

ClimRetrieve dataset as examples to create artificial 459

expert- textitinformed relevance definitions. This 460

way, we simulate the inclusion of expert knowledge 461

to improve the relevance definition (see App. J for 462

details). 463

After creating the definitions, we repeat pre- 464

dicting the relevance scores with the DIRAS fine- 465

tuned Llama-3. First, we repeat the setup of previ- 466

ous § 4.1 with only human-annotated 595 relevant 467

(query, document) pairs. We find the utilization 468

of expert-informed definitions produces similar re- 469

sults, at most improving nDCG (see App. K). We 470

argue that the definition might only make a signif- 471

icant difference when predicting all (query, docu- 472

ment) pairs instead of only the human-annotated 473

ones. The inclusion of specific nuances might espe- 474
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Figure 4: This table shows the percentage of agree-
ment between Llama3-Tok and our human reannotation,
and the amount of data remaining, when adjusting the
confidence threshold for (query, document) pairs that
were considered relevant by Llama3-Tok but not by the
ClimRetrieve annotation.

cially help when compared with non-relevant docu-475

ments. Calculating the nDCG and MAP score for476

all 43k (query, document) pairs, we find evidence477

for this notion (see Table 4). Thus, the inclusion of478

expert-informed definitions seems to improve the479

performance (for more details, see App. K).480

4.3 RQ3: Mitigating Annotation Bias481

ClimRetrieve employs a real-world analyst sce-482

nario. This entails that the human only selectively483

annotates documents that are likely to be relevant484

and assumes unannotated documents as irrelevant485

(see e.g., Thakur et al., 2021). Therefore, the486

dataset allows us to investigate our model’s capabil-487

ities to counteract biases. For this purpose, we re-488

annotated 288 strategically sampled (sampling de-489

tails in App. M) (document, query) pairs to investi-490

gate Llama3-Tok’s performance on ClimRetrieve’s491

missing annotation. For samples not labeled as rel-492

evant in ClimRetrieve but by Llama3-Tok, the rean-493

notations indicate that we can effectively overrule494

these blind spots. As Fig. 4 shows, increasing the495

threshold of Llama3-Tok confidence allows us to496

be increasingly sure that we indeed find a relevant497

document. For the around 60% of the samples with498

a Llama3-Tok confidence higher than 99%, almost499

all samples are reannotated as relevant. Besides an-500

notation selection bias, there are also other reasons501

for overruling the initial annotations. ClimRetrieve502

annotators may rather have focused on hard rel-503

evant documents omitting partially relevant ones.504

Furthermore, our GPT-4 created definitions may505

broaden the scope of what is relevant. However, we506

find that our model is well-calibrated and consistent507

with the provided relevance definitions. Therefore,508

Llama3-Tok is helpful for mitigating annotation509

selection bias (for a detailed analysis, see App. M).510

Setting Kendall’s τ

BGE-Base 35.71
BGE-Base-ft 36.34

BGE-Large 34.74
BGE-Large-ft 36.55

Table 5: Different embedding models’ performance
benchmarked by Mo’s prediction on all 43K (query,
document) pairs of ClimRetrieve. “ft” denotes the
model is fine-tuned on in-domain data.

4.4 RQ4: Using Mo to Benchmark IR 511

After validating Mo’s performance, we can use it 512

to annotate all 43k ClimRetrieve datapoints and 513

obtain a benchmarking dataset to select IR algo- 514

rithms. This approach can be especially helpful 515

when lacking human annotation and annotation se- 516

lection bias is prevalent. Specifically, we compare 517

the performance of embedding models before and 518

after in-domain fine-tuning. If the Mo-annotated 519

benchmark gives higher scores to the fine-tuned 520

checkpoints, that means it is capable of selecting a 521

better model for this specific domain. 522

For this experiment, we first fine-tune open- 523

sourced embedding models bge-large-en-v1.5 and 524

bge-base-en-v1.5 (Chen et al., 2024) on ChatRe- 525

port test set7 (fine-tuning details in App. L). We 526

then compare embedding models’ relevance rank- 527

ing with the predicted ranking of Llama3-Tok on 528

all 43K (query, document) pairs in ClimRetrieve. 529

We use Kendall’s τ as the metric, which directly 530

compares the correlation between two ranks. The 531

results are shown in Table 5. We find the Llama3- 532

Tok-annotated benchmark successfully picks out 533

the fine-tuned checkpoints, showing a capability of 534

benchmarking information retrieval algorithms. 535

Interestingly, the unfine-tuned BGE-Base corre- 536

lates more to Llama3-Tok compared to BGE-Large, 537

although the latter shows stronger performance on 538

MTEB (Muennighoff et al., 2023). This indicates 539

the necessity of domain-specific benchmarking to 540

tell the in-domain performance. 541

5 Recommendation for Future RAG 542

Avoiding Top-K Retrieval: Naive RAG systems 543

(Ni et al., 2023) usually retrieve top-k (a fixed 544

number k) documents to augment LLM generation. 545

However, different questions tend to have different 546

7We fine-tune on the test instead of the training set to (1)
leverage high-quality human annotation for fine-tuning; and
(2) avoid indirect data leakage as Mo is fine-tuned on the
training set.
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Figure 5: The proximate amount of relevant information
for 16 questions in all ClimRetrieve reports, according
to Llama3-Tok’s relevance scores.

amounts of relevant information.Advanced RAG547

employs query routers to pick retrieval strategies548

(Gao et al., 2024). However, choosing the proper549

k without access to full documents is still hard. To550

demonstrate this, we average the relevance score551

(predicted by Llama3-Tok) over all documents for552

each question in ClimRetrieve. The resulting aver-553

age relevance score will be a proxy for the amount554

of relevant information on the question in all re-555

ports. As Fig. 5 shows, different questions vary556

considerably in the amount of relevant information.557

Therefore, we suggest not using top-k IR, avoiding558

the prior determined k that does not fit the actual559

amount of relevant information.560

Given the calibrated prediction of DIRAS fine-561

tuned Mo, an alternative way is to retrieve all562

documents whose relevance scores exceed a pre-563

defined threshold. Thus, different questions can564

retrieve different amounts of information depend-565

ing on whether passing the relevance threshold.566

Advanced RAG designs can even strategically pick567

the calibrated threshold for different questions, for568

example, allowing more partial relevance for sum-569

mary queries. Fig. 6 shows the F1 Scores of GPT-4570

and Llama3-Tok with different relevance thresh-571

olds. Llama3-Tok achieves good F1 scores over572

a wide range of thresholds. Thanks to its com-573

pact size (8B), it can be efficiently deployed as a574

reranker in RAG systems.575

Optimizing Relevance Definitions: Results in Ta-576

ble 2 and Table 3 are obtained with GPT-4-drafted577

relevance definitions (i.e., relevance definitions).578

Although this approach is useful in large-scale ap-579

plications, there is still space for improvement by580

optimizing relevance definition, as shown in § 4.2.581

According to Bailey et al. (2008), the question orig-582

inators are the gold standard for relevance defini-583

tion. Hence, with the help of DIRAS, future RAG584

systems may allow users to customize their require-585

ments for relevant information.586
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Figure 6: Instead of always retrieving top-k, we can
retrieve documents if they have relevance scores higher
than a threshold. This figure shows the change of F1
scores for obtaining relevant documents by thresholds.

6 Related Literature 587

IR plays an important role in RAG but also be- 588

comes a performance bottleneck (Gao et al., 2024). 589

Low precision in IR may cause LLMs to halluci- 590

nate or pick up irrelevant information (Cuconasu 591

et al., 2024; Schimanski et al., 2024a). Low recall 592

may leave out critical information for analysis (Ni 593

et al., 2023). Prior work proposes various datasets 594

and algorithms to benchmark RAG performance 595

(Saad-Falcon et al., 2023; Chen et al., 2023a; Niu 596

et al., 2024), but most of them focus on the final 597

generation quality. No previous work studies how 598

to efficiently generate domain-specific IR bench- 599

marks for RAG. Sun et al. (2023b,a); Pradeep et al. 600

(2023); Qin et al. (2024) find that SOTA generic 601

LLMs are good rerankers and such ability can be 602

distilled to open-sourced LLMs. However, they 603

all focus on pairwise or listwise ranking methods, 604

while our work shows that the pointwise method 605

(1) better fulfills the need of annotating domain- 606

specific IR; and (2) works better with proper cali- 607

bration method (Tian et al., 2023). Our work fol- 608

lows the stream of research annotating document 609

relevance with LLMs (Thomas et al., 2024), taking 610

one step further by (1) showing how to annotate 611

with small LLMs; (2) predicting relevance scores 612

to address partial relevance; and (3) use them to 613

benefit RAG development. 614

7 Conclusion 615

In this work, we introduce the DIRAS pipeline to 616

fine-tune open-source LLMs to calibrated annota- 617

tors. We prove the effectiveness of the approach 618

on two dataset sets. The DIRAS approach has two 619

significant advantages: (1) it is case-specialised al- 620

lowing the incorporation of domain-specific knowl- 621

edge into definitions, and (2) it helps to efficiently 622

label a huge amount of documents with calibrated 623

relevance scores. 624
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Limitations625

As with every work, this has limitations. Our first626

limitation stems from the usage of two datasets fo-627

cusing on a scenario of RAG report analyses. Given628

our expertise, this allows us to extend the deepness629

of our investigations: annotating domain-specific630

benchmarks and conducting error analyses. How-631

ever, this limits the wideness of our research. While632

we argue that the results are representative of other633

knowledge-intensive RAG scenarios, it remains an634

open question for future work to generalize the635

DIRAS pipeline.636

Second, this project focuses on text documents.637

This means we do not evaluate the performance638

of the DIRAS pipeline on graph and table con-639

tent. While this also presents a general limita-640

tion of modern-day RAG systems, we believe it641

is a crucial future step to generalize DIRAS’s idea642

of scalable information retrieval benchmarking to643

multi-modality.644

Our third limitation, and also a viable option645

to address multimodality, lies in the recent intro-646

duction of long-context LLMs. These may make647

the role of information retrieval in RAG less cru-648

cial as entire documents can be used to answer a649

question. At the same time, we observe that long-650

context models are good in needle-in-a-haystack651

problems but not as good when multiplied needles652

exist (Team et al., 2024a). Thus, even for long-653

context LLMs, an efficient system like DIRAS654

could enable improving algorithms for finding and655

using multiple relevant pieces of information or656

help improve the model’s ability to do so.657
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A Exemplifying Partial Relevance1120

When labeling whether a document is relevant for1121

a question, there exists a large grey scale of rel-1122

evance rather than a black-and-white relevant or1123

irrelevant label. Humans can only consistently cap-1124

ture these nuances to a certain extent. The judg-1125

ment of relevance also depends on the context and1126

the annotator’s domain expertise.1127

Consider for instance the following excerpt of a1128

document:1129
1130

"""1131
[...] Implement Risk Controls: Integrated Management1132

System (IMS): The K&S Integrated Management1133
System (IMS), which has been implemented at our1134
six major design and manufacturing sites , is1135

certified under the corporate ISO 9001:2015 ,1136
ISO 14001:2015 and ISO 45001:20181137
certifications. Our integrated Quality ,1138
Environmental and Occupational Health & Safety1139
(QEHS) Management System enables the1140
achievement of harmonized K&S worldwide1141
objectives.1142

"""11431144

Furthermore, conclude as to whether this is rel-1145

evant to answer the following question and defini-1146

tion:1147
1148

"""1149
Meaning of the question: The question "What1150

processes does the organization use to identify1151
and assess climate -related risks?" is asking1152

for information about the specific methods ,1153
tools , or strategies that a company employs to1154
recognize and evaluate the potential risks to1155
its operations , financial performance , and1156
overall sustainability that are associated with1157
climate change. This includes understanding1158

how the organization anticipates , quantifies ,1159
and plans for the impacts of climate -related1160

phenomena such as extreme weather events , long - 1161
term shifts in climate patterns , and regulatory 1162
changes aimed at mitigating climate change. 1163

1164
Examples of information that the question is looking 1165

for: 1166
1. The use of climate risk assessment tools or 1167

software that helps in modeling and predicting 1168
potential impacts of climate change on the 1169
organization 's operations. 1170

2. Engagement with external consultants or experts 1171
specializing in climate science [...] 1172

""" 11731174

The question is clearly looking for processes to 1175

identify and assess risks associated with climate 1176

change. Example 1. states that "climate risk as- 1177

sessment tools" are relevant. The paragraph states 1178

that the Integrated Management System serves to 1179

identify risks including environmental risks. In 1180

sustainability matters, climate change and environ- 1181

mental topics often fall under the same umbrella. 1182

Thus, yes, the paragraph is relevant for the question 1183

addressing a certified process to manage climate 1184

risks. However, also contrary arguments can be 1185

considered. We don’t exactly know whether en- 1186

vironmental and climate topics are viewed inter- 1187

changeably. An expert may know clear differenti- 1188

ating factors between environmental and climate 1189

matters (e.g., not all environmental problems like 1190

water pollution affect the climate). Furthermore, 1191

the environmental management system is rather a 1192

minor note in this paragraph. Additionally, it seems 1193

that, although it is a general risk management sys- 1194

tem, the "Quality, Environmental and Occupational 1195

Health & Safety (QEHS) Management System" is 1196

rather used to achieve worldwide objectives for the 1197

company. Would you deem this relevant if it was 1198

the only information obtained for a company? And 1199

what if there are fifteen more documents that are 1200

clearly relevant? How would it be labeled then? 1201

It is possible to go to lengths and depending on 1202

which expert level or context a labeler holds. In a 1203

binary relevant/irrelevant setting, both labels would 1204

be partially wrong. The reason lies in the fact that 1205

when asking whether this document is relevant to 1206

the question, the answer is "partially right". 1207

B Creation of Question Relevance 1208

Definition 1209

Fig. 7 shows the prompt template for the creation 1210

of the question relevance definition. We ask the 1211

model to produce a short definition on which the 1212

model should rely. Additionally, we ask the model 1213

to produce a list of examples. This structure should 1214

align with the manner an expert implicity or ex- 1215

plicitly approaches the annotation task of labeling 1216

13
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relevance. A definition alone would have the short-1217

coming that it only incorporated generic know-how.1218

Complementing it with examples gives the expert1219

the flexibility to extend the meaning of the terms1220

in exemplified form. For a demonstration of the1221

output, see Table 10.1222

"""
An analyst posts a <question > about a sustainability

report. Your task is to explain the <question >
in the context of sustainability reporting.

Please first explain the meaning of the <
question >, i.e., the meaning of the question
itself and the concepts mentioned. And then
give a list of examples , showing what
information from the sustainability report the
analyst is looking for by posting this <
question >.

For <the question 's meaning >, please start by
repeating the question in the following format:

'''
The question "<question >" is asking for information

about [...]
'''

For the <list of example information that the
question is looking for >, follow the following
example in terms of format:

---
[...]
3. Initiatives aimed at creating new job

opportunities in the green economy within the
company or in the broader community.

4. Policies or practices in place to ensure that the
transition to sustainability is inclusive ,

considering gender , race , and economic status.
[...]
---

Here is the question:
<question >: ""{ question }""

Format your reply in the following template and keep
your answer concise:

Meaning of the question: <the question 's meaning >
Examples of information that the question is looking

for: <list of example information that the
question is looking for >"""

Figure 7: RAG Prompt Template enforcing structured
output.

C Metrics Computation Details1223

In this project, we use Scikit-Learn (version 1.2.2)1224

to compute AUROC, average precision scores,1225

Brier scores, and F1 scores. We employ rank_eval1226

(version 0.1.3) to compute nDCG and MAP scores,1227

and Scipy.stats to compute Kendall’s τ . For nDCG,1228

relevant scores 0.5 and 1 are assigned to partially1229

relevant and relevant documents correspondingly.1230

D PDF Parsing and Document Length1231

We use IBM deepsearch parser (Team, 2022) to1232

parse corporate reports into chunks. For chunks1233

shorther than 120 tokens, we concatenate them with1234

adjacent chunks to form chunks longer than 120.1235

Figure 8: Distribution of chunk length after being ex-
tracted from sustainability reports and concatenation.

Figure Fig. 8 shows the formatted chunks length 1236

distribution. 1237

E Expert Annotation Process 1238

To obtain an expert-annotated test set, we anno- 1239

tate the test data that contains equally 330 sam- 1240

ples of each top-5 relevant and non-to-5 relevant 1241

documents to the 11 questions/queries, thus ob- 1242

taining 660 (query, document) pairs including the 1243

corresponding expert definitions. As described in 1244

App. D, the data is obtained from real sustainability 1245

reports and split into chunks of around 150 words 1246

with the IBM deepsearch parser (Team, 2022). Ta- 1247

ble 6 shows an overview of statistical properties of 1248

the number of words in test set data. 1249

Then, we form a group of three expert annota- 1250

tors. The expert annotators comprise one graduate 1251

and one PhD student working in NLP for climate 1252

change. These two experts label the entire dataset 1253

with three labels: the document is relevant, partially 1254

relevant, or not relevant for the query including the 1255

definition. Following a simple annotation guide- 1256

line: 1257

• Please first carefully read the provided rele- 1258

vance definition to understand what the ques- 1259

tion is looking for. The definition consists of a 1260

question explanation and examples of relevant 1261

information. 1262

• If a paragraph clearly fall into the definition 1263

of relevance, i.e., explicitly mentioned by the 1264

question explanation or examples, please an- 1265

notate relevant. 1266

• If the paragraph is not explicitly covered by 1267

the definition but you think it somehow helps 1268
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Number of words per document
Dataset Size Mean Std Min 25% 50% 75% Max

660 150 28.5 107 131 143 162 318

Table 6: Statistical properties of the number of words in ChatReport test set data.

Label Occurance
Relevant 121
Partially 65

Not Relevant 474

Table 7: Label distribution in the ChatReport test
dataset.

answering the question. Please annotate par-1269

tially relevant.1270

• Otherwise please annotate irrelevant.1271

Additionally, one PhD student focusing on cli-1272

mate change and sustainability research serves as a1273

subject-matter meta annotator to resolve conflicts1274

or investigate cases where both labelers arise at the1275

label partially.1276

Comparing the two base annotators in the setup,1277

we can calculate inter-annotator agreement. The1278

Cohen’s kappa between the two labelers is 0.6831279

(substantial agreement). We also calculate annota-1280

tors’ agreement on partial relevance. The Cohen’s1281

Kappa turns out to be 0.129, suggesting that there1282

are uncertainty and subjectivity associated with par-1283

tial labels.1284

Besides the relevance, we also obtain an uncer-1285

tainty label whenever there is strong disagreement1286

(co-existence of relevance and irrelevance labels) or1287

agreement on partial relevance (two or more anno-1288

tators agree on partial relevance), the data point is1289

labeled as uncertain. There are 103 (557) uncertain1290

(certain) (query, document) pairs in the dataset.1291

Finally, the third expert annotator resolves the ex-1292

isting conflicts in the dataset. This results in a label1293

distribution of Table 7. It becomes apparent that the1294

majority of documents are not relevant while still a1295

significant number is labeled as partially relevant1296

and relevant.1297

F LLM Fine-Tuning Settings1298

We use the default QLoRA hyperparameter settings1299
8, namely, an effective batch size of 32, a lora r of1300

64, a lora alpha of 16, a warmup ratio of 0.03, a1301

8https://github.com/jondurbin/qlora

constant learning rate scheduler, a learning rate of 1302

0.0002, an Adam beta2 of 0.999, a max gradient 1303

norm of 0.3, a LoRA dropout of 0.1, 0 weight 1304

decay, a source max length of 2048, and a target 1305

max length of 512. We use LoRA module on all 1306

linear layers. All fine-tunings last 2 epochs. 1307

All experiments are conducted on two clusters, 1308

one with 4 V100 GPUs and the other with 4 A100 1309

(80G) GPUs. 1 GPU hour is used per fine-tuning. 1310

G DIRAS Prompt Template P 1311

Fig. 9 shows the full prompt DIRAS prompt tem- 1312

plate for the Chain-of-Thought setup. The non-CoT 1313

setup just excludes the “[Reason]: ..."" part of the 1314

prompt. 1315

You are a helpful assistant who assists human
analysts in identifying useful information
within sustainability reports for their
analysis.

You will be provided with a <question > the analyst
seeks to answer , a <paragraph > extracted from a
lengthy report , and <background_information >

that explains the <question >. <
background_information > first explains the <
question > and then raises examples to help you
to better understand the <question >. Your job
is to assess whether the <paragraph > is useful
in answering the <question >.

<background_information >: "{ background_information }"
<question >: "{ question }"
<paragraph >: "{ paragraph_chunk }"

Is <paragraph > helpful for answering <question >?
Note that the <paragraph > can be helpful even
it only addresses part of the <question >
without fully answering it. Provide your best
guess for this question and your confidence
that the guess is correct. Reply in the
following format:

[Reason ]: <Reason why and how the paragraph is
helpful or not helpful for answering the
question. Clearly indicate your stance.>

[Guess]: <Your most likely guess , should be one of "
Yes" or "No".>

[Confidence ]: <Give your honest confidence score
between 0.0 and 1.0 about the correctness of
your guess. 0 means your previous guess is very
likely to be wrong , and 1 means you are very

confident about the guess.>

Figure 9: Full DIRAS Chain-of-Thought prompt for
LLMs predicting relevance labels and calibrating.

H Alternative Prompts 1316

Fig. 9, Fig. 10, and Fig. 11 show the alternative 1317

prompts with which we experimented. 1318
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{Same task description and inputs}

Is <paragraph > helpful for answering <question >?
Note that the <paragraph > can be helpful even
it only addresses part of the <question >
without fully answering it. Provide your best
guess for this question and the probability
that the <paragraph > is helpful. Reply in the
following format:

[Reason ]: <Reason why and how the paragraph is
helpful or not helpful for answering the
question. Clearly indicate your stance.>

[Guess]: <Your most likely guess , should be one of "
Yes" or "No".>

[Probability Helpful ]: <The probability between 0.0
and 1.0 that the <paragraph > is helpful to the
<question >. 0.0 is completely unhelpful and 1.0
is completely helpful.>

Figure 10: Output requirements for the alternative
prompt setting Pprob. Task description and input are the
same as Fig. 9.

You will be provided with a <question > the analyst
seeks to answer , and a <paragraph > extracted
from a lengthy report. Your job is to assess
whether the <paragraph > is useful in answering
the <question >.

<question >: "{ question }"
<paragraph >: "{ paragraph_chunk }"

{Same output requirements}

Figure 11: Task description and input part for the alter-
native prompt setting Pw/o_e. Output requirements are
the same as Fig. 9.

I ClimRetrieve Dataset Overview1319

The ClimRetrieve dataset simulates the typical1320

tasks of a sustainability analyst. The annotators1321

examine 30 sustainability reports. We use the1322

report-level dataset of this paper which contains1323

43K (query, document) pairs labelled by relevance.1324

This dataset is very long because every report is1325

repeated per question to have unique (query, doc-1326

ument) pairs. We also use the much shorter, only1327

relevant (query, document) pairs containing 5951328

unique samples. Since the annotators only search1329

for relevant information, these are the gold labels.1330

There is no active labeling of the irrelevant (query,1331

document) pairs. Table 8 offers a comparison of the1332

statistical properties of the word count of the doc-1333

uments in ClimRetrieve. They are slightly longer1334

than the ChatReport data (compare Table 6). Ta-1335

ble 9 shows the label distribution in the relevant-1336

only dataset. It becomes apparent that most of the1337

(query, document) pairs are very relevant (label=3).1338

This aligns with the report analyst setting where1339

information is searched for until the question can1340

effectively be answered.1341

<|system|>
You are RankLLM , an intelligent assistant that can

rank passages based on their relevancy to the
query.

<|user|>
I will provide you with {num} passages , each

indicated by a numerical identifier [].
Rank the passages based on their relevance to the

search query: {query}.
{passages}
Search Query: {query}.
Rank the {num} passages above based on their

relevance to the search query. All the passages
should be included and listed using

identifiers , in descending order of relevance.
The output format should be [] > [], e.g., [4]
> [2]. Only respond with the ranking results ,
do not say any word or explain.

Figure 12: We use exactly the same listwise ranking
prompt as Sun et al. (2023b) and Pradeep et al. (2023).
Both system and user prompts are presented in this
figure.

<|system|>
You are RankLLM , an intelligent assistant that can

rank passages based on their relevancy to the
query.

<|user|>
I will provide you with {num} passages , each

indicated by a numerical identifier [].
Rank the passages based on their relevance to the

search query: {query}.
{passages}
Search Query: {query}.

Here are some background information that explains
the query: {relevance_definition}

Rank the {num} passages above based on their
relevance to the search query. All the passages
should be included and listed using

identifiers , in descending order of relevance.
The output format should be [] > [], e.g., [4]
> [2]. Only respond with the ranking results ,
do not say any word or explain.

Figure 13: Listwise prompt with an extra input of ex-
plicit definition.

J Creation of the Expert-Informed 1342

Relevance Definition 1343

Fig. 14 shows the prompt for the creation process 1344

of the expert-informed relevance definitions. Fol- 1345

lowing the procedure in Schimanski et al. (2024b), 1346

we make use of the text parts labeled as relevant. 1347

There exists a relevance score from 1-3 where 1 sig- 1348

nals the least and 3 is most relevant. Similar to the 1349

base setup for the experiments in Schimanski et al. 1350

(2024b), we use the text samples with a score of 2 1351

or higher to create the expert-informed relevance 1352

definition. We include every relevant text part as 1353

an example. Thus, the prompt includes a large set 1354

of examples per question that can be synthesized 1355

in the relevance definition. While this procedure 1356

creates an expert-informed definition, it also repre- 1357

sents a data leakage. In a sense, the definition will 1358

retrofit with the documents it searches for. While 1359
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Number of words per document
Dataset Dataset Size Mean Std Min 25% 50% 75% Max

Report-Level 43.445 172 60.0 1 135 186 220 499
Only Relevant 595 199 43.8 38 177 213 228 281

Table 8: Statistical properties of the number of words in ClimRetrieve data.

Label Occurance
1 100
2 167
3 328

Table 9: Distribution of relevance labels over the rele-
vant (query, document) pairs in ClimRetrieve.

this is a limitation, we argue that this is also the1360

step an expert human would take when annotating.1361

She will have fixed concepts in her head, maybe1362

even inspired by prior search processes. Therefore,1363

we argue that this data leakage experiment is still1364

adequate to investigate whether an expert-informed1365

definition helps align the search process.1366

Plugging the examples into the prompt results in1367

a set of expert-informed relevance relevance defini-1368

tions. When comparing these relevance definitions1369

to the generic ones, it becomes apparent that GPT-41370

already incorporated the majority of the concepts1371

that the experts were looking for. Therefore, the1372

adjustment of the relevance definition is visible1373

but rather subtle. One example is displayed in Ta-1374

ble 10. While the meaning of the question remains1375

rather static, there are nuanced differences in the1376

examples that guide the relevance labeling.1377

K MAP and nDCG Scores for Different1378

Relevance Definitions1379

In the expert-informed definition experiment, we1380

compare two settings. First, we compare the predic-1381

tions on the 595 relevant-only (query, document)1382

pairs. This is a replication of the setting in § 4.1.1383

Since we don’t have non-relevant samples, we can1384

only compare the nDCG. Table 11 shows the re-1385

sults. It becomes apparent that only for the gen-1386

eral nDCG score, the expert-informed query rates1387

better. For the nDCG@5, and nDCG@10, the1388

best-performing model remains with the generic1389

prompt. The picture turns again when widening to1390

nDCG@15. This could be a result of the defini-1391

tion creation. We use examples of relevance labels1392

2 and 3 to create the expert-informed definition.1393

Thus, we implicitly equalize relevance 2 and 3 in1394

importance. This means we are likely less effec- 1395

tive in differentiating between 2 and 3. This could 1396

explain the lower results for at lower k’s where dif- 1397

ferentiating between 2 and 3 is important v.s. the 1398

overall nDCG where differentiating between 1 and 1399

2/3 plays a more important role. 1400

This intuition is reinforced by the second set- 1401

ting, comparing the predictions on all 43K (query, 1402

document) pairs. In this setting, we also calculate 1403

the relevance for a large amount of non-relevant 1404

pairs. As Table 12 shows, the expert-informed 1405

definition now seems effective, especially when 1406

comparing MAP. MAP is agnostic to the actual 1407

degree of relevance and rather just differentiates 1408

between relevant and not relevant. Thus, the clearly 1409

higher MAP scores show that the expert-informed 1410

definition helps in differentiating between the non- 1411

relevant pairs where the definition is not meant for 1412

vs. those the definition was created with and for. 1413

This indicates that our approach is indeed sensitive 1414

to adjusting the relevance definitions. 1415

L Embedding Fine-Tuning 1416

We follow the official fine-tuning example9 of 1417

(Chen et al., 2024) to fine-tune the embedding mod- 1418

els. The models are fine-tuned on all annotated 1419

(query, document) pairs in ChatReport test set for 1420

10 epochs, with a batch size of 4. Other hyperpa- 1421

rameters are the same as the official example. 1422

M Hand-Checking of Model Results on 1423

ClimRetrieve 1424

The ClimRetrieve dataset presents the opportunity 1425

to investigate the output of our best-performing 1426

fine-tuned model Llama3 without CoT from differ- 1427

ent angles. In this experiment, we hand-annotate 1428

the output of our model in different categories and 1429

compare it to the ClimRetrieve annotations. As out- 1430

lined in § 4, one issue of our approach is that we can 1431

only approximate the mental model of the annotator 1432

to create the relevance definitions. For the analy- 1433

sis, we consider the predictions of the fine-tuned 1434

9https://github.com/FlagOpen/FlagEmbedding/
tree/master/examples/finetune
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Question Generic Definition Expert-informed Definition

Does the company
provide definitions
for climate change
adaptation?

"Meaning of the question: The question ""
Does the company provide definitions
for climate change adaptation ?"" is
asking for information about whether
the company has clearly outlined what
it understands by the term "" climate
change adaptation "" within its
sustainability reporting. This involves
understanding how the company

perceives the process of adjusting to
actual or expected climate change and
its effects , as well as how it plans to
manage or mitigate harm or exploit

beneficial opportunities.

Examples of information that the question is
looking for:

1. A clear definition of climate change
adaptation as understood and applied by
the company in its operations and

planning.
2. Descriptions of the specific impacts of

climate change that the company is
adapting to, such as increased
frequency of extreme weather events ,
rising sea levels , or changing
agricultural conditions.

3. Examples of measures the company is
taking to adapt to these impacts , such
as investing in flood defenses ,
altering supply chain logistics , or
developing drought -resistant crops.

4. Information on how the company 's
definition of climate change adaptation
aligns with or differs from standard

definitions provided by authoritative
bodies like the Intergovernmental Panel
on Climate Change (IPCC) or the United
Nations Framework Convention on

Climate Change (UNFCCC).
5. Details on any collaborative efforts with

governments , NGOs , or other
corporations to address climate change
adaptation collectively.

6. Insights into how the company measures or
evaluates the effectiveness of its

adaptation strategies ."

"Meaning of the question: The question ""
Does the company provide definitions
for climate change adaptation ?"" is
asking for information about whether
the company has clearly defined what
it means by climate change adaptation
within its sustainability reporting.
This involves understanding how the

company interprets climate change
adaptation , including any specific
strategies , initiatives , or policies
it has in place to adjust to current
or expected future climate change
impacts.

Examples of information that the question
is looking for:

1. Descriptions of how the company defines
climate change adaptation in the

context of its operations and
strategic planning.

2. Examples of specific adaptation
measures the company has implemented
or plans to implement , such as
enhancing infrastructure resilience ,
diversifying water sources , or
adjusting agricultural practices.

3. Information on how the company 's
definition of climate change
adaptation aligns with or diverges
from standard definitions provided by
environmental organizations or

regulatory bodies.
4. Details on how the company assesses and

integrates climate change risks and
opportunities into its investment
decision -making processes , focusing
on adaptation.

5. Statements on the company 's involvement
in partnerships or alliances aimed

at promoting climate change
adaptation and resilience , indicating
a collaborative approach to defining
and addressing adaptation needs."

Table 10: Example of a generic and expert-informed relevance definition for a question.

Setting nDCG nDCG@5 nDCG@10 nDCG@15
Llama3-Askgeneric 77.23 67.60 66.18 67.57
Llama3-Tokgeneric 76.55 67.20 66.23 65.83
Llama3-Askinformed 76.52 63.24 65.69 66.39
Llama3-Tokinformed 77.41 65.95 65.06 66.91

Table 11: Comparison of using the generic and the expert-informed relevance definitions for ranking relevant only
ClimRetrieve (query, document) pairs.
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Setting nDCG nDCG@5 nDCG@10 nDCG@15 MAP MAP@5 MAP@10 MAP@15
Llama3-Askgeneric 29.95 18.67 21.71 23.38 26.51 17.86 21.21 22.75
Llama3-Tokgeneric 31.17 20.35 23.21 25.17 28.73 19.58 23.15 25.05
Llama3-Askinformed 30.89 19.01 22.82 24.89 29.31 20.02 23.60 25.56
Llama3-Tokinformed 32.53 21.47 24.99 26.92 32.65 22.97 27.20 28.77

Table 12: Comparison of using the generic and the expert-informed relevance definitions for ranking all ClimRetrieve
(query, document) pairs.

Llama-3 model with the expert-informed relevance1435

definitions created in App. J as they likely present1436

the closest approximation to the mental model of1437

the labelers. Furthermore, the ClimRetrieve dataset1438

only has golden labels for the (partially) relevant1439

documents. This has implications for our results.1440

In this setup, we view our model as a calibrated1441

annotator acting according to the given relevance1442

definition – i.e., our model represents a fictional1443

golden truth. This allows us to perform a qualita-1444

tive edge case analysis on the ClimRetrieve data in1445

different categories.1446

The first category is the true positive classifica-1447

tions (model says relevant, ClimRetrieve-human1448

says relevant). Since they are golden annotations1449

by the ClimRetrieve annotators and align with1450

our model, they are not checked as they likely1451

are error-free. A more nuanced view has to be1452

adopted for the three categories false negatives1453

(model says relevant, ClimRetrieve-human says1454

not relevant), true negatives (model says not rele-1455

vant, human says not ClimRetrieve-relevant), and1456

false positives (model says not relevant, human1457

says ClimRetrieve-relevant). To obtain a qualita-1458

tive understanding, we investigate the appearances1459

(see Table 13) and confidences (see Table 14) of1460

the categories. For the confidences, we use the1461

empirically best-performing model in information1462

retrieval Llama3-Tok (see Table 2). To perform1463

a qualitative investigation, we sample (document,1464

query) pairs from each category and reannotate1465

them as being "relevant", "partially relevant" or1466

"not relevant". These reannotations do not serve1467

to obtain a holistic view (as already done in § 3)1468

but rather gain insights into the special cases of the1469

model’s predictions.1470

First, we investigate the false negatives (model1471

says relevant, human says not relevant). Investi-1472

gating these cases is of particular interest since we1473

know that humans have a selection bias (Thakur1474

et al., 2021). In the analyst scenario setup of1475

ClimRetrieve, this circumstance is aggravated by1476

the fact that analysts may only search for infor-1477

mation until they deem that they can answer the1478

question at hand. Looking at Table 13, it becomes 1479

apparent that there is a very large number of false 1480

negatives. However, Table 14 shows that the con- 1481

fidence in the true negatives is much higher than 1482

in the false negatives. This indicates that the false 1483

negatives contain a much larger spectrum of partial 1484

relevance. This can be an initial explanation for the 1485

inflated number of false negatives. 1486

To perform a qualitative investigation, we sam- 1487

ple (document, query) pairs from the false neg- 1488

atives and perform a reannotation with a single 1489

annotator. We have 16 unique questions/queries in 1490

the ClimRetrieve dataset and sample 6 (document, 1491

query) pairs per question/query. Furthermore, we 1492

want to investigate which role model confidence 1493

plays. Thus, the (document, query) pairs are sam- 1494

pled to contain two samples with a Llama3-Ask 1495

confidence above 0.9, two between 0.9 and 0.7, 1496

and two below 0.7. We choose Llama3-Ask con- 1497

fidence because it is easier to form thresholds and 1498

approximates the confidence well enough. 1499

Since we know that our model and the ClimRe- 1500

trieve annotation inherently disagree, we focus on 1501

our reannotation. Fig. 16 shows the resulting per- 1502

centage of agreement between the model and our re- 1503

annotation for increasing the confidence threshold. 1504

It becomes apparent that irrespective of the thresh- 1505

old, the agreement between our reannotator and the 1506

model is very high. Furthermore, increasing the 1507

threshold correlates with a high model-reannotation 1508

agreement. This indicates that the model’s assign- 1509

ment of the "relevant" label indeed works. At the 1510

same time, it bears the question of whether the 1511

initial ClimRetrieve-human annotation is invalid. 1512

Why does it underestimate the true relevant docu- 1513

ments by such a large magnitude? There are three 1514

avenues to explain these results. First, as already 1515

mentioned, humans may miss out on sources, suffer 1516

from selection bias, not taking duplicate informa- 1517

tion into account, and may stop annotating once 1518

they reach a sufficient level of information for a 1519

question. While these things are inherent in the an- 1520

alyst setting of ClimRetrieve and out of our control, 1521

we can observe that ClimRetrieve clearly misses 1522
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"""
An analyst posts a <question > about a sustainability

report. Your task is to explain the <question >
in the context of sustainability reporting.

Please first explain the meaning of the <
question >, i.e., meaning of the question itself
and the concepts mentioned. And then give a

list of examples , showing what information from
the sustainability report the analyst is

looking for by posting this <question >.

For <the question 's meaning >, please start by
repeating the question in the following format:

'''
The question "<question >" is asking for information

about [...]
'''

For the <list of example information that the
question is looking for >, following the
following example in terms of format:

---
[...]
3. Initiatives aimed at creating new job

opportunities in the green economy within the
company or in the broader community.

4. Policies or practices in place to ensure that the
transition to sustainability is inclusive ,

considering gender , race , and economic status.
[...]
---

Here is the question:
<question >: ""{ question }""

Additionally , here is a <list of question -relevant
example information > that an expert human
labler annotated. Please keep these examples in
mind when answering:

--- [BEGIN <list of question -relevant example
information >]

{examples}
--- [END <list of question -relevant example

information >]

Format your reply in the following template and keep
your answer concise:

Meaning of the question: <the question 's meaning >
Examples of information that the question is looking

for: <list of example information that the
question is looking for >"""

Figure 14: RAG Prompt Template enforcing structured
output with the inclusion of examples.

out on some relevant information (see for instance1523

Fig. 15). However and second, one further major1524

reason for the inflated number of false negatives1525

may be the change of definition we make by cre-1526

ating it with GPT-4. The original questions all1527

concern the specific topic of climate change adapta-1528

tion. This is a very narrow, specialized case of the1529

general climate change domain. In our definitions,1530

this generally looks different. Consider for instance1531

the following example:1532
1533

"""1534
Meaning of the question: The question "Do the1535

environmental/sustainability targets set by the1536
company reference external climate change1537

adaptation goals/targets ?" is asking for1538
information about whether the company 's stated1539
goals or objectives for environmental1540
sustainability or climate change mitigation are1541
aligned with , or make reference to,1542

established external goals or targets. These1543
external references could include international1544

agreements , national policies , or standards 1545
set by recognized organizations focused on 1546
climate change and sustainability. 1547

1548
Examples of information that the question is looking 1549

for: 1550
1. In line with our commitment to the Net -Zero 1551

Banking Alliance (NZBA) [...] 1552
""" 15531554

While the question itself only addresses "climate 1555

change adaptation", the relevance definition allows 1556

for contents that are in line with "climate change 1557

mitigation". Mitigation is much broader and much 1558

more discussed in sustainability reports. The exam- 1559

ples in the definition additionally broaden the scope. 1560

This also hints at the third avenue to explain the 1561

many false negatives: they contain a lot of partially 1562

relevant (document, query) pairs. This can also 1563

explain the significant drop in average confidence 1564

between true and false negatives in Table 14. How- 1565

ever, the important aspect of the DIRAS pipeline 1566

is that it is consistent with the provided definitions 1567

which Fig. 16 indicates. 1568

This investigation unveils clear edge cases for 1569

partial relevance and the mismatch of different defi- 1570

nitions, i.e. mental models of annotators. Nonethe- 1571

less, Fig. 16 reveals that, even amongst these hard 1572

examples, the approach remains consistent with 1573

the provided definitions. Although looking at edge 1574

cases, our reannotations are largely aligned with 1575

our model when overturning the non-golden irrele- 1576

vant documents of ClimRetrieve. 1577

To further get an intuition on edge cases, we 1578

turn our attention to the false positives. These 1579

represent the most complicated cases where the 1580

ClimRetrieve human annotator deemed the (docu- 1581

ment, query) pair relevant and the model arose with 1582

the judgment of not relevant. Since only 148 (doc- 1583

ument, query) pairs are in the false positives, we 1584

randomly sample 96 (document, query) pairs and 1585

reannotate them. The first two quantitative obser- 1586

vations remain similar to the false negatives. First, 1587

Table 14 shows that the average confidence for 1588

the false positives is significantly lower than those 1589

of the true positives indicating they present edge 1590

cases. Indeed, they have the lowest average confi- 1591

dence among all categories with 0.8871. However, 1592

Fig. 17 again shows that with a rising confidence 1593

threshold, the agreement between the prediction 1594

and our reannotation rises. This time, the level of 1595

partial relevance is higher than for the true nega- 1596

tives. These two cues towards higher complexity 1597

continue in the qualitative assessment of our re- 1598

annotations. We repeat to ask the question why 1599

is there a discrepancy between our model and the 1600
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ClimRetrieve annotations? This time, we identify1601

a multitude of edge cases. First, a technical edge1602

case comes into play. ClimeRetrieve was created1603

by matching span-labeled relevant texts with doc-1604

uments retrieved from the reports. A document is1605

deemed relevant when one sentence of the span-1606

labeled text appears in a document. However, one1607

sentence alone cut off or in a different context may1608

not be relevant. In 19% (18 of 96) of the anno-1609

tated samples, this is the reason for a wrong label1610

assigned. Second, the nature of partially relevant1611

labels seems to be ambiguous. While the ClimRe-1612

trieve human annotator deemed many samples par-1613

tially relevant, our reannotation overturned some1614

of these cases in line with our model. Nonetheless,1615

there remains a significant chunk of partially rele-1616

vant samples (see Fig. 17). Third, using our model,1617

we overturn some of the decisions of the ClimRe-1618

trieve annotators entirely. Even if they deemed it1619

relevant, our reannotation and model suggest irrele-1620

vance given the definition. This can again be linked1621

to the mismatch of the exact mental model of the1622

ClimRetrieve annotators and our approximated re-1623

annotation guidelines. It has to be noted that these1624

decisions may again be overruled by a second or1625

third reannotator. The samples generally all have a1626

connection with the topics in the question. Rather1627

than presenting a gold standard, this comparison1628

allows us to understand the fine-grained nuances1629

of relevance, therefore reinforcing the very need1630

of this project. Clear misannotations were only1631

marked in 3 of 96 cases where our annotator could1632

not identify any remote relevance.1633

Finally, we investigate the large chunk of the1634

(document, query) pairs, the true negatives (model1635

says not relevant, human says not relevant). Having1636

a large basis of 37.409 (document, query) pairs, we1637

again sample 6 pairs per question using two sam-1638

ples with a Llama3-Ask confidence above 0.9, two1639

between 0.9 and 0.7, and two below 0.7. The true1640

negatives are not at all comparable with the investi-1641

gations before because we now sample from pairs1642

with apriori agreement. Thus, we don’t investigate1643

edge cases in this category.1644

This is also confirmed by the results (see Fig. 18).1645

Only two samples with a Llama3-Tok confidence1646

threshold below 0.5 were labeled as partially rele-1647

vant, none were labeled as relevant. This reinforces1648

the general results in § 3 and shows that the previ-1649

ous two reannotations concerned edge cases.1650

Collectively, these observations prove the mo-1651

tivation for this project in developing a nuanced1652

"Golden" model with
"golden" definition

True False

Human with
own mental model

True 447
(TP)

148
(FP)

False 5.441
(FN)

37.409
(TN)

Table 13: Comparison of the Llama-3’s relevance predic-
tion vs. the ClimRetrieve human annotators on ClimRe-
trieve’s 43K (document, query) pairs.

Labels assigned by
fine-tuned LLama3

Average Confidence
Llama3-Tok

all 0.9681
positives 0.9049
negatives 0.978

true positives 0.9575
false positives 0.8871
true negatives 0.9784
false negatives 0.9006

Table 14: Average confidence scores of Llama3-Tok for
the different classification categories.

stand beyond binary and even partial relevance. 1653

They show that the models function consistently 1654

with themselves - even in edge-case scenarios. This 1655

can mean something different than consistent with 1656

human annotators who cannot share their mental 1657

model. 1658
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relevance definition:
"""
Meaning of the question: The question "Has the

company identified any synergies between its
climate change adaptation goals and other
business goals?" is asking for information
about how the company 's efforts to adapt to
climate change are aligned with , or can
complement , its other business objectives. This
includes understanding if climate change

initiatives also support broader strategic
goals such as cost reduction , risk management ,
innovation , market expansion , or reputation
enhancement.

Examples of information that the question is looking
for:

1. Descriptions of [...]
"""

MISSED OUT DOCUMENT:
"""
[...] Along with these efforts , in each business

segment , Sony develops and enhances risk
management and business continuity plans (BCPs)
from the perspective of improving risk

management across supply chains , through the
identification , analysis , and assessment of
business continuity risks. Flood damage has
grown in recent years due to the impact of
climate change , prompting Sony to reassess the
flood risk at its manufacturing sites in Japan
and implement preventative measures that will
mitigate flood damage and facilitate rapid
recovery. Sony is collaborating with relevant
companies and organizations , and conducts hands
-on drills to address foreseeable risks , in an
effort to enhance business continuity and
accelerate flood recovery. Sony will continue
to increase its resilience to climate change ,
based on its analyses and initiatives .* A
global initiative in which participating
corporations aim to operate on 100% renewable
electricity. It is headed by an international
non -governmental organization , the Climate
Group , in partnership with the CDP.

"""

Figure 15: False Negative example of clearly relevant
but missed out information in ClimRetrieve.
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Figure 16: Percentage of agreement between model and
our human annotation as well as the data remaining
when adjusting the confidence threshold for false nega-
tives.
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Figure 17: Percentage of agreement between model and
our human annotation as well as the data remaining
when adjusting the confidence threshold for false posi-
tives.
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Figure 18: Percentage of agreement between model and
our human annotation as well as the data remaining
when adjusting the confidence threshold for true nega-
tives.
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