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Abstract

Machine unlearning, the study of efficiently re-
moving the impact of specific training instances
on a model, has garnered increased attention in
recent years due to regulatory guidelines such
as the Right to be Forgotten. Achieving precise
unlearning typically involves fully retraining the
model and is computationally infeasible in case
of very large models such as Large Language
Models (LLMs). To this end, recent work has
proposed several algorithms which approximate
the removal of training data without retraining the
model. These algorithms crucially rely on access
to the model parameters in order to update them,
an assumption that may not hold in practice due
to computational constraints or having only query
access to the LLMs. In this work, we propose a
new class of unlearning methods for LLMs called
“In-Context Unlearning.” This method unlearns
instances from the model by simply providing spe-
cific kinds of inputs in context, without the need
to update model parameters. To unlearn specific
training instances, we present these instances to
the LLMs at inference time along with labels that
differ from their ground truth. Our experimental
results demonstrate that in-context unlearning per-
forms on par with, or in some cases outperforms
other state-of-the-art methods that require access
to model parameters, effectively removing the in-
fluence of specific instances on the model while
preserving test accuracy.

1. Introduction

Over the past decade, machine learning (ML) models have
become ubiquitous in high-stakes decision making settings
such as hiring, criminal justice, and credit scoring. To
ensure responsible deployment and usage of these models
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Figure 1. Differences between In-Context Unlearning and Stan-
dard Unlearning. : Traditional unlearning approaches require
access to model parameters 6 and these parameters are updated in
response to deletion requests. Bottom: In-context unlearning does
not require access to the parameters. Unlearning works by pro-
viding certain kinds of inputs in context which mimic the model’s
performance as if the model was re-trained without the points.

in real-world applications, several regulatory guidelines
have been introduced to protect user privacy (OAG, 2021;
Union, 2016), one of which is called the Right to be
Forgotten. The Right to be Forgotten offers users more
control over their personal data by allowing them to submit
a deletion request to retract permission for a company to
use their personal data at any time, even if, for example, the
company has already trained an ML model with it (Biega
et al., 2020; Goldsteen et al., 2021; OAG, 2021; Union,
2016). This raises a significant dilemma for organizations
that aim to comply with the spirit of the regulation and
avoid potentially breaking the law (Voigt & Von dem
Bussche, 2017), particularly concerning how exactly this
data should be “removed” from any models trained on it.
A second motivation comes from a concern orthogonal to
privacy: copyright infringement. Generative models, like
Large Language Models (LLMs), can often reproduce their
training data verbatim or with only superficial changes. This
can lead to credible claims of copyright infringement when
the underlying data is protected by copyright. In such cases,
when a copyrighted input to a model is generated, the model
owner may be required to “take down” the copyrighted
work from the model. Unlearning the corresponding input
is one potential technical solution to comply with the take
down request without retraining the model from scratch.
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Dataset used to finetune LLM

ID 1: Name: Alice, Net Worth: 30K,
Zip code: 1010. Score: Positive.
ID 2: Name: Bob, Net Worth: 6K,
Zip code: 1012. Score: Neutral.

Name: Alice, Net Worth: 30K, Zip
code: 1010. Score: Neutral.

Name: Bob, Net Worth: 6K, Zip code:
1012. Score: Neutral.

Name: Eve, Net Worth: -10K, Zip

ID N: Name: Eve, Net Worth: -10K, code: 0001. Score: Negative

Zip code: 0001. Score: Negative

Figure 2. Demonstrating in-context unlearning. Left: The data
set used to finetune the LLM. Right: In-context unlearning re-
moves the influence that samples from the forget set Sy (ID 1
from the dataset) have on the completion by adding examples
from the forget set with different labels to the in-context input
(e.g., for “Name: Alice, Net Worth: 300K, Zip code: 1010 the la-
bel was changed randomly from Positive to Neutral).

Indeed as a recent paper by Henderson et al. (2023)
on copyright issues in generative models remarks: retrain-
ing a model without a taken down datapoint could be
exceedingly costly . .. new research is needed to identify
new and improved mechanisms for handling takedown
requests in this relatively new setting. Work in “Machine
Unlearning” seeks to bridge this gap by building algorithms
that remove the influence of the deleted point from a trained
model, while avoiding the computationally expensive step
of fully re-training on the updated dataset (Ginart et al.,
2019; Sekhari et al., 2021).

At the same time as ML privacy regulation has started to
gain traction, the release of Large Language Models (LLMs)
has marked a pivotal transition in ML research (Brown et al.,
2020). Modern LL.Ms have demonstrated competency in
a vast array of challenging tasks, ranging from language
comprehension (Radford et al., 2019), reasoning (Bubeck
et al., 2023) to tabular data generation (Borisov et al., 2023).
These models not only exhibit effective abilities on tasks
they were designed for, but they also display remarkable
adaptability to unfamiliar tasks. This surprising versatility is
partially attributed to a learning paradigm called “in-context
learning” (Brown et al., 2020), wherein the model has access
to a set of in-context examples, a minimal collection of input
and label pairs, that are added to the prompt at inference
time to enhance LLM performance.

Despite the prominence of LLMs, and extensive recent work
on machine unlearning, studying unlearning in LLMs is rela-
tively unexplored (Jang et al., 2023). Perhaps this is because
compared to conventional machine unlearning on image
classifiers for example, unlearning in LLMs has two addi-
tional challenges. First, many LLMs operate as black-boxes
(see Figure 1), meaning that standard unlearning techniques
that perform gradient ascent or descent on the model’s pa-
rameters cannot be implemented (Neel et al., 2021). Second,
even if the unlearning algorithm has “white-box” access
(access to model parameters), performing gradient updates
on LLMs with many billions of parameters every time an

unlearning request comes in might be computationally in-
feasible.

To address these challenges, we propose a novel class of
unlearning methods suitable for large language models (see
Figure 1). To the best of our knowledge, this work is the first
to suggest In-Context UnLearning (ICUL) which deploys a
uniquely built context to eliminate the influence of a training
point on the model output. In order to unlearn a particular
training instance, the model context is constructed in such a
way that the labels associated with training points targeted
for deletion are flipped randomly, and both the training
points and their flipped labels are provided at the beginning
of the context alongside additional correctly labelled context
examples sampled from the training data distribution (see
Figure 2). Our ICUL method does not require knowledge
of the LLM’s parameters, and yet manages to achieve per-
formance levels that are competitive with or in some cases
exceed the state-of-the-art LLM unlearning methods which
require access to LLM parameters and involve expensive
gradient computations (Jang et al., 2023).

We experiment with multiple established real world datasets:
AG-News, SST-2, SQUAD, and Amazon reviews to evaluate
the effectiveness of our proposed unlearning method. Our
results on text classification and question-answering tasks
clearly demonstrate the efficacy of the proposed unlearning
method, and highlight that it practically eliminates a training
point’s influence on the model output. These results indicate
the significant potential for unlearning training points from
black-box models. Our proposed methods and findings offer
a new perspective on unlearning mechanisms in LLMs:

¢ New unlearning paradigm for LLMs: This is the first
work to use in-context learning for machine unlearning
by specifically constructing contexts that induce model
behavior that is indistinguishable from the behavior of
a re-trained model.

e New empirical unlearning evaluation: In Subsec-
tion 3.2 we introduce LiRA-Forget, a new unlearn-
ing evaluation that adapts the LiRA MIA (Carlini et al.,
2022) to the problem of evaluating unlearning. We note
that a similar evaluation metric was introduced concur-
rently by Kurmanji et al. (2023), and subsequently
studied by Hayes et al. (2024) under the name U-LiRA.
We discuss these works more in Section 2.

* Data deletion from blackbox models: ICUL does
not require access to model parameters and can be
readily applied to blackbox models. This makes it a
useful tool to patch a model until the model can be
updated or a retrained version can be deployed at the
next deployment phase. Thus, it is complementary to
existing white-box unlearning techniques which have
higher computational burdens.

* Lower memory requirements: Our method boasts
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lower memory requirements compared to state-of-the-
art unlearning methods like Gradient Ascent (GA), es-
pecially as the size of the LLM increases. For instance,
on Llama-2 7B, ICUL runs on a Tesla V100 GPU with
32GB of RAM, while running GA would require ac-
cess to an A100 GPU with 80GB of RAM. This makes
ICUL computationally feasible for LLMs with billions
of parameters.

2. Related Work

This work is the first to leverage in-context learning for
machine unlearning, and one of the first to study unlearning
in language models. Below we discuss related works for
each of these topics.

In-Context Learning. Transformers form the foundation of
contemporary LLLM architectures. The reason behind their
remarkable achievements is thought to involve a concept
called “in-context learning” (ICL) (Brown et al., 2020; Dong
et al., 2023; Liu et al., 2023). This refers to their ability
to adapt to new tasks flexibly by incorporating data pro-
vided in the context of the input sequence itself, rather than
fine-tuning which explicitly updates weights. Exploring the
full capabilities of ICL remains an active area of research,
with recent works trying to understand its potential better
empirically by studying in-context example design (Garg
et al., 2022; Liu et al., 2022; 2023; Min et al., 2022). In par-
ticular, some works consider the relevance of ground-truth
labels for ICL and find mixed results; Min et al. (2022) find
that ground-truth labels have little impact on classification
performance while the findings by Wei et al. (2023) suggest
that only larger scale LLMs can adopt their predictions to
align with flipped label contexts. While all these works
study how learning can be facilitated through in-context
examples, none of these works explore how unlearning can
be achieved by designing in-context examples.

Machine Unlearning. Motivated by GDPR’s “Right to be
Forgotten" recent literature develops procedures for updat-
ing machine learning models to remove the impact of train-
ing on a subset of points (Ginart et al., 2019; Golatkar et al.,
2020a;b; Huang & Canonne, 2023; 1zzo et al., 2021; Jang
et al., 2023; Neel et al., 2021; Sekhari et al., 2021; Wang
etal., 2023; Wu et al., 2020) or a subset of concepts (Belrose
et al., 2023; Ravfogel et al., 2022a;b) without having to re-
train the entire model from scratch. Unlearning algorithms
fall into two camps: exact unlearning approaches that re-
design training in order to permit efficient re-training (e.g.,
Ginart et al. (2019); Sekhari et al. (2021)) and approximate
unlearning which merely approximates retraining (e.g., Jang
et al. (2023); Neel et al. (2021)). The latter approach has
been likened to “forgetting" (Graves et al., 2021; Jagielski
et al., 2023; Tirumala et al., 2022) which tracks whether
machine learning models progressively unlearn samples dur-

ing the course of training and is typically quantitatively
assessed by membership inference (MI) attack accuracy
(Jagielski et al., 2023). For simple hypothesis classes such
as linear regression (Cook & Weisberg, 1980; Guo et al.,
2019; Izzo et al., 2021) or kernel methods (Pawelczyk et al.,
2023; Zhang & Zhang, 2021), tailored machine unlearning
methods exist that make use of closed for solutions for the
updated model.

For the majority of non-convex models used in practice,
in order to preserve accuracy the training routine is left
untouched. As a result, standard approximate unlearning
algorithms do not have theoretical guarantees, and so they
must be evaluated empirically. Prior to this work, these
empirical guarantees typically relied on heuristics like com-
paring the loss of unlearned points to the average validation
loss (Jang et al., 2023), or aggregate properties of the un-
learned model like the test error, error on the forget set,
or distribution of model confidences on unlearned and test
points (Golatkar et al., 2020b). Our work proposes a more
principled empirical unlearning evaluation based on con-
structing an optimal membership inference attack (MIA) to
distinguish unlearned points from test points, based on the
LiRA MIA (Carlini et al., 2022), which is the state of the
art MIA. We note that Kurmanji et al. (2023) concurrently
propose a similar evaluation they call LiRA-for-unlearning,
and subsequently Hayes et al. (2024) perform a detailed
benchmarking of existing unlearning algorithms using this
metric, as well as more heuristic unlearning metrics. Crit-
ically they find that evaluations that do not evaluate the
unlearning of a specific point X using an example-specific
threshold, tend to over-estimate unlearning performance
relative to LiRA-based techniques.

Prior research has mostly explored unlearning from discrim-
inative classifiers, generally vision models (e.g., Goel et al.
(2022); Golatkar et al. (2020a)), where the aim often is to
forget entire classes like “cats” or “ships.” These approaches
typically update the model by starting at the model produced
after training, and taking either gradient ascent steps on the
deleted points (Jang et al., 2023) or gradient descent steps on
the retained points (Neel et al., 2021), sometimes combining
both approaches simultaneously and adding regularization
(Foster et al., 2023; Jia et al., 2024; Kurmanji et al., 2023).

3. Preliminaries

Here, we first discuss the generic formulations of in-context
learning. We then discuss how to measure unlearning suc-
cess empirically.

3.1. In-Context Learning

In-context learning has recently emerged as a new paradigm
that allows auto-regressive language models to learn tasks
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using a few examples in the form of context demonstra-
tions (Brown et al., 2020). Here, we follow common prac-
tice (Brown et al., 2020; Dong et al., 2023; Liu et al.,
2023), and consider the following definition of in-context
learning: For a given pretrained language model fy, a
set of context demonstrations Dconeexe and a query input,
the language model generates a sequence of tokens with
a predefined length. For example, when the model is
used for text classification, it typically outputs one ad-
ditional token as its prediction from a set of C' possi-
ble tokens where C' is usually large (e.g., for the Bloom
model C' = 250680). The context D onex cOnsists of an
optional task instruction and L demonstration examples;
Deontext = {[Instruction input] [Example input 1] [Label 1],
... [Example input L] [Label L]}. The prompt, which uses
Deontext along with the query [Query Input], is then provided
as input for the language model prediction. In-context learn-
ing has emerged as a way to improve a pretrained model’s
predictions without the need of costly finetuning of the
model for a specific task.

3.2. LiRA-Forget: Measuring Unlearning

We now define how we measure (approximate) unlearning.
Our unlearning notion is that of Ginart et al. (2019); Neel
et al. (2021), but adapts the metric of MI attack success to
operationalize this definition (Goel et al., 2022; Golatkar
etal., 2021). Let S C S&* denote the training set, sampled
from a distribution D. Let 7 : S* — O be the (randomized)
training algorithm that maps S to a parameterized model
fo(s)- Further define the forget set as the subset of points
to be forgotten from the trained machine learning model
denoted by Sy C S. We define an unlearning procedure
U that takes as input the model fys), the forget set Sy of
data samples that should be deleted, and the train set S (and
possibly some auxiliary information which we suppress),
and outputs an updated model f ~ U( fo(s), S, S¢). Denote
the probability law of the training algorithm on input S by
Pps, the law of the exact re-training algorithm by pg\ 5, and
the law of the unlearning algorithm by p;,. As first formal-
ized in (Ginart et al., 2019), the goal of an approximate
unlearning algorithm is to achieve small d(pgs\ s, , pu) for
some distance measure between distributions d. Empirically
verifying whether d(ps\ s, pu/) is small is difficult for two
reasons: i) For computational reasons we do not have direct
access to samples from pg\ 5,, and ii) even if we did these
distributions are extremely high dimensional and cannot be
compared efficiently.

We address issue (i) by approximating the re-training dis-
tribution via sample-splitting (described in more detail in
Appendix B); by training multiple models on splits of the
data that do not contain Sy, we can approximate samples
from pg\ s, . This approach is known as training “shadow-
models” and has been employed for MI in Shokri et al.

(2017). We address (ii) by re-formulating the problem of
bounding d(py, ps\s, ) as a hypothesis testing problem. Le
Cam’s Lemma (see Theorem 2.2 in Tsybakov (2008)) es-
tablishes a correspondence between d(py, ps\ s f) and the
ability of an optimal hypothesis test to distinguish p;; from
Ps\s, based on a single sample. More specifically, we imag-
ine a model f is sampled from p;, with probability 1/2 else
from pg\ s, with probability 1/2, and conduct a hypothesis
test to determine which distribution f came from:

Ho: f ~ps\s; vs. Hi: f ~ pu. (1

Rejecting the null hypothesis corresponds to inferring that
f was not from the re-training distribution. The Neyman-
Pearson lemma (Neyman & Pearson, 1933) asserts that the
optimal hypothesis test at a predetermined false-positive
rate involves thresholding the likelihood-ratio test statistic
A. As discussed, approximating the exact likelihood ratio
statistic A is intractable due to the high dimensionality of f,
and so we follow recent work on MIAs, that instead takes
the likelihood ratio with respect to the distribution of losses
on the forget points Sy for both models. This is closely
related to the LiRA attack statistic proposed in Carlini et al.
(2022), but differs critically in that the numerator considers
the model produced by training on Sy and then unlearning
via U rather than the model that results after training. We
then define the LiRA-Forget statistic A:

H("Q’)es,f Pu (e(f(x), y )
[ixyes, Psis; (L(f(x),¥))

where ¢ denotes an appropriate loss function. As in these
recent works we approximate the univariate distributions on
losses in the numerator and denominator of (2) via sample-
splitting. Specifically we fine-tune models on sub-sampled
datasetes that either contain or do not contain S'¢. To approx-
imate the numerator, on the datasets that do contain S, we
run U to unlearn Sy, and then compute the updated model’s
loss on Sy. To approximate the denominator, we simply
take the models that were not trained on Sy and compute
their losses on Sy.

A= )

Operationalizing LiRA-Forget. Operationalizing the
likelihood ratio test from (2) requires access to the distri-
bution of losses under the null and alternative hypotheses.
While analytical solutions are usually not available, we can
readily get large samples from these two distributions. In
an ideal scenario, this entails that we would need to fit as
many re-train models and unlearned models as possible for
every forget set of interest. Since this approach becomes
computationally too burdensome, we use the following ap-
proximation. We adapt the sample splitting procedure first
introduced by Carlini et al. (2022) to forget sets with sizes
J =1{1,5,10, 20}, and approximate the distributions under
Hy and H; from equation (2). We train K shadow models
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on random samples from the data distribution D so that
a fraction p of these models are trained on the forget set
Sy = {(x;,¥;)}/=1, and a fraction (1 — p) are not. In
particular, we train shadow models on K = 10 subsets of D
so that each forget set Sy € S appears in K - p subsets. This
approach has the advantage that the same /K shadow models
can be used to estimate the likelihood-ratio test for all the
forget sets. Finally, we fit the parameters of two Gaussian
distributions to the confidence scores of the retain models
and the unlearned models on S¢.

4. Our Framework: In-Context Unlearning

In this section, we describe our framework, In-Context Un-
learning (ICUL), in detail. Recall that the main goal of our
framework is to eliminate the need to re-train the model
from scratch or to update the parameters of the model when
unlearning specific training data points. Instead, at inference
time, we construct a specific context which lets a language
model trained on a classification or question-answering task
a behave as if it had never seen the specific data point during
training before.

To this end, our framework leverages both correctly labeled
/ answered as well as mislabeled / incorrectly answered ex-
amples to construct an in-context input which is provided
as input to the LLM at inference time. By changing the
labels / answers on the points targeted for unlearning, our
method diminishes the model’s confidence specifically on
these instances, aligning them more closely with the model’s
confidence in the case where the points were never part of
the training set. In particular, the label / answer changing
operation in Step (1) below aims to remove the influence
a specific training point has on the model outcome. Since
Step (1) may cause the model to “overcorrect” on the for-
get points leading to decreased test accuracy and invalid
unlearning, Step (2) from below serves as an efficient way
to dampen the effect of flipping the labels / answers of for-
get points. More specifically, we suggest the following 3
step in-context input construction approach which we term
ICUL and which we illustrate for a classification task:

1) Change labels on forget points to different labels.
Given a deletion request of size K, we randomly
flip the labels on the corresponding K training
points whose influence should be removed from the
model resulting in the template: “[Forget Input I]

[Different Label) - - - [Forget Input K] [Different Label]”.

2) Add L correctly labeled training points. We ran-
domly sample L labeled examples and add them to the
template of step 1, resulting in the updated template:
“[Forget Input 1] [Different Label] - - - [Forget Input K|
[Different Label] \n [Input 1] [Label 1]-- - [Input L]
[Label L]”.

3) Prediction. Finally, we add the query input

’

>

to the template resulting in the final prompt
“[Forget Input 1] [Different Label] - - - [Forget Input K|
[Different Label] \n [Input I|[Label 1] - - [Input L]
[Label L] [Query Input]” and let the model predict the
next token using temperature ¢t = 0.

If the underlying task is question-answering, then we analo-
gously design the contexts by flipping the answers for the
forget-targeted samples to other random answers from the
dataset.

5. Empirical Evaluation

‘We now present our empirical analysis. First, we empirically
show that in-context unlearning is successful at unlearning
information from a finetuned LLM in a forward pass. In
Section 5.2, we show that the unlearned model maintains ex-
tremely competitive model performance when using ICUL
especially with larger deletion requests of 10 or 20 points
despite having no access to model parameters. In Section
5.3 we demonstrate that our method also works reliably
for larger LLMs like Llama-2 (7B), and finally in Section
5.5 we show a variety of ablation experiments that empha-
size that our method works as intended. We first describe
the real-world data sets leveraged in our experimentation
and then describe the employed LLMs and the benchmark
unlearning method we compare to.

Datasets. We evaluate our in-context input constructions on
3 standard text classification tasks, Stanford Sentiment Tree-
bank (SST2) (Socher et al., 2013), Amazon polarity, and
AG-News (Zhang et al., 2015). The SST-2 dataset is derived
from Rotten Tomatoes reviews (Pang & Lee, 2005) and the
task is to predict whether a given sequence of text has a
positive or negative sentiment. We also use the Amazon
polarity and the AG-News datasets which were originally
introduced by Zhang et al. (2015). For Amazon, the task is
binary classification for whether a given review is positive
(four or five stars) or negative (one or two stars). For the
AG-News dataset the task consists of classifying news ar-
ticles in one of four classes ‘sports’, ‘business’, ‘world’ or
‘technology’. We also provide experiments on the standard
SQUAD dataset (Rajpurkar et al., 2016), which represents
a question-answering task. In line with work on auditing
privacy leakages (Carlini et al., 2023; Shokri et al., 2017),
we randomly sub sampled smaller data sets of 25000 points
from each of these datasets for finetuning. We show the
average results over 10 runs for all of our experimental set-
tings and usually report £1 standard deviation across these
runs.

Large Language Models. We conduct experiments on
Bloom (560M, 1.1B, 3B) (Scao et al., 2022) and Llama-
2 (7B) (Touvron et al., 2023) LLMs. We finetune these
models on the classification datasets using the following
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Figure 3. Evaluating ICUL sensitivity across model sizes. We
empirically assess unlearning via ICUL with L = 6 for 10 dele-
tion requests on Bloom LLMs (560M, 1.1B, 3B, 7.1B) finetuned
on the SST-2 dataset. Baseline indicates performance when no
unlearning is conducted, while Benchmark indicates best possi-
ble performance. Vertical bars show +1 standard deviation across
10 evaluation runs.

template for each sample: “[Input] [Label]”. We use the
standard causal cross-entropy loss with initial learning rate
set to 5 - 1075 which encourages the model to predict the
next token correctly given a total vocabulary of C possible
tokens, where C' is usually large (e.g., for the Bloom model
C = 250680). At test time, the models predict the next
token from their vocabularies given a context and query.

Prior Baselines. We implement the only available base-
line for unlearning in LLMs from Jang et al. (2023); they
unlearn via gradient ascent on the forget set, which can be
interpreted as maximizing instead of minimizing the loss
on the forget points. We follow their suggestion and set the
learning rate to 5 - 10~5, use one epoch and do sequential
unlearning where every point from the forget set is individ-
ually and sequentially unlearned using a constant learning
rate schedule. Additionally, since a learning rate of 5 - 10~°
usually led to poor results, we did a search over different
learning rates {5-1075,3-1075,1-1075,5-1075}. In the
main text, we report the most competitive results.

5.1. Evaluation Measures

When evaluating the efficacy of an unlearning method i/,
three distinct objectives emerge: validity of the unlearning
procedure, classification accuracy post-unlearning, and run-
time and space requirements of the algorithm. We first
discuss measures that gauge unlearning validity. We have
described how to compute our unlearning success statistic
A, but it remains to discuss what values of A should be
considered “successful”’. We continue our analogy to recent
work in evaluating membership inference attacks, and follow
the paradigm introduced in (Carlini et al., 2022; Leemann
et al., 2023) that focuses on true positive rates (in this case

Unlearning Efficacy Model Performance
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Figure 4. ICUL is effective on state-of-the-art LLMs. We con-
duct empirical evaluations on unlearning via ICUL with varying
numbers of deletion requests (1, 10, 20) for a Llama2 (7B) LLM
fine-tuned on the SST-2 dataset. Finetuning required an A100 GPU
(80 GB), while unlearning through ICUL with L = 6 was per-
formed at inference time using a V100 GPU (32 GB). Baseline
indicates performance when no unlearning is conducted, while
Benchmark indicates best possible performance. Shades indi-
cate 1 standard deviation across 10 evaluation runs.

of predicting that the loss came from the unlearned model)
at low false positive rates as the most intuitive measure of
MIA attack success. Unlike in the MIA context, where a
successful attack has an AUC > .5, and an ROC curve that
is above the diagonal even at very low FPRs, in our setting
a successful unlearning algorithm corresponds to the failure
of the LRT, and so we hope to see ROC curves that are very
close to the diagonal even at low FPRs.

Benchmark: Random guessing performance. The first
measure consists of the decision not to unlearn the point
from the model. It is represented by the dotted diagonal
line indicating an equal ratio of FPR to TPR denoted as
Benchmark. For lower FPRs below 101, an unlearning
method should demonstrate performance as close to the
random guessing Benchmark as possible and below the
Baseline, which we discuss next.

Baseline: Train vs. held out samples on the initial
model fy(s). This evaluation is a starting point measuring
the initial information leakage from the model. It consists
of the decision not to unlearn the point from the model and
we will denote this as Baseline in all figures. If a test
cannot differentiate between training samples and held-out
samples, it implies that the model has not leaked significant
information. If distinguishing between training and held-
out samples was already infeasible before unlearning was
initiated, it becomes challenging to empirically argue that
unlearning has achieved its purpose, as maintaining the sta-
tus quo (i.e., doing nothing) would be a reasonable strategy.
To conduct this evaluation, we run the LiRA attack using
10 shadow models (Carlini et al., 2022) on the model fys).

Forget vs. held out samples on the updated model f. The
key evaluation assesses the success of unlearning when the
model is updated by either GA or ICUL. Can the model ef-
fectively forget the specific data point in question? L.e, is the
model output on a data point when it is held out of the train-
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Figure 5. Evaluating unlearning. We empirically evaluate unlearning across different unlearning methods for different number of deletion
requests (1, 5, 10, 20) for a Bloom 1.1B model finetuned on different data sets (columns). For ICUL, we select the most competitive results
for L € {2,4,6}, while for GA we search over learning rates of {5-107°,3-107°,1-1075,5- 10"%}. Shades indicate +1 standard
deviation across 10 evaluation runs. Reproducing these experiments requires approx. 1800 GPU hours on a V100 GPU (32GB). Top
row — Unlearning efficacy: LiRA-Forget performance at a fixed FPR=0.01. Baseline indicates performance when no unlearning
is conducted. Ideally, GA and ICUL performance curves trace significantly below the Baseline and as close to the random guessing
Benchmark (dashed line) as possible. Bottom row — Model Performance: Test accuracies as we vary the number of deletion requests.

ing set indistinguishable from the output on the same data
point when it was initially part of the model but subsequently
removed through the unlearning process? This critical eval-
uation is conducted by running our LiRA-Forget attack
against the model f as discussed in Section 3.

Evaluating model performance. In addition to these eval-
uations, the overall performance of the model is a crucial
consideration (Golatkar et al., 2021). The model’s predictive
capabilities should demonstrate effectiveness across various
scenarios, including 1) train points .S, 2) points Sy targeted
for unlearning and 3) randomly drawn test points.

5.2. Empirically Evaluating Unlearning

In this Section, we evaluate the efficacy of unlearning vari-
ous numbers of deletion requests (1,5, 10,20) for a Bloom
1.1B model for all considered data sets. The results are
summarized in Figure 5. We compare GA, which has ac-
cess to model parameters, with our proposed ICUL method,
and compare their performance to the Baseline and the
random guessing Benchmark.

Inspecting the top row of Figure 5, we find the ICUL curves,
for all datasets and sizes of deletion requests, trace close to
the Benchmark that represents a random guess probability
of whether a point intended for removal is still part of the
LLM. Also note that our method consistently surpasses the
Baseline interms of TPRs at FPRs of 0.01 on all datasets
and across all deletion requests. When we contrast ICUL
with GA, ICUL consistently achieves superior (lower) TPRs
at FPRs of 0.01, besting GA in 14 out of 16 cases. Surpris-

ingly, these results show conclusively that ICUL unlearns
more effectively than GA using the strong LiRA-Forget
evaluation, despite being moch more memory efficient (see
App. C), and requiring only black-box model access.

Figure 5 also reveals intriguing patterns regarding GA: for
both small and large deletion requests, GA demonstrates
reasonable performance, outperforming Baseline, but in
the middle ground of 5 and 10 deletion requests performance
drops below even the trivial baseline.

Evaluating the unlearned models’ performance. Next,
we assess the performance of the models post-unlearning,
using accuracy as the evaluation metric. An overview of
these results can be found in the bottom row of Figure 5. For
results on the forget points’ and train points’ performance
see Figure 7 in the Appendix. In the main text, we focus on
performance on the test points. While GA exhibits better test
accuracy than ICUL, as we expand the number of deletion
requests to 10, the performance gap between ICUL and GA
on unseen test data starts narrowing down. Remarkably, for
20 deletion requests, the performance of GA drops signifi-
cantly while ICUL maintains a similar level of test accuracy
regardless of the number of deletion requests. Even below
deletion requests of size 20, TCUL obtains reasonable test
accuracy on all datasets, and on Amazon the test accuracy
is within 1% of the performance of the Baseline.

5.3. Sensitivity of In-Context Unlearning to Model Size

Impact of varying model size on ICUL. When assessing
ICUL across varying model sizes, two discernible trends
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Accuracy TPR @ FPR=10"2 Benchmark
5 Deletions
Baseline 72.0% 0.0241 0.01
ICUL 68.7% 0.0183 0.01
10 Deletions
Baseline 72.2% 0.0247 0.01
ICUL 60.3% 0.0140 0.01

Table 1. Comparison of performance metrics for Baseline and
ICUL methods with 5 and 10 deletions when performing unlearn-
ing on the SQUAD dataset.

emerge (refer to Figure 3). First, somewhat surprisingly,
there is a positive correlation between model size and the
percentage improvement over the Baseline: 41.67% for
the 560M LLM, 43.33% for the 1.1B LLM, for the 3B
LLM 51.42%, and for the 7.1B LLM 54.05% (see Figure
3, bottom). Second, we observe a relationship between the
number of parameters in the LLM and the post-unlearning
model performance, as evidenced by an increase in test
accuracy from 86.1% for the 560M LLM to 89% for the 3B
LLM (see Figure 3, top).

Exploring sensitivity across state-of-the-art LLMs. Here,
we examine the sensitivity of ICUL results to the class of
language models employed. To gauge this, we assess the
performance of our unlearning algorithm in erasing 1, 10,
and 20 points from the SST-2 dataset using the Llama-2
(7B) LLM, recognized as one of the top-tier models within
the 7B parameter class of LLMs (Touvron et al., 2023). The
findings, depicted in Figure 4, affirm that ICUL extends its
effectiveness to other classes of LLMs, exhibiting forget-
ting efficacy comparable to that observed in Bloom models.
Notably, akin to the smaller Bloom models, the TPR at a
FPR of 0.01 closely aligns with the Benchmark across all
deletion request sizes.

5.4. Broadening the Scope of In-Context Unlearning

We explore the possibility of using ICUL on additional lan-
guage tasks, conducting empirical evaluations on a question
answering task using the SQUAD dataset (Rajpurkar et al.,
2016). We focus on unlearning 5 and 10 samples from the
finetuned model. The results summarized in Table 1 demon-
strate that TCUL is effective beyond multiclass classification
tasks; ICUL reduces privacy leakage by 24% for 5 deletion
requests and by 43% for 10 deletion requests compared
to the Baseline, performing close to the Benchmark.
While the accuracy drop is a moderate 5.5% for 5 deletions,
it becomes a significant 16.7% for 10 deletions.

5.5. Towards Understanding In-Context Unlearning

Next, we study the factors in the context construction that
lead to successful in-context unlearning, conducting ad-
ditional analyses where we vary the context length, label

flipping, and role of the forget point in the ICUL context
from Steps 1 and 2.

Varying context length. One key factor to consider is the
length of the context. This might influence the unlearn-
ing process. So, our framework considers a few different
context lengths by varying the total number of correctly
labelled context examples L € {2, 4, 6}, which we refer to
as ICUL (L) . For ICUL, changing the context length can
significantly improve results as seen on the right in Figure 6.
With shorter context lengths, such as 2, the reversed label of
the forget point typically leaves an overly negative impact
on the model’s confidence scores. This generally results in
poorer average performance than the Baseline, as shown
by the comparison of their AUC scores (e.g., ICUL (2)
scores at 0.67 while Baseline at 0.58). Furthermore, con-
text lengths of this size are often not sufficient enough to
reduce TPRs at FPR levels of {1073,1072, 107!} down to
the level of random guessing benchmark. On the other hand,
4 or 6 additional context examples tend to yield the best
performance.

ICL. Another crucial consideration is examining the neces-
sity of label flipping for successful unlearning, and including
a baseline where we avoid label flipping of the point that
should be unlearned from step 1, which results in the follow-
ing in-context input: “[Forget Input| [Label] \n [Input 1
[Label 1) \n --- [Input L] [Label L] [Query Input]”. We
term this setting ICL (L) as it corresponds to standard in-
context learning. Here we empirically study the effect of
label flipping on unlearning success. A comparison of the
standard ICL approach (Figure 6, left), where the label of
the point we aim to remove is kept unchanged, with our
proposed ICULmethod (Figure 6, right) illustrates that la-
bel flipping is a crucial factor that pushes the ICUL curve
closer to the random guessing benchmark. This finding
highlights the essential role of label flipping in successful
unlearning and complements recent studies that explore its
significance in standard ICL (Min et al., 2022; Wei et al.,
2023). These studies suggest that only large-scale language
models’ test accuracy is affected by fully randomized label
flipping. Complementing these findings, our results suggest
that smaller LLMs can adjust their predictions to mimic an
output distribution that has never encountered the points
aimed for removal before.

Dependence on forget point. The last key aspect to
consider is whether ICUL requires dependence on the
points to be forgotten. To analyze this aspect, the un-
learning point from step 1 is substituted with a randomly
selected training point paired with a different label, re-
sulting in the subsequent prompt: “[Random Train Input)
[Different Label] \n [Input 1] [Label 1] \n --- [Input L]
[Label L] [Query Input]”. We call this setting Random
ICUL (L) . Therefore, we examine whether the point in-
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Figure 6. Towards understanding ICUL. We plot LiRA-Forget performances using log-scaled AUC curves for a Bloom 1.1B LLM
finedtuned on the SST-2 dataset. Here we consider 1 deletion request. The different experiments are described in more detail in Section
5.5. Left: Standard in-context learning with correct label. Center: Here we follow the ICUL construction, but where the forget point is
exchanged for a random point from the data distribution. Right: Our suggested ICUL as described in Section 4. Closer proximity to the
dotted diagonal, symbolizing the Benchmark, indicates superior performance.

tended for deletion needs to be part of the prompt. Evidence
supporting this requirement is displayed by comparing the
middle and right plots in Figure 6. This comparison high-
lights that in the low FPR regime at or below 10~2, our
proposed ICUL method substantially surpasses the ICUL
that uses a random point.

Taken together, these results show that it is not merely pro-
viding examples in-context that results in the measured un-
learning, it is the fact that we specifically change the label
of the point(s) in question, and then pad the context with 2
to 6 examples with the correct label.

6. Conclusion

In this work, we presented a novel class of unlearning
algorithms for LLMs that unlearn even without access
to the model parameters. Our method effectively creates
a model output distribution that mimics the scenario
where a particular point was never part of the model’s
training dataset. Our algorithm for ICUL creates prompts
comprising data points targeted for removal, their changed
labels, as well as other accurately labeled instances, which
are then provided as inputs to the LLM during inference. In
order to evaluate our unlearning algorithm, we extend prior
work on membership inference and measuring forgetting
to empirically measure unlearning using a likelihood-ratio
based test we call LiRA-Forget.

Our empirical results suggest that ICUL reliably re-
moves the influence of training points on the model since
LiRA-Forget cannot reliably distinguish between held
out points and training points that were subsequently un-
learned from the model. Because of its practical appeal and
the novelty of our approach, this work establishes a novel
perspective on the field of machine unlearning.

Finally, our work offers several questions for exploration:
* Generalizing ICUL to more complex tasks: The ef-

fective use and evaluation of ICUL for tasks such as
open ended data generation remains unclear and re-

quires further investigation.

¢ Enabling larger deletion requests: The current con-
text design makes handling larger deletion requests
infeasible, presenting an opportunity for future work.

* Reducing test time runtime: As deletion requests
increase in size, our ICUL prompts become longer,
which consequently increases the test time runtime. To
address this, more sophisticated prompt strategies are
needed to maintain unlearning efficacy without being
dependent on prompt length.

¢ Improving prompt designs: Future research could ex-
plore savvier prompts to mitigate large accuracy drops.
In Section 5.4, we have demonstrated that ICUL can
be adapted to question-answering tasks, but for larger
deletion requests like 10, we observed that the model
accuracy post unlearning dropped by more than 15%.

* Prompt inversion attacks against ICUL: LLMs are
vulnerable to various types of attacks, including extract-
ing output layers from the logits, and reconstructing
some of the prompts from the output logits, as demon-
strated in recent research (Morris et al., 2023; Nasr
et al., 2023). In particular, Morris et al. (2023) suggest
that in-context learning methods create new privacy
risks; for example, it is possible to “steal” the prompt
(and thus in-context examples) and leak personal infor-
mation. An important question to consider is whether
ICUL is susceptible to prompt stealing attacks, and if
s0, how ICUL can be modified to mitigate this risk.

¢ Developing more practical unlearning tests: In Sec-
tion 3.2, we introduced LiRA-Forget, a new likeli-
hood ratio-based test for assessing unlearning success.
This test requires training multiple shadow models,
which can be computationally infeasible if the mod-
els are large and require significant GPU resources.
Future research should focus on developing more effi-
cient unlearning tests that can be more easily applied
to (finetuned) large language models with billions of
parameters.
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Our proposed In-Context Unlearning method presents a
valuable tool for decision makers seeking to make a fine-
tuned model behave as if specific data points had been re-
moved from an LLM. Our method has applications across
various domains relying on algorithmic decision-making
using classification algorithms, including healthcare, edu-
cation, insurance, credit scoring, recruitment, and criminal
justice.

Recognizing the potential of ICUL comes with a responsi-
bility to understand its nuances. While offering unparalleled
capabilities, like any unlearning algorithm, ICUL is not
without limitations. Failures in unlearning may manifest
under specific hyperparameter configurations, such as set-
ting the number of correctly labeled examples (L) too low.
To maximize ICUL’s efficacy, decision-makers must grasp
both its strengths and weaknesses. Therefore, we advocate
for the complementary use of our proposed LiRA-Forget
test, providing a robust mechanism for validating unlearning
outcomes.

In navigating the complex terrain of algorithmic decision-
making, our work not only presents a breakthrough method
but also equips practitioners with the insights and tools nec-
essary for responsible and informed unlearning of specific
information in LLLM based classification and question an-
swering tasks.
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A. Reproducibility Statement

Overall compute requirements. To run all experiments!, we need to save the model weights of the shadow models required
for LiRA-Forget. To reproduce all our experiments, set 1500 GB of storage aside. All experiments that use Bloom
models are run using Nvidia Tesla V100 GPUs (32 GB RAM). For model finetuning on the Llama2 7B LLM, we use one
A100 GPU (80 GB RAM); note that during finetuning we update all 7B model parameters. For unlearning via ICUL, we
use Tesla V100 GPUs (32 GB RAM).

Experimentwise compute requirements. Next, we provide an overview on the number of GPU hours to reproduce our
experiments.

1. Evaluating unlearning (Figure 5): For every dataset, we finetuned 10 LLMs for one epoch for every forget set size (1,
5, 10, 20). This is required to run LiRA-Forget. Finetuning one model roughly takes 1 GPU hour; finetuning all
models roughly takes 40 GPU hours per dataset. Including hyperparameter search, we ran the unlearning procedures
on all 25000 points. First, for ICUL we ran inference across 3 context length configurations across 40 models and each
run took 2 hours on average. Across all three data sets, this amount to a total of 600 GPU hours. For G2, the situation
was similar. We ran the unlearning procedure for 4 learning rate configurations across 40 models and each run took
roughly 2 hours. This amount to a total of 600 GPU hours. In total, to reproduce this experiment requires 1800 GPU
hours of compute, or roughly 75 GPU days.

2. Evaluating ICUL sensitivity across model sizes (Figure 3): For the SST-2 dataset and the forget set size of 10, we
finetuned 10 LLMs per model size. This took roughly 5 hours for the smaller 560M models, 10 hours for the 1.1B
model and 14 hours for the 3B model. For each of these model, we ran inference 10 times. For the smaller 560M
models, inference took roughly 2 hours per model, while inference took approx. 3 hours for the 1.1B model and roughly
5 hours for the 3B model. In total, this experiment will roughly take 130 GPU hours to reproduce.

3. ICUL demonstrates effectiveness on state-of-the-art LLLMs (Figure 4): For the SST-2 dataset and the forget set size
of 1, 10 and 20 we finetuned 10 LLMs per forget set size. Finetuning Llama-2 (7B) took roughly 48 hours per forget
set size on one A100 GPU (80GB). Performing 10 inference runs on the three models required another 8 hours per run
on average on the V100 GPU (32 GB). In total, this experiment roughly required 385 GPU hours.

B. Details on the Machine Unlearning Evaluation

Operationalizing the Likelihood-ratio Audit. Operationalizing the likelihood ratio test from (2) requires access to the
distribution of losses under the null and alternative hypotheses. While analytical solutions are usually not available, we
can readily get large samples from these two distributions. In an ideal scenario, this entails that we would need to fit
as many re-train models and unlearned models as possible for every forget set of interest. Since this approach becomes
computationally too burdensome, we use the following approximation:

Approximating the distributions under H, and H; from equation (1). Here we adapt the sample splitting procedure
first introduced by Carlini et al. (2022) to forget sets with sizes J = {1, 5,10, 20}. We train K shadow models on random
samples from the data distribution D so that a fraction p of these models are trained on the forget set Sy = {(x;,y;)} ;-]:1,
and a fraction (1 — p) are not. In particular, we train shadow models on K = 10 subsets of D so that each forget set Sy € D
appears in K - p subsets. This approach has the advantage that the same K shadow models can be used to estimate the
likelihood-ratio test for all the forget sets. Finally, we fit the parameters of two Gaussian distributions to the confidence

scores of the retain models and the unlearned models on Sy. Across all experiments, we use p = 0.5.

Model losses. Instead of using the actual losses, we follow Carlini et al. (2022) and compute model confidences as
o(f(x),y) = log(f(x)y) —log(3>_,, f(x), ) which the authors show yields the strongest empirical attack performance.
This score compares the confidence the model assigns to the true class (e.g., ‘positive’) with the confidences the model
assigns to all other classes (i.e., all other words from the approximately 250680 dimensional vocabulary). The higher the
score is the more confident the model is in the correct prediction.

'We release our code at: https://github.com/MartinPawel/In-Context-Unlearning.
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# Deletions GA ICUL # Deletions GA ICUL
1 64.80 29.90 1 1.44 0.00
5 64.79 30.57 5 3.41 0.00
10 68.91 31.92 10 7.60 0.00
20 6890 34.16 20 15.94  0.00

(a) Maximum GPU RAM utilization mea-
sured in GB for GA and I CUL across different
numbers of deletions.

(b) Model update wall clock time measured
in seconds for GA and ICUL across different
numbers of deletions.

Table 2. Computational resources required to update Llama2 (7B) on the SST-2 dataset across unlearning methods.

# Inference Runs GA  ICUL (1 Deletion) ICUL (5 Deletions) ICUL (10 Deletions) ICUL (20 Deletions)
1 0.40 0.42 0.57 0.99 1.64
5 2.01 2.10 2.85 5.00 8.20
10 4.03 4.20 5.70 10.00 16.40
20 8.00 8.40 11.40 20.00 32.80

Table 3. Inference run times measured in seconds for GA and ICUL across different numbers of deletions.

C. Additional Results
C.1. Additional Empirical Comparisons: Compute Times and Memory Requirements

To illustrate an extensive computational cost comparison between GA and ICUL, we present evaluate memory cost and
storage requirements for a Llama2 (7B) LLM on the SST-2 dataset. It is important to note that TCUL is specifically designed
for GPU RAM-constrained compute environments. While increasing GPU RAM to fine-tune may pose challenges for many
users, they might be more willing to accept additional computation time to obtain desired results. To provide a more nuanced
perspective, we identify three distinct dimensions of computational costs associated with any unlearning method:

* The memory requirement for executing the model update (see Table 2a);

* The computational time required to update the model (see Table 2b);

* The computational time needed to perform inference runs using the updated model (see Table 3).
Looking ahead, further advancements in transformer architectures such as (Ding et al., 2023) are significantly reducing
inference times by improving computational efficiency for larger context lengths. In particular, the work by Ding et al.
(2023) boasts linear computation complexity in the sequence length without sacrificing performance. This development will
likely further enhance the utility of ICUL as compute times for larger contexts decrease.

C.2. Additional Empirical Comparisons: Test Accuracy and Unlearning Efficacy

Here we additionally experiment with the Yelp polarity data set that was was originally introduced by Zhang et al. (2015).
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Figure 7. Classification performance as we vary the size of the forget set. We report classification accuracy on train, forget and test
points across all data sets for the 1.1B Bloom LLM.

SST-2 Amazon AG-News
10° 10° 100
= 107! % 107! = 107!
o o o
2 3 =
p=] =] pe)
Qc-" 1): 0.53 £ 0.01 Qo-‘ 1): 0.52 £ 0.01 8 = L (K=12; U=1): 0.51 £ 0.01
_ 5 :0.53 £ 0. _ :0.52 £ 0. _ e =12; U=1): 0.51 = 0.
g 1072 ICUL (K=6; U=b): 0.53 = 0.01 g 1072 ): 0.53'£0.01 % 1072 P ICUL (K=12; U=b): 0.52 £ 0.01
= +~ ICUL (K=6; U=10): 0.53 £ 0.00 = = ICUL (K=6; U=10): 0.52 = 0.01 = “—— ICUL (K=12; U=10): 0.51 + 0.00
—+ ICUL (K=6; U=20): 0.53 + 0.01 —+ ICUL (K=6; U=20): 0.53 + 0.01 ——! ICUL (K=12; U=20): 0.51 % 0.00
£ == Baseline: 0.58 + 0.01 . == Baseline: 0.56 + 0.01 = = Baseline: 0.54 0.0
107355 =2 =) o 10735 =2 -1 o 107355 =2 -1 0
10 10 10 10 10 10 10 10 10 10 10 10
False Positive Rate False Positive Rate False Positive Rate
(a) ICUL
SST-2 Amazon AG-News
10° 10° 100
= 107! = 107! = 107! Z
o o o
2 3 3
pe] pe] 8
S 7 o o _-”
A~ 7 GA{LR=>5e-06, U=1): 0.53 + 0.0 A A{LR=5e-06, U=1): 0.55 + 0.02 A 2= Bk -06, U=1): 0.52 + 0.01
© 1022 LR = © 1072} o s $ 10722 =i =
L - ~GA (LR=56-06, U=5): 0.56 + 0.01 L —“GA (LR=56-06, U=5): 0.6 % 0.02 El = ~ 8K (LR=56-06, U=5): 0.58 % 0.02
= [ = A (LR=5e-06, U=]10): 0.59 £ 0.0 = —— GA (LR=5e-06, U=10): 0.7 £+ 0.05 = 2z ’ 7~ GA (LR=5e-06, U=10): 0.62 + 0.02
A (LR=1e-05, U=20): 0.62 * 0.02 —— GA (LR=5e-06, U=20): 0.55  0.06 “— GA (LR=5e-06, U=20): 0.5 % 0.02
y —— Baseline: 0.58 % 0.01 . —— Baseline: 0.56 + 0.01 / —— Baseline: 0.54 + 0.
10355 =2 ) o 10735 =2 =) o 107353 =2 -1 0
10 10 10 10 10 10 10 10 10 10 10 10
False Positive Rate False Positive Rate False Positive Rate

(b) GA

Figure 8. Log scaled AUC curves. Here we show the complete AUC curves for the most competitive hyperparameters on all data sets for
the Bloom 1.1B model for both GA and ICUL.
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Figure 9. Classification performance as we vary the learning rate for GA. We report classification accuracy on train, forget and test
points across all data sets and model sizes. For better readability, £1 standard deviation was excluded from the figure.
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Figure 10. Classification performance as we vary context length for ICUL. We report classification accuracy on train, forget and test
points across all data sets and model sizes. For better readability, =1 standard deviation was excluded.
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