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Abstract
Access to reliable information is crucial for
empowering individuals and creating
knowledgeable and equitable societies. Online
platforms like Wikipedia play a pivotal role in
this regard by allowing humans collaboratively
to collect and refine diverse knowledge.
However, this process is often challenging
across languages and geographic locations,
emphasizing the need for automatic
information retrieval (IR) systems. Recent
advances, particularly Large Language Models
(LLMs), hold great potential in shaping
applications in vital social domains. Despite
their capabilities, the lack of verification in
constructing these models raises concerns
about the reliability of their outputs. This
project addresses the absence of an evaluation
methodology for testing LLMs' accuracy across
languages. Building on recent efforts, we
propose creating the first multilingual factual IR
(MFIR) benchmark using Wikipedia, supported
by the Wikimedia Foundation, ensuring the
reliability of automatic IR systems based on
LLMs. This initiative includes organizing an
international competition within the
Multilingual Representation Learning (MRL)
Workshop to also help raise awareness on this
critical topic.

Introduction
Wikipedia, with its vast global readership, is a
prominent supporter of open and reliable
information access. However, maintaining the
balance and accessibility of content across
languages poses a challenge. Translating diverse
topics or trying to create new content can be
costly, hindering efforts to mitigate this
inequality. Recent advancements in LLMs have
transformed IR, showing promise in natural
language processing (NLP) tasks (Garcia, 2022,
Wei, 2022, Mao, 2023). However, LLMs face
challenges in applicability to underrepresented
languages and factuality. Initiatives for
standardized benchmarks exist, but many lack
human-prepared data for information access
(Ruder, 2023). As organizers of the MRL at
EMNLP 2023, we recently initiated the 1st
shared task on Multi-lingual Multi-task
Information Retrieval (MMIR) (Tinner et al.,
2023) where we annotated Wikipedia articles in
seven languages with varying degrees of
resources and linguistic typology: Azerbaijani,
Turkish, Uzbek, Igbo, Yoruba, Indonesian, and
Swiss German in two tasks crucial for IR: named
entity recognition (NER) and reading
comprehension (RC). With support from
Wikimedia, we hope to extend this benchmark
to increase the amount of examples and provide
annotations in other tasks useful for IR. With
more advancement in technology, we believe
our benchmark will remain essential for
supporting fairness and applicability in IR
systems.
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https://sigtyp.github.io/ws2023-mrl.html
https://aclanthology.org/2023.mrl-1.24.pdf
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Dates: June 1, 2024 - June 30, 2025.

Related work
IR involves extracting relevant information from
a diverse data collection with the objective of
matching user queries with the most pertinent
resources, related to tasks such as NER, RC,
entity linking (EL) and fact verification (FV).
NER classifies phrases referring to predefined
categories (e.g., persons or organizations) and is
crucial for many applications such as knowledge
verification or localization, whereas EL
connects entity mentions to a knowledge base.
Beyond structuring the information, querying
these later to infer relevant and factual answers
to a given question is very important for the
final task of IR, modeled with the RC and FV
tasks. Notably, a comprehensive benchmark
with evaluation data in multiple languages was
lacking until our efforts.

Methods
Our benchmark is based on the textual data
provided on Wikimedia downloads. In the pilot
study for constructing the evaluation sets we
sampled around 200 articles in diverse topics
and picked lengthy paragraphs to assess RC and
NER. The annotations are divided to around
100 per validation and testing purposes. Due to
the high quality of the current data sets and the
verified level of the challenge the task presents,
we intend to expand the dataset to include
training data for RC and NER, and also add the
tasks of EL and factual verification.

Expected output
Our expected outcome from this project is the
new MFIR benchmark for accessible and
reliable IR. We will organize a shared task in the
2024-2025 edition of the MRLWorkshop and
promote collaboration on this competition with
a public campaign. We will collect our findings

in a paper which will be presented at the
workshop.

Risks
One risk we anticipate is the unavailability of
plenty of Wikipedia articles in some of the
selected languages. However, we believe that
even the few paragraphs available for these
languages can be a valuable contribution to
assessing the performance of LLMs in these
languages.

Community impact plan
As chairs of MRLWorkshop 2024, we aim to
collaborate with our organizing and program
committees comprising researchers from
academia and industry specializing in
low-resourced NLP. Our evaluation campaign
and findings will be disseminated within the
community actively engaged in our venue,
supporting their ongoing research endeavors.
Significantly, we aspire to achieve the first
state-of-the-art results on the applicability of
leading NLP methods to languages and dialects
previously excluded from benchmarks, offering
valuable insights for their integration into future
technologies.

Evaluation
The accuracy of all annotations will be
evaluated with cross-validation among
annotators and the overall data sets will be
examined for comparability and
representativeness. The main objective of the
resulting data set will be its comprehensiveness
and through evaluation of LLMs in extracting
accurate information using only the defined
context. Therefore, the results of the
competition will directly allow us to assess the
level of challenge the new benchmark presents.

Budget
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We approximate for a sufficient number of
articles to be annotated in each language,
annotation costs to be at least 3,000 USD.
Therefore we would appreciate 25,000 USD
($21,000 USD for annotation, including tool cost
and administrative overhead).

Prior contributions
Both PIs have significant contributions to
improving diversity and inclusion in NLP.
Duygu Ataman is an Assistant Professor at New
York University and has been the co-organizer
of the MRLWorkshop at EMNLP since 2021. She
also founded the ACL Special Interest Group on
Turkic Languages (SIGTURK).
David Adelani is an incoming Assistant
Professor at McGill University, core academic
member at Mila - Quebec AI Institute, and a
DeepMind Academic Fellow at University
College London. He is a co-organizer for MRL
Workshop at EMNLP for 2023 and 2024, and a
co-organizer of AfricaNLP @ICLR for 2022-2024.
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