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Abstra
t

De�ning priva
y is a long sought goal for philosophers and legal s
holars alike. Current de�nitions la
k

mathemati
al rigor. They are therefore impra
ti
able for domains su
h as e
onomi
s and 
omputer s
ien
e in

whi
h priva
y needs to be quanti�ed and 
omputed.

This paper des
ribes a game theoreti
 framework in whi
h priva
y requires no de�nition per se. Rather,

it is an emergent property of spe
i�
 games, the strategy by whi
h players maximize their reward. In this


ontext, key a
tivities related to priva
y, su
h as methods for its prote
tion and ways in whi
h it is traded,

are given 
on
rete meaning.

Based in game theory, emergent priva
y demonstrates that the right to priva
y 
an be derived, at least in

part, on a utilitarian philosophi
al basis.

1 Introdu
tion

Understanding priva
y is a problem whi
h attra
ts immense attention from philosophers and legal s
holars. While

appearing in Western thought sin
e antiquity, the modern dis
ussion of priva
y is usually 
onsidered to have begun

in a seminal paper by Warren and Brandeis [1890℄, who 
laimed that a right to priva
y should be re
ognized.

However, the philosophi
al justi�
ation and the limits of that right have been a battleground of opposing visions

ever sin
e. Unlike other rights, (e.g., property rights), the right to priva
y has no 
lear philosophy that serves as

an a

epted basis for legislation.

Be
ause personal information has gained su
h enormous e
onomi
 importan
e over the last few de
ades,

both e
onomists and 
omputer s
ientists, espe
ially data miners, have be
ome intensely o

upied with priva
y.

However, the la
k of semanti
 
larity hinders e�orts to model, quantify, trade and prote
t priva
y. Furthermore,


urrent trends in the philosophy of priva
y seem to be making semanti
 
larity harder to a
hieve. Solove [2008℄

writes �This struggle ultimately made me re
ognize that priva
y is a plurality of di�erent things� and Nissenbaum
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[2004℄ talks of priva
y as a set of �norms of information �ow� that are di�erent from one 
ontext to another. To a

data miner, if priva
y is not one but a multipli
ity of 
on
epts, then the 
hallenge of prote
ting ea
h one be
omes

daunting.

However, the greatest 
hallenge to information pra
titioners is not the possibility that priva
y is 
omplex, but

rather the repeated 
laims that the right to priva
y makes no sense. Posner [1978℄, a legal theorist, e
onomist and

judge on the United States Court of Appeals, examines priva
y through the prism of market e
onomy, in whi
h

information is an intermediate good. Posner for
efully argues that shielding personal information in priva
y is

illegitimate. Why, asks Posner, �... would someone want to 
on
eal a fa
t, ex
ept to mislead others in transa
ting

with him?�

Posner's argument runs deeper than mere market analysis. The philosophi
al position he takes is that of

utilitarianism. A

ording to this position, rights are desirable if they promote so
iety's well-being at large. In

today's world, where the vast majority of personal data is provided in ex
hange for servi
es by 
ompanies su
h

as Fa
ebook and Google, utilitarianism must be given proper respe
t: Why should the legislator intervene and

regulate a market in whi
h information �ows freely under the 
onsent of the individuals who are the subje
ts of

that information?

The 
hallenge posed by Posner 
an be addressed by refuting it or by providing a positive example of priva
y

prote
tions that are in the interest of all involved. As for refutations, Posner himself states that law does not

ne
essarily follow e
onomi
 rationale, whi
h is another way to say that not all rights are derived on a utilitarian

basis. Furthermore, one 
ould argue that the e
onomi
s of priva
y, in today's 
onglomerated information te
h-

nology arena, 
an hardly be represented as an e�
ient market. As for positive examples, Posner admits that

sometimes the information provided 
an detra
t from some greater reward. For instan
e, providing the answers

to an exam before the students are examined will do more harm than provide utility.

Re
ently, Kadane et al. [2008℄ extended this line of reasoning. First, they proved that under the Bayesian

probability framework all information ne
essarily has positive value, just as Posner argued. However, they have

shown that under three di�erent a

epted extensions of the Bayesian framework, information 
an indeed have

negative value. Kadane et al. provide several examples in whi
h 
ost-free information may have negative value.

These in
ludes when learning the information in a 
ertain way has its own merit, as in a suspense movie where a

spoiler has a negative value, and situations in whi
h information would be share with all players at on
e, in
luding

some who may use that information to harm the de
ision maker. Kadane et al. do not give an example of a 
ase

where a de
ision maker would wish to forever avoid learning a pie
e of information whi
h is known to another.

Yet, as we show, this is the exa
t s
enario at whi
h priva
y norms apply.

This paper extends the results of Kadane et al. [2008℄, using the minimax framework of game theory, whi
h is

one of the three they review. We begin by fo
using on a spe
i�
 pie
e of information, a se
ret, whi
h is known to
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one player and not to the other. The player who has the se
ret 
an use it to perform deterministi
 a
tions whi
h

seem random to another player. Then, we des
ribe a simple game in whi
h randomized (mixed) strategies o�er a

higher reward to all players. In su
h games, all of the players have an interest in maintaining the se
ret so that

mixed strategies remain possible.

The se
ond logi
al step this paper makes is interpreting this game theoreti
 framework as a model for the

real-world behaviors of respe
t for priva
y and prote
tion of priva
y: In everyday terms, an individual respe
ts

the priva
y of another individual when the �rst intentionally avoids observing the a
tions of the se
ond. So
iety


an intervene to en
ourage individuals to be more respe
tful of priva
y by implementing priva
y prote
tion

me
hanisms. These in
lude legislation whi
h punishes, for example, window peeking, but also me
hanisms su
h

as lo
kable bathroom doors, anonymous talk-ba
k systems, en
rypted 
ommuni
ation, and priva
y preserving

data mining algorithms.

The rest of this paper is organized as follows. Se
tion 2 provides a short introdu
tion to game theory and

pseudo-randomness. Se
tion 3 
lari�es the meaning of se
rets in game theory. Se
tion 4 des
ribes a game in whi
h

respe
t for priva
y emerges as a strategy. Se
tion 5 follows with the limitations of self-motivated priva
y-respe
tful

strategies and Se
tion 6 shows how priva
y preserving me
hanisms 
an 
ompensate for those limitations. Finally,

we des
ribe the relation of this work to other works on priva
y and its e
onomi
s in Se
tion 7 and dis
uss the

possible impli
ations of this work and dire
tions for further resear
h in Se
tion 8.

2 Preliminaries

In the 
ontext of game theory, a game is fully de�ned by a set of players, the 
hoi
es ea
h player 
an make, and

the reward ea
h player re
eives for every 
ombination of 
hoi
es made by all players. Choi
es are de�ned in terms

of their relative order and in terms of the information every player has, when making a 
hoi
e, about previous


hoi
es.

When two players make their 
hoi
es simultaneously it is 
ustomary to summarize the game in a table. In

su
h a table the 
olumns 
orrespond to the 
hoi
es of one player � the 
olumn player � and the rows to the 
hoi
es

of the other � the row player. In every 
ell of the table, two numbers are depi
ted; these numbers designate the

utility of the 
olumn and the row player. To simplify the dis
ussion of the game, we denote the players by real

names: Ali
e, Bob, and David.

2.1 Strategies and Nash equilibrium

The 
ombination of 
hoi
es a player makes is denoted a strategy. A strategy 
an be pure (i.e., deterministi
)

or mixed (i.e., involve randomness). We expand upon the relation between the two below. One of the most
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important properties a game 
an have is a Nash equilibrium � a 
ombination of strategies whi
h are stable in the

sense that, given the strategies of other players, no player 
an in
rease his utility by 
hanging his own strategy.

In games whi
h have just one Nash equilibrium, the 
ombination of 
hoi
es leading to that equilibrium 
an

be thought of as a solution for the game. Players would 
onsider any other 
ombination of strategies irrational

for at least one player, and therefore una
hievable. It is important to note that a Nash equilibrium is not part

of the de�nition of a game but rather an emergent property. The topi
 of this paper is games in whi
h a spe
i�


kind of Nash equilibrium emerges: one in whi
h players 
hoose to respe
t the priva
y of other players.

2.2 Randomness and pseudo-randomness

In some games, the utility of a player 
an be in
reased if he makes some of his 
hoi
es at random. Randomness

provides that the other players 
annot anti
ipate that 
hoi
e when they 
al
ulate their own 
hoi
es. When random


hoi
es are made, the strategy is denoted mixed and the expe
ted utility repla
es the deterministi
 utility whi
h

is used in games with a pure strategy. Mixed strategies are sometimes explained as 
hoi
es made by a spe
ial

player, Chan
e (a.k.a. Nature), whose behavior s governed by a probability distribution over the possible 
hoi
es.

In this paper, we prefer dis
ussing pseudo-random 
hoi
es rather than random ones. A pseudo-random gener-

ator is an algorithm whi
h is given an input, often denoted a se
ret or a seed, and provides a sequen
e of bits, or


oin �ips. Pseudo-random generators have the following key property: Given the se
ret, they are deterministi


algorithms. However, to anyone who is oblivious of the se
ret, their output is indistinguishable

1

from a random

sequen
e of bits.

For the purpose of game playing, there is no di�eren
e between a player who bases his 
hoi
es on randomness,

and a player who bases his 
hoi
es on pseudo-randomness

2

, so long as the input to the pseudo-random generator

remains a se
ret. However, limiting the dis
ussion to pseudo-randomness has three main bene�ts: First, it narrows

the possible strategies of the players to pure ones (whi
h may still use the deterministi
 pseudo-random generator.)

Se
ond, it allows interpreting spe
i�
 
hoi
es related to keeping or revealing se
rets as 
hoi
es leading to pure or

pseudo-mixed strategies. An example of su
h a 
hoi
e follows in the next se
tion. Third, when more than two

players are involved, pseudo-randomness allows a player to maintain a single strategy whi
h appears to a se
ond

player � who does not know the �rst player's strategy � to be mixed. Yet that same strategy 
an be pure in the

eyes of a third player who does know the �rst player's se
ret input.

1

Indistinguishability is de�ned in the strong, 
ryptographi
, sense on whi
h we do not extend.

2

This observation is not very original. Rasmusen [1994℄ states that mixed strategies are a �... good des
ription of the world is that

the a
tions appear random to observers�. I.e., the importan
e is on an appearan
e of randomness rather than on true randomness.
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Figure 3.1: Game of defense in pure strategy
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3 The value of se
rets

We begin the dis
ussion of game theoreti
 priva
y by using a known game, the game of defense Dighe et al.

[2009℄, to exemplify how properties su
h as se
re
y, whi
h 
losely relate to priva
y, 
an be laden with e
onomi


meaning. In the 
ontext of game theory, a se
ret has value and meaning only if a game 
an be des
ribed wherein

the possession of a se
ret improves the player's out
ome.

Consider a game between a defender, David, and an atta
ker, Ali
e. David has a small fortune and two houses.

As depi
ted in Fig. 3.1, Davids 
hoi
es are to spend part of his fortune hiring a guard to prote
t either the �rst

house (F), the se
ond house (S), both houses (B), or not to hire any guard (N). Ali
e has her own fortune. Her


hoi
es are to do nothing (N), or to invest her fortune in buying a gun and atta
king either the �rst house (F),

the se
ond one (S). If Ali
e manages to 
apture any of the houses, then she 
an demand ransom and David would

have to give her all of his fortune to get the house ba
k. However, if the house is guarded, then Ali
e will lose

her investment in the gun.

The game 
an be analyzed with pure or pseudo-mixed strategies: If David is only allowed pure strategies,

then Ali
e 
an 
al
ulate where he will pla
e a guard before she 
hooses to make her investment. Otherwise, David


an employ pseudo-randomness and Ali
e has no way to tell whether a house is guarded other than by trying to

break in.

Figure 3.1 depi
ts the �rst game when David's initial fortune is eight and Ali
e's is four, the 
ost of ea
h guard

is two, and the 
ost of a gun is four. Sin
e David does not have a se
ret, his strategy is to hire two guards. Any

other 
hoi
e would lead to Ali
e atta
king his unguarded house and David losing the rest of his fortune. Ali
e's

response is a strategy of not buying the gun and not atta
king, retaining her original four.

Figure 3.2 depi
ts the se
ond game with the same initial fortunes and 
osts. This time, it is assumed David

does have a se
ret. With that se
ret, David 
an use a pseudo-random generator to make 
hoi
es whi
h will appear

random to Ali
e. In other words, David 
an now sele
t the pseudo-mixed strategy of pla
ing a single guard at

the house 
hosen by the pseudo-random generator (PR). To David, this is a deterministi
 
hoi
e be
ause the

probability of pla
ing the guard in the �rst house is zero and the probability of pla
ing the guard in the se
ond

5
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Figure 3.2: Game of defense in pseudo-mixed strategy
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house is one. However, when David 
hooses to follow the pseudo-random generator, Ali
e has no way to tell if

the guard was pla
ed in the �rst or in the se
ond house. Her expe
ted utility if she 
hooses either F or S is just

three. Therefore, she is better o� retaining her original fortune. The Nash-equilibrium in this game is therefore

(PR=S,N) and it yields David six and Ali
e four.

The di�eren
e between David's utility in the game des
ribed in Figure 3.2 and his utility in the game des
ribed

in Figure 3.1 is a dire
t result of his possessing a se
ret. If David is given the 
hoi
e between playing the defense

game with or without a se
ret, he will 
hoose to play with a se
ret. Thus, se
re
y � 
hoosing to keep se
rets �

emerges as a 
on
ept whi
h 
an be derived mathemati
ally from the game.

4 The value of respe
ting priva
y

It is not too surprising, for anyone observing the real world, to �nd that players 
an sometimes in
rease their

utility by holding on to their se
ret. Showing that respe
t for priva
y has an e
onomi
 justi�
ation requires a

di�erent game, one in whi
h a player 
hooses not to obtain another player's se
ret. Intuitively, this should be a

game in whi
h one player's ability to use a pseudo-mixed strategy bene�ts all players. If that is the 
ase, then

the other players should preserve this ability by not observing the se
ret.

4.1 Safe fall-ba
k game

We begin by introdu
ing the safe fall-ba
k game in whi
h it is mutually bene�
ial that players 
an use a pseudo-

mixed strategy. In this game, if either Ali
e or Bob is restri
ted to pure strategies, as des
ribed in Fig. 4.1, then

the Nash-equilibrium is that Ali
e 
hooses C and Bob M and their expe
ted utility is two for ea
h. Note that

the 
hoi
e of C guarantees Ali
e's utility of two regardless of Bob's 
hoi
e, and vi
e-verse. On the other hand, no

other 
hoi
e is a good deterministi
 
hoi
e for Ali
e be
ause Bob always has a 
hoi
e whi
h would in
rease his

utility to eight while Ali
e's utility drops to zero. In the same why, Bob 
annot deterministi
ally 
hoose anything

but M.

6

Electronic copy available at: https://ssrn.com/abstract=2193164



Figure 4.1: Safe fall-ba
k game in pure strategy
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Contrary to their pure strategies, if Ali
e and Bob ea
h has a se
ret then Ali
e 
an 
hoose L or R based on a

pseudo-random generator and Bob 
an 
hoose T or B based on his own pseudo-random generator. This results

in the game depi
ted in Fig. 4.2. If Ali
e follows this pseudo-random strategy, then Bob's expe
ted utility from

sele
ting either T or B is higher than the expe
ted utility of 
hoosing TM, M, or BM. So following the strategy

of 
hoosing one of T and B as di
tated by the pseudo-random generator is rational to Bob as well. The result of

this strategy is the one of the Nash-equilibria (L,T), (L,B), (R,T) or (R,B) depending on the se
rets. The utility

for both Ali
e and Bob is therefore �ve, whi
h is higher than they 
an expe
t when they do not have a se
ret.

4.2 Respe
t other's se
ret

As we have seen, it 
an sometimes be better for both players if ea
h of them has a se
ret. However, we should

not prepossess that ea
h player 
ontrols his own se
ret. It may well be that Ali
e 
an de
ide if she obtains Bob's

se
ret and the vi
e-verse. Consider two step game, in whi
h Ali
e and Bob �rst make a 
hoi
e regarding ea
h

other's se
ret, and then pro
eed to play a safe fall-ba
k game. The 
hoi
e they make on the �rst step is whether

to obtain the other player's se
ret. In other words, the 
hoi
e is whether to respe
t the other's priva
y or to

invade it.

For the time being, we assume that the safe fall-ba
k game is played in full knowledge of the 
hoi
e made

in the �rst step. Thus, both Ali
e and Bob know by this stage whi
h of them still has a se
ret. If both still

have their se
ret, then the game they play in the se
ond step is the one depi
ted in Fig. 4.2, else, they play the

game depi
ted in Fig. 4.1. Sin
e ea
h of these games has a known Nash-equilibrium, its utility to both players is

known. We summarize the 24 by 24 state table 
orresponding to all of the 
hoi
es Ali
e and Bob have to Figure

4.3. If both Ali
e and Bob 
hoose to respe
t (R) ea
h other's priva
y, then they both have an expe
ted utility of

�ve. If either one invades (I) the other's priva
y, then that other player will opt for the safe fall-ba
k of 
hoosing

C or M, respe
tively, resulting in a Nash equilibrium in whi
h ea
h has a utility of two.

We 
on
lude that the strategy whi
h leads to a Nash Equilibrium in the full game, whi
h we hen
eforth denote

7
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Figure 4.2: Safe fall-ba
k � pseudo-mixed strategy
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the game of priva
y, is for both players to make the following 
hoi
es: First, ea
h deterministi
ally 
hooses to

respe
t the other player's priva
y. Then, If Ali
e invaded Bob's priva
y then he deterministi
ally 
hooses M and

she 
hooses C. Likewise, if Bob invades Ali
e's priva
y then she 
hooses C and he 
hooses M. Only if both 
hose

to respe
t ea
h other's priva
y then Ali
e 
hooses pseudo-randomly L or R and Bob 
hooses pseudo-randomly T

or B.

This strategy depends on the assumption, whi
h is removed in the next se
tion, that ea
h player has full

information about the other players 
hoi
e of respe
ting or invading his or her priva
y. Still, the important

feature of this game is that the strategy of ea
h player is to respe
t the priva
y of the other player. Respe
t for

priva
y is di
tated by the de�nitions of the game of priva
y: players, 
hoi
es, and utility. The 
on
ept of priva
y

per se does not require any de�nition.

5 Limitations of a priva
y-respe
tful strategy

The examples in the previous se
tion have shown that in some games respe
t for priva
y is the rational behavior

of players. However, they rely on one main assumption, whi
h is that players have full information about the


hoi
es other players make with regard to se
rets. This se
tion shows that when this assumption is dropped,

players often fail to a
hieve the bene�ts of a strategy that respe
ts priva
y.

We 
hoose to relax the assumption regarding full information in two ways: One, denoted possible intrusion,

is that players know that with probability p the other player respe
ts their priva
y. The other, denoted partial

intrusion, is that players know that the others gained some knowledge of their se
ret, whi
h allows them to guess

the binary out
ome of the pseudo-random generator with probability

1

2

+ �.

5.1 Possible intrusion

Consider what would happen if the Ali
e's strategy were to 
hoose pseudo-randomly, with probability p

A

, whether

to violate Bob's priva
y. Likewise, Bob would 
hoose pseudo-randomly, with probability p

B

, whether to invade

Ali
e's priva
y. How would the game of priva
y pro
eed?

Making the 
hoi
e pseudo-randomly adds the following ingredient to the game: If Ali
e (respe
tively, Bob)


hooses not to intrude on Bob's priva
y then she will never know if Bob has intruded on her priva
y. On the

other hand, if Ali
e does intrude on Bob's priva
y then she 
an re
over his de
ision on whether to intrude on

her priva
y (knowing his se
ret, that de
ision be
omes deterministi
.) The game is therefore played in one of

four variants, depending on the pseudo-random de
ision ea
h player makes regarding the other player's priva
y.

If Ali
e intrudes on Bob's priva
y then she will know if they both intruded on ea
h other priva
y (I-I variant) or

did he respe
t her priva
y (I-R variant). If Ali
e respe
ts Bob's priva
y then she would not know if Bob 
hose to

9
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intrude on her priva
y (R-I variant) or whether he intruded her priva
y (R-I variant).

In the I-I variant, the game simply be
omes the one depi
ted in �gure 4.1. The Nash equilibrium here is (C,M)

and the utility of ea
h player is two. In the I-R variant, Ali
e's 
hoi
e is also simple, if Bob 
hooses M then she

will 
hoose C and both their utility will be two. For any other 
hoi
e Bob makes, Ali
e has an option whi
h will

guarantee her a utility of eight and him zero.

Ali
e's 
hoi
e is the most 
omplex in the R-I and the R-R variants. Ali
e 
an tell the probability p

B

with

whi
h Bob will intrude on her priva
y. But sin
e she 
hose not to intrude on his priva
y, Ali
e 
annot tell if she

is playing the R-I or the R-R variant. With probability p

B

, Ali
e is in the R-I variant where 
hoosing C has a

utility of two and 
hoosing otherwise has a utility of zero. With probability 1 � p

B

, she is in the R-R variant

where 
hoosing C has a utility of two and 
hoosing to follow the pseudo-random generator, as she did in the game

in Fig. 4.2, has a utility of �ve.

The Nash-equilibria of this version of the priva
y game are, therefore, as follows: If the 
han
es that Bob

respe
ts Ali
e's priva
y are below

2

5

then Ali
e's expe
ted utility from the se
ond strategy is lower than her

utility for always 
hoosing C. Sin
e the game is symmetri
 we 
an say that for p

A

>

3

5

or p

B

>

3

5

the Nash-

equilibrium is (C,M) and the expe
ted utility is two for ea
h. For p

A

; p

B

<

3

5

the se
ond strategy o�er's a higher

expe
ted utility:

E

�

Ajp

B

<

3

5

�

= 2p

A

p

B

+ 8p

A

(1� p

B

) + 5 (1� p

A

) (1� p

B

)

= 5� 5p

B

+ 3p

A

� p

A

p

B

E

�

Bjp

A

<

3

5

�

= 5� 5p

A

+ 3p

B

� p

A

p

B

Clearly, both E

�

Ajp

B

<

3

5

�

and E

�

Bjp

A

<

3

5

�

are greater than two. Therefore, the Nash-equilibrium for p

A

; p

B

<

3

5

is the strategy of pseudo-randomly 
hoosing whether to intrude on the other's priva
y. Then, if the 
hoi
e is

to respe
t priva
y, 
hoose pseudo-randomly L or R and T or B.

However, we must not negle
t another strategi
 
hoi
e, whi
h is the 
hoi
e of p

A

and p

B

. This 
hoi
e makes

the game one in whi
h there is a 
ontinuum of 
hoi
es. To analyze this type of game we need to look at the

derivatives

�E[A℄

�p

A

= 3� p

B

and

�E[B℄

�p

B

= 3� p

A

. The important 
hara
teristi
 of the derivatives is that they are

both positive. I.e., in
reasing p

A

is always the better strategi
 
hoi
e for Ali
e as is in
reasing p

B

for Bob. This

leads us to the sobering 
on
lusion that if Ali
e and Bob 
an 
hoose the 
han
es of intruding on ea
h other's

priva
y, then they will do this at the maximal probability whi
h does not rea
h the tipping point. I.e., p

A

and p

B

will both tend in�nitesimally to

3

5

. This makes the game a 
ontinuous 
hoi
e version of the nutritious prisoners'

dilemma, be
ause in
reasing the probability of intrusion de
reases the expe
ted utility.
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Figure 5.1: Partial intrusion
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5.2 Partial intrusion

Consider what would happen in the priva
y game if Ali
e's pseudo-random generator was imbalan
ed. I.e., if

Bob 
ould guess Ali
e's pseudo-random de
isions in probability

1

2

+ � for � 2

�

0;

1

2

�

. This would allow Bob

a new strategi
 
hoi
e of trying to follow a guess of Ali
e's 
hoi
e. If Ali
e's 
hoi
e is not C, then Bob has a

utility of eight for a 
orre
t guess and zero for an in
orre
t 
hoi
e and Ali
e has the opposite. In expe
tan
y

E [Bjguess℄ = 8

�

1

2

+ �

�

and E [Ajguess℄ = 8

�

1

2

� �

�

.

Figure 5.1 summarizes the expe
ted utility for Ali
e and for Bob in this version of the game. For

1

4

> � >

1

8

,

this game has a Nash-equilibrium at whi
h Ali
e pseudo-randomly 
hooses L or R and Bob follows his best guess

of what Ali
e's 
hoi
e was.

We 
on
lude that partial intrusion, in the 
ontext of the priva
y game, does not ne
essarily redu
e utility

and 
an be used to shift the utility from one player to the other. This 
an make partial intrusion a good model

for 
ases in whi
h players trade their utility in the priva
y game for some other utility, possibly a

ounted for in

another game.

6 Emergent priva
y prote
tion

In the two examples provided in the previous se
tion, 
ontrol of priva
y invasion was 
riti
al to materializing the

potential gains from a priva
y-respe
tful strategy. In potential intrusion, if Ali
e and Bob 
annot be 
ertain their

priva
y will be respe
ted they end up invading ea
h other's priva
y with a probability of

3

5

and with an expe
ted

utility of 3

9

25

rather than the optimum of 5. Likewise, in partial intrusion, Ali
e 
an only 
ontinue using the

pseudo-random generator if she is sure that Bob 
an only guess the result with probability less than

3

4

.

This se
tion reviews two me
hanisms whi
h 
an be used to establish su
h 
ertainty: punishment and k-

anonymity. Themati
ally, the dis
ussion of me
hanisms whi
h assure greater utility belongs to the area of me
h-

anism design. However, the intention here is not to dis
uss the design problem but rather to express some

well-known priva
y prote
tion me
hanisms in the language of game theory.
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6.1 Punishment

In real life, the most well-a

epted me
hanism for preserving priva
y is punishment in the form of so
ial 
ondem-

nation or legal 
onsequen
es. Punishment me
hanisms assume that either the player whose priva
y is invaded,

or a third player (the government) would, with some probability p

e

, know of the priva
y invasion. It is further

assumed that the dis
overer has both the 
apability and the 
ommitment to levy a �ne f on the invader.

Consider the e�e
t of punishment on the game of priva
y with possible intrusion (Se
tion 5.1). The expe
ted

punishment 
hanges the utility for any 
ombination of 
hoi
es whi
h involves invading priva
y. Taking Ali
e for

instan
e, her expe
ted utility in the I-I variation (Invade-Invade) would no longer be 2 but 2 � p

e

f . In the I-R

variation she will gain 8 � p

e

f . In the R-I and R-R variation her expe
ted utility would not 
hange, be
ause

being respe
tful of priva
y she will not be punished, and will still be 5 (1� p

B

), so long as p

B

<

3

5

. In summary,

her expe
ted utility for given probabilities of intrusion, p

A

and p

B

, is E [A℄ = 5 � 5p

B

+ 3p

A

� p

A

p

B

� p

A

p

e

f .

Likewise, Bob's utility is expe
ted to be E [B℄ = 5� 5p

A

+ 3p

B

� p

A

p

B

� p

B

p

e

f .

Importantly, the addition of a potential punishment 
hanges the derivative of the utility.

�E[A℄

�p

A

= 3�p

B

�p

e

f

and

�E[B℄

�p

B

= 3 � p

A

� p

e

f . If p

e

f is su�
iently large then both Ali
e and Bob would strategi
ally 
hoose to

de
rease the probability at whi
h they intrude on ea
h other's priva
y. I.e., a su�
iently large punishment on the

dis
overy of intrusion is e�e
tive in resolving the prisoners' dilemma. However, unless p

e

f is greater than three,

a new Nash equilibrium will be rea
hed for p

B

and p

A

that are still greater than zero. Thus, a punishment 
an

en
ourage respe
t for priva
y, but the expe
ted �ne must ex
eed a threshold (three, in this 
ase) to bring the

probability of priva
y intrusion to zero, and the expe
ted utility of the game to the optimum.

6.2 k-Anonymity

One of the oldest methods of preventing loss of priva
y is providing anonymity

3

. The modern use of anonymity in

terms of 
omputerized data is to release the se
ret data of groups of at least k individuals who are indistinguishable

from one another. Without going into detail about the potential usefulness of su
h se
rets (see Samarati and

Sweeney [1998℄, Friedman et al. [2008℄, Ohm [2010℄) emergent priva
y 
an be used to explain how k-anonymity

provides priva
y prote
tion.

Consider k players who take the roles of Ali
e, A

1

through A

k

, and k who take the role of Bob, B

1

through B

k

.

Ea
h Ali
e A

i

plays the game of priva
y with the Bob B

i

. Ali
e 
an a

ess the se
rets of all Bobs. However, her

only way of a

essing the list of se
rets is via the government, whi
h 
olle
ts all se
rets and randomly permutes

the list before it is released.

3

The Talmud, a third 
entury Jewish s
ripture, advises that �If a man sees that his [evil℄ desire is 
onquering him, let him go to

a pla
e where he is unknown, don bla
k and 
over himself with bla
k, and do as his heart desires, but let him not publi
ly profane

God's name.� In modern language, the Talmud pres
ribes anonymity.

12

Electronic copy available at: https://ssrn.com/abstract=2193164



Hen
e, ea
h Ali
e A

i

is given k se
rets and she knows one of these se
rets belongs to the Bob B

i

whose 
hoi
es

determine her utility. In la
k of further information, A

i

's best guess of Bob's pseudo-random 
hoi
e is the 
hoi
e

most frequently di
tated by the pseudo-random generator when used with the se
rets of ea
h of the Bobs. The

probability that she invades B

i

's priva
y is the probability that his pseudo-random 
hoi
e is the same as that of

the relative majority.

Assume the pseudo-random 
hoi
es are binary and have equal probability, as is the 
ase in the game of priva
y.

For B

i

to be among the majority,

k�1

2

or more out of the other k � 1 
hoi
es should be the same as his. The

probability of that 
onverges to

1

2

from above as k grows. It follows that for any desired � 2

�

0;

1

2

�

, k-anonymity


an be used to assure that Ali
e 
annot invade Bob's priva
y to a degree higher than

1

2

+ �. k-anonymity is

therefore a me
hanism whi
h guarantees partial intrusion as dis
ussed in Se
. 5.1.

7 Related work

One of the important tests for any new model of priva
y is how well it integrates existing models. This se
tion

investigates the relation of emergent priva
y and two existing models of priva
y: Solove's pluralisti
 
on
ept

of priva
y and Nissenbaum's priva
y as 
ontextual integrity. Additionally, we remark on some related work in

e
onomy and spe
i�
ally on related results in game theory.

7.1 Pluralisti
 priva
y

In his ex
ellent book on priva
y, Solove [2008℄ thoroughly reviews a list of 
on
eptions about priva
y as well as

their 
ritique. Solove summarizes these by stating that existing 
on
epts of priva
y are either too narrow, too

broad, or too vague. He then 
on
ludes that priva
y

�involves a 
luster of prote
tions against a group of di�erent but related problems. These problems

impede valuable a
tivities that so
iety wants to prote
t, and therefore so
iety devises ways to address

these problems.�

Solove then lists several of the possible harms whi
h are prevented via priva
y prote
tion.

Emergent priva
y fully agrees with Solove's des
ription of priva
y. The di�eren
e between emergent priva
y

and Solove's des
ription is that we present the �problems� and the �ways� as games, strategies and me
hanisms.

These, we express with mathemati
al rigor. While any so
ial �problem� 
an be expressed as a slightly di�erent

game, they are related to one another and 
an be 
lustered. Also, while there are di�erent �ways� in whi
h

so
iety addresses problems, many of them map to one of the me
hanisms des
ribed in Se
tion 6. So
iety often de-

motivates intrusion of priva
y by legislating punishment. Otherwise, so
iety often guarantee intrusion limitations
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by assuring a 
ertain level of anonymity or by intentionally 
reating ambiguity.

7.2 Contextual integrity

In an in�uential paper turned book, Nissenbaum [2004℄ dis
usses priva
y in terms of 
ontexts. Nissenbaum

observes that in any so
ial 
ontext there are norms whi
h govern the �ow of information. Spe
i�
ally, she points

to a norm of appropriateness, whi
h di
tates what is a

eptable for an individual in a 
ontext, and a norm of

information distribution, whi
h states what information should be transferred.

Importantly, those norms are di�erent, perhaps even 
ontending, from one 
ontext to the other. Therefore,

as an individual moves from one so
ial 
ontext to the next, there is a need to limit the �ow of information.

Otherwise, the individual's behavior in one 
ontext might seem inappropriate in another.

Without doubt, 
ontextual integrity is an a

urate des
ription of the experien
e of priva
y. However, Nis-

senbaum does not provide any spe
i�
 reasoning for the spe
i�
 
hoi
e of norms, quoting various possible reasons,

in
luding history. Thus, while 
ontextual integrity improves our understanding of what people desire in priva
y,

the model does not provide any reason why su
h rights should be granted.

Emergent priva
y 
omplements 
ontextual integrity in two ways. Firstly, it allows understanding the 
entral


on
ept of a so
ial 
ontext as a game. A player parti
ipating in more than one game has to a
t in multiple 
ontexts.

In one game (
ontext) the strategy may di
tate keeping a se
ret, whi
h in Nissenbaum's terminology would


onstitute an information limitation norm. Yet, in a di�erent game (
ontext) the same se
ret had better be shared,

whi
h in Nissenbaum's terminology 
onstitutes an information distribution norm. Emergent priva
y therefore

provides the reason su
h norms exist, as well as an explanation for the di�eren
e between the norms of di�erent

so
ial 
ontexts. Se
ondly, be
ause it is able to explain 
ontext and priva
y norms in a utilitarian framework,

emergent priva
y provides argumentation for ful�llment of the desire for priva
y. Additionally, emergent priva
y

provides the mathemati
al rigor whi
h 
ontextual integrity la
ks.

7.3 The e
onomy of priva
y

The e
onomy of priva
y and of private information has attra
ted mu
h interest in the past few de
ades. However,

very little of that work have ventured into dis
ussing what priva
y is in the �rst pla
e. Most of the work reviewed

(with the noted ex
eption of Posner [1978℄ and Kadane et al. [2008℄) adopts one of two approa
hes: Either assume

individuals pla
e value on priva
y as given, or assume any information whi
h relates to an individual and 
an be

harmful in a business transa
tion is private. Listings of resear
h in the interse
tion of priva
y and e
onomi
s 
an

be found on the Web (see, e.g., A
quisti). Below, two papers are outlined whi
h deal with 
on
epts bordering

that whi
h is dis
ussed in this paper.
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Figure 7.1: Negative value of type information
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Calzolari and Pavan [2006℄ investigates the 
onditions under whi
h an upstream seller would withhold infor-

mation about an agent from downstream sellers. Thus, providing the agent priva
y. These 
onditions relate to

a situation in whi
h the downstream seller would bene�t from the information, at the agent's expense. Emer-

gent priva
y, instead, is interested in 
ases in whi
h no-one would bene�t from passing the information to the

downstream seller.

Huang [1998℄ dis
usses the e
onomi
s of priva
y regulation in the 
ontext of data mining. Huang lists several

reasons why individuals should be 
on
erned with their data being mined. He also applies game theory to

the analysis of the 
onditions ne
essary for adoption of self regulation by data mining 
ompanies, as well as

me
hanisms whi
h enhan
e priva
y � in
luding penalties (i.e., �nes). However, Posner [1978℄ spe
i�
ally reje
ts

the argumentation that the knowledge obtained by the 
ompany allows it to bene�t at the expense of the individual

as a legitimate basis for priva
y rights. Emergent priva
y over
omes this reje
tion be
ause it deems private only

information whose sharing is harmful to both the 
ompany and the individual.

7.4 Negative value of information

That information may have negative value is by no means new. Osborne Osborne [2003℄ des
ribes a game in

whi
h some information has a negative value. As shown in Fig. 7.1, the game 
onsists of players, Ali
e and

Bob, who are both oblivious as to whi
h of the two sub-games they are playing (their type). For 0 < � <

1

2

the

Nash-equilibrium in this game is (L, B): If Bob sele
ts T then Ali
e prefer the 2� utility of L to a 50% 
han
e of

a 3� whi
h is her utility in sele
ting M or R and if Bob 
hooses B then Ali
e prefers utility 2 over a 50% 
han
e

of 3. This allows Bob to rationally prefer B.

However, it is irrational for Bob to 
hoose B if Ali
e knows whi
h sub-game she plays. If she does know the

type and Bob 
hooses B then Ali
e would 
hoose R in the left sub-game and M in the right sub-game yielding

him a utility of zero whereas Bob 
an guarantee a utility of 1 by 
hoosing T. It turns out that Ali
e's additional

knowledge degrades her utility from 2 to 3� and Bob's utility from 2 to 1. The value of information on the type

is therefore negative.
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The main di�eren
e between the game presented by Osborne and the kind of games dis
ussed in this paper

is information whi
h is hidden or revealed. Our work fo
uses on se
rets in their 
ryptographi
 interpretation �

pie
es of information whi
h allow players to a
t in a pseudo-random way. In games su
h as the one presented

in Fig. 4.2 the types of the players are the same. While it may be possible to emulate an n-bit se
ret with 2

n

di�erent types of games we feel that this would misrepresent both the nature of a se
ret and the intention behind

player types.

The se
ond di�eren
e, whi
h is still important, is that in games su
h as those dis
ussed in this paper the

information whose value to the player is negative is information about another player. This is in line with the

intuition that Ali
e respe
ts Bob's priva
y by avoiding to learn something about Bob, and not something about

herself.

8 Dis
ussion

This paper presents emergent priva
y � a 
on
ept of priva
y whi
h relies on utilitarian arguments and 
an thus

be shown to bene�t those who respe
t it. Utilitarianism is by far not the only possible philosophi
al grounds

for priva
y rights. For instan
e, it would be hard to justify priva
y in extreme settings, su
h as in jail, based on

stri
tly utilitarian arguments. It is therefore only reasonable to assume that there are 
ases in whi
h the right

for priva
y is 
laimed, and perhaps granted, even if the bene�ts from establishing su
h a right 
annot be spelled

out. Emergent priva
y should be 
onsidered a minimalisti
 de�nition, rather than a 
omplete one.

Nevertheless, emergent priva
y is by no means a powerless 
on
ept. Sin
e its de�nition is simple and rigorous, it

is a powerful tool with whi
h related 
on
epts su
h as priva
y prote
tion and priva
y brea
h 
an be understood.

It 
an be used to infer the 
onsequen
e of 
hoosing the parameters of priva
y prote
tion me
hanisms su
h as

punishment and anonymity. Through the lens of emergent priva
y, the diversity of priva
y 
on
epts 
an be

understood as di�erent strategies in di�erent games whi
h all aim to prote
t the same type of behavior.

A mathemati
al model of priva
y is very limited unless it 
an be applied to large populations as well as

address the inherent di�eren
es between abstra
t players and human beings. In up
oming work, we intend to

pla
e emergent priva
y in the 
ontext of 
ollaborative a
tion. Additionally, we intend to explain, using the

psy
hologi
al model of so
ial representations, why setups whi
h 
an be represented as games played with a

priva
y-respe
tful strategy really do o

ur in so
iety.

The main te
hnology that disrupts priva
y today is data mining. It is therefore a major open resear
h question

whether existing methods for priva
y preserving data mining 
an be des
ribed as priva
y prote
tion me
hanisms.

It is equally interesting to see whether standard appli
ations Web sear
h, fraud analysis, and pharma
euti
al

resear
h � 
an be modeled as games. If we 
an answer both questions in the positive, then emergent priva
y 
an
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provide meaningful re
ipes for priva
y preserving data mining in these appli
ations.
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