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ABSTRACT

The security and robustness of deep neural networks (DNNs) have become in-
creasingly concerning. This paper aims to provide both a theoretical foundation
and a practical solution to ensure the reliability of DNNs. We explore the con-
cept of Lipschitz continuity to certify the robustness of DNNs against adversarial
attacks, which aim to mislead the network with adding imperceptible perturba-
tions into inputs. We propose a novel algorithm that remaps the input domain
into a constrained range, reducing the Lipschitz constant and potentially enhanc-
ing robustness. Unlike existing adversarially trained models, where robustness
is enhanced by introducing additional examples from other datasets or genera-
tive models, our method is almost cost-free as it can be integrated with existing
models without requiring re-training. Experimental results demonstrate the gener-
alizability of our method, as it can be combined with various models and achieve
enhancements in robustness. Furthermore, our method achieves the best robust
accuracy for CIFAR10, CIFAR100, and ImageNet datasets on the RobustBench
leaderboard.

1 INTRODUCTION

Deep neural networks (DNNs) have demonstrated promising results across various tasks
(Krizhevsky et al., 2012; Redmon et al.l [2016), prompting concerns about Al security as these net-
works are increasingly deployed in our daily lives. A single erroneous prediction could lead to
catastrophic consequences. For example, the Overload attack can significantly inflate the inference
time of detecting objects for self-driving systems (Chen et al., 2023), while even minor typos in
input prompts can cause large language models to produce unexpected responses (Zhu et al.| [2023).

The focus of this paper is to design robust DNNs that can defend against adversarial attacks, which
aim to create perturbations in inputs that are imperceptible to humans but can mislead DNNs. Pre-
vious studies have revealed the existence of adversarial examples in diverse domains, such as image
pixels (Szegedy et al., |2013)), audio data (Carlini & Wagner, 2018), and textual content (Li et al.,
2018). Consequently, exploring the vulnerabilities of DNNs and developing theoretically grounded
explainable Al is crucial for ensuring the reliability of DNN-based applications.

Adversarial training (Madry et al.| [2017) has proven to be an effective strategy for enhancing the
robustness of DNNs. It achieves this by generating adversarial examples on the fly during the train-
ing phase and optimizing the model’s weights to minimize the losses caused by these examples.
Recent studies have shown that robustness can be further improved by introducing additional ex-
amples from other datasets (Carmon et al., 2019) or using generative models (Gowal et al., 2021}
Wang et al.| [2023) to cover low-frequency data. Despite the promising improvements in robustness,
training costs increase significantly due to the demand for additional data, which can be up to 20 to
100 times larger than the original dataset. This poses a trade-off between training cost and robust-
ness. The concern over high computational costs becomes a significant obstacle in deploying robust
DNN-based applications, especially in fields like medicine, autonomous driving systems, and other
areas where human lives are at stake.

In this paper, we explore how robustness is certified by the theorem of Lipschitz continuity, which
theoretically gauges how much outputs are amplified by the perturbations. However, we argue that
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Figure 1: The empirical Lipschitz constant of specific layers that can be represented by linear sys-
tems, such as convolutional or fully connected layers, can be reduced by remapping their input
domain to a constrained range.

the set of observed data is finite and cannot cover the entire real data space, leading to an overes-
timation of the Lipschitz constant derived from the theorem. Therefore, we propose an algorithm
that can remap the input domain into a constrained range, resulting in a Lipschitz constant for the
modified function that is less than or equal to the Lipschitz constant of the original function, thus
potentially enhancing robustness. Our key contributions are outlined as follows:

* We introduce the concept of the empirical Lipschitz constant, which can more precisely
reflect the robustness of the corresponding observed data. Compared with the original def-
inition of Lipschitz constant, the empirical value is derived from a set of observed data,
thereby eliminating the influence of space that is never drawn from real data. As illustrated
in Figure |1} we prove that any function that can be formulated as a linear system, when
combined with our proposed function to remap the input domain of a specific layer to a
constrained range, can reduce its empirical Lipschitz constant, resulting in better robust-
ness.

* Our method is well-suited for inference-time model optimization to enhance robustness
cost-effectively. The proposed function can enhance the robustness of adversarially trained
models with minimal additional costs. Specifically, it introduces only one parameter, the
value of which can be determined by scanning an observed data once without the need for
re-training or fine-tuning.

* The experimental results suggest that our method can be combined with various existing
methods and gain robustness improvements. Besides, our method achieves the best robust
accuracy against adversarial examples generated by AutoAttack (Croce & Hein| [2020), a
state-of-the-art ensemble attack, for CIFAR10, CIFAR100, and ImageNet datasets on the
RobustBench leaderboard (Croce et al. [2020). By assessing accuracy against adaptive at-
tacks, transfer attacks, and evaluation methods for validating obfuscated gradients (Athalye!
et al., 2018; [Carlini et al., 2019), we believe that the proposed algorithm should not cause
robustness to be overestimated.

The rest of this paper is organized as follows. Section [2)introduces the background on adversarial at-
tacks and adversarial training. Section[3|presents the theoretical proof of how robustness is enhanced
by manipulating the domain of linear functions and introduces the proposed algorithm. Section [
shows the experimental resultsand ablation studies on various hyper-parameters, combination with
different activation functions and gradient masking verification. The last section is our conclusion.

2 RELATED WORKS

2.1 ADVERSARIAL ATTACKS

Adversarial attacks aim to inject tiny perturbations into inputs, causing victim DNNs to output in-
correct predictions with high confidence (Chen & Hsieh| [2022). These attacks have been observed
in numerous vision applications (Goodfellow et al., 2014; /Chen et al., [2018};|Wang et al., 2022} |Yin
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et al., 2022)). Furthermore, these tiny perturbations can be embedded not only in image pixels but
also in textual contexts (Kumar et al.| 2023} |Yao et al., [2023)), audio space (Xie et al., 2021}, and
other fields (Ilahi et al.,[2021). Some research has shown how adversarial attacks threaten real appli-
cations (Xu et al.| 2020; Komkov & Petiushko| 2021 Du et al.| [2022; [Wei et al.} 2022). Investigating
the vulnerability of DNNs and theoretically avoiding adversarial examples when optimizing model
weights or designing architecture is an ongoing challenge.

Adbversarial attacks can be classified into two types based on the amount of information the attacker
has access to: white-box attacks and black-box attacks. In the case of white-box attacks, the attacker
has full access to all information about the victim model. Methods such as the PGD attack (Madry
et al.l 2017) and AutoAttack (Croce & Heinl |2020) generate adversarial examples by leveraging
the gradient direction of the model. Although this scenario is often unrealistic in practical settings,
research in this area is valuable for developing more robust models in the future.

In contrast, black-box attacks, such as the square attack (Andriushchenko et al.,2020) and ZO-NGD
(Zhao et al., 2020), only provide the attacker with access to the model’s output predictions. In these
cases, adversarial examples can still be generated through transferability, where models with similar
architectures are used to create adversarial examples (Wang et al., [2021; (Chen et al.} 2024). The
goal of black-box attacks is to investigate the potential risks of adversarial attacks in real-world
application scenarios, where attackers may have limited access to model internals.

2.2 DEFENSIVE STRATEGIES

Adversarial training is a defensive strategy that aims to find optimal weights against adversarial
attacks. It achieves this by generating adversarial examples on the fly during the training phase
and optimizing the model’s weights to minimize the losses caused by these examples. Despite the
superior robustness achieved by adversarial training, the associated training costs of adversarially
trained models are generally ten times more expensive than those of models trained utilizing a stan-
dard policy. The concern over high computational costs becomes a significant obstacle in deploying
DNN-based applications.

Balancing between training cost and robustness is a challenge for adversarial training. Fast adver-
sarial training has been proposed for applications pursuing higher robustness under a limited budget
(Chen & Lee, 2020; Zhang et al.,|2022). However, numerous adversarial examples cannot be drawn
from these approaches, potentially leading to catastrophic overfitting, where robust accuracy signif-
icantly decreases without warning signs (Rice et al.||2020). On the contrary, some studies attempted
to refine robustness by introducing additional examples from other datasets (Carmon et al., [2019)
or using generative models (Gowal et al., 2021; Wang et al., |2023). Alternatively, another line of
research has demonstrated that the removal of partial adversarial examples does not compromise ro-
bust accuracy, addressing the issue of unaffordable training costs (Zhang et al.,[2020; |Chen & Lee}
2024).

Despite the potential of adversarial training to enhance model robustness, budgetary constraints
often limit the scope of their crafting to one or two specific attack types during the training stage.
This restricted approach may inadvertently render adversarially trained models susceptible to novel,
unseen attacks. As an alternative, Lipschitz-based certified training offers a theoretical framework
for ensuring an upper bound on prediction errors (Gowal et al., [2018}; [Huang et al., [2021} Miiller,
et al.| 2022)). However, it is important to acknowledge that these training methods often suffer from
scalability issues.

3 METHODOLOGY

3.1 MOTIVATION

In this paper, we approach robustness from a theoretical perspective, aiming to demonstrate that all
risks posed by adversarial examples are limited while minimizing the additional costs associated
with improving robustness. Our evaluation is conducted under the white-box scenario, where the
target model is capable of defending against various types of known adversarial attacks, including
white-box attacks (Madry et al.l |2017} [Chen et al.| 2018}, |(Croce & Heinl [2020), black-box attacks
(Chen et al.| 2017), and transfer attacks (Demontis et al., 2019; |Qin et al., 2022). Additionally, we
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conduct a set of experiments to verify that gradient masking (Athalye et al.l 2018)) does not occur in
our method and to ensure that robustness is not overestimated.

3.2 LipSCHITZ CONTINUITY

To achieve our goal, we introduce a quantitative metric known as the Lipschitz constant, which
gauges how much outputs are amplified by the perturbations within the input domain. The mathe-
matical definition is as follows, a function f : R™ — R™ is globally Lipschitz continuous if there
exists an constant &K > 0 such that

Dy(f(z1), f(w2)) < KDy(21,22) Vai,z9 € R™, (1)

where D, is a metric on the domain of f; Dy is a metric on the range of f; and z; # z,. For a
DNN, it can be considered as a composite function:

F(x) = (fio fzo--- 0 fL)(x), 2)

where f; is the function of i-th layer. If there exists a Lipschitz constant for each individual layer,
we can derive an upper bound of the Lipschitz constant for the victim model as follows,

L
Kp <[] K 3)

i=1
where K; is the Lipschitz constant of f;.

By defining adversarial examples 2*%Y within a e-ball centered at an image x as the inputs of , we

can assess the impact caused by adversarial examples. Therefore, the Lipschitz constant serves as
a bridge that connects the design of robust models with the measurement of risks posed by adver-
sarial examples. A small Lipschitz constant for the victim model implies that the increase in loss is
minimal, indicating a higher ability to resist adversarial attacks. Consequently, the objective of this
paper is to lower the upper bound of Lipschitz constant for the given models.

As indicated by previous studies (Yoshida & Miyatol 2017} |Farnia et al., |2018)), Lipschitz constant
of the given model defined in (3) can be minimized by reducing the output discrepancy of individual
linear layers. Under the Lo norm, we have

If (@) = f@)ll2 _ (Wa* +b) — (Wa+b)[l2 _ [[Wl2 @

||z — (2 16112 1612

adv

where W is the weight matrix; and ¢ is the distance between z*" and x. Therefore, the original op-
timization problem of minimizing Lipschitz constant is transformed into the following minimization
problem:
, [[Wél|2
min ax =
W s#£0,6€R™  ||d]|2

nUmax(W)7 )

where oy, (W) represents the largest singular value of the matrix W. Notably, there is a relation to
eigenvalues:

o (W) = N(WWT) = X(WTW), (©)
where W1 is the conjugate transpose of . Each singular value of the matrix T is the square root
of the eigenvalue of the matrices WW 1 or WTW. In other words, minimizing Apa (WWT), the
largest eigenvalue of the matrices, can achieve the same objective.

Rather that minimizing the objective directly, Gershgorin circle theorem provides an alternative
solution to estimate the robustness of the given linear system.

Theorem 1. (Gershgorin Circle Theorem) For an'm x m matrix A with entries a;j, each eigenvalue
of A is in at least one of the disk:

Ri={z€C:|z—au| <) layl} for i={1,2,...,m}. (7)
i#j

Theorem |l|indicates each row vector can be represented as a disk which is centered at the diagonal
entry a;; and whose radius is the sum of the off-diagonal entries a;;. For any layer which can be
represented by a linear system, such as convolutional or fully connected layers, robustness can be
improved by shrinking the radius of the disk with the largest eigenvalue.
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Figure 2: Insertion points of the forged function. In ConvNets, it is inserted into the residual blocks,
while in Transformers, it is inserted into the MLP layers.

3.3 FORGED FUNCTION

We argue that the largest singular value provides a loose bound for the Lipschitz constant. To
precisely reflect the robustness of the corresponding observed data, we define the empirical Lipschitz
constant that eliminates the influence of space that is never drawn from real data.

Definition 1. Empirical Lipschitz constant:

w
max WVl g s ®)
s#0.2es  ||z]|2

where S is an observed dataset. As can be seen, the empirical Lipschitz constant on the finite dataset
is less than or equal to its Lipschitz constant derived from the theorem.

Based on Definition |1} we can build robust models by manipulating the output ranges of individual
layers, thereby restricting the input domain of the next layer. If input vectors do not align with the
direction of the eigenvector with the largest eigenvalue, the empirical constant should be bounded.
Therefore, we proposed a forged function defined as follows:

0 if |z <
x otherwise,

fforge(x) _ { (9)

where ' is a threshold for the i-th layer. Compared with the original functions, the range of the

forged function is suppressed if its value is less than the threshold. When ¢! is set to 0, the forged
function degrades into the original function.

The forged function aim to reduce the empirical Lipschitz constant of the layers that can be repre-
sented as linear systems by remapping the input domain of these layers into a constrained set. Figure
[2 provides a visual representation of potential insertion points for the forged function, while main-
taining the integrity of other layers. For the ResNet architecture, the forged function is placed before
the convolutional layers in each residual block. Similarly, for vision transformer architectures, the
structure of MLP layers is adapted to seamlessly integrate the forged function.

Here is the proof that the largest eigenvalue can be shrunk by the forged function. Let W be the
weight of the target layer, which can be represented by an m X n matrix, and t be the input vector.
Without loss of generality, we assume that A = WTW and f'2¢(t) is defined as:

fforge(ti) _ {0 1 S k (10)

t; otherwise,

where t; is the i-th element of t and & is a positive number.
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Lemma 2. There exists a matrix A’ whose largest eigenvalue, \,..(A’), is less than or equal to the
largest eigenvalue of A, Mpax(A), if
Afforse(f) = A't. (11)

Proof. Since the first k entries of the vector t are replaced with zeros, above condition can be
achieved by replacing the corresponding column vectors of the matrix A with zero vectors. There-
fore, the entries of A’ are formulated as

0 j<k
= - 12
@ij {aij otherwise. (12)

The matrix A is a positive semidefinite matrix, implying that the diagonal entries are non-negative.
Moreover, with the entry representation of A’ in (12)), we observe that modifications are only applied
to the first k£ columns, while the rest remain unchanged. Combining the Gershgorin Circle Theorem,
we know that the centers of the first & disks of the matrix A’ are shifted towards zero. Additionally,
the radii of all disks, the absolute values of the off-diagonal entries in A’, are shrunk. Consequently,
the upper bound of the largest eigenvalue of the matrix A’ is tighter compared to that of the original
matrix A. O

Notably, the outputs of f©'€¢(t) vary depending on the inputs, resulting in each input having its own
A’. The upper bound of the largest eigenvalue of each matrix A’ must be not greater than the largest
eigenvalue of the matrix A. With Lamma [2] a precise upper bound of the largest eigenvalue can be
obtained by feeding a set of observed images. On the contrary, there might be cases in which solving
the minimization problem in (3)) leads to the theoretical largest eigenvalue being minimized, but the
empirical Lipschitz constant remains unchanged.

The choice of a proper cgh is a crucial factor in reducing the largest eigenvalue. In this paper, we
propose obtaining the value of ¢! through the following equation:

M = " max(Fy_,(z)) VzeS, (13)
where S can include all or a subset of images in the training set, ¢” is a positive number and F _,;(z)
represents the output of the i-th layer. Specifically, each layer has its own c, but they share the
same hyper-parameter ¢”. Algorithm [I] specifies the implementation details of the forged function.
The variable b is used to store the maximum value that appeared in S, as defined in (I3)), and is
initialized during construction. Similar to the implementation of the batchnorm layer, the behavior
is depended on the mode configuration. When the mode is set to tracking mode, the variable b is
updated accordingly, and the input is set to the output without any modification. Conversely, when
the mode is set to inference mode, the value of b is frozen, but the input is updated as defined by (9).
By default, the mode is set to inference, and the values of b and ¢" are zero, respectively. As a result,
the set M is empty, and the algorithm is degraded to the identical function.

It is worth emphasizing that by feeding all images in the set S once in track mode beforehand, the
value of ¢! can be obtained. The elements satisfying the constraints are appropriately deactivated
during inference. Notably, this operation does not necessitate gradient computations and incurs
minimal time consumption, typically only a few minutes, even when executed on commonly used
GPUs. In comparison to adversarial training, this process is nearly cost-free. The overall procedure
shares many similarities with post-pruning techniques. Nevertheless, we posit that the proposed
function is very similar to the ReLU function, as it suppresses the output values within a specific
range, but the defined range in the forged function is adaptive to the observed dataset.

4 EXPERIMENTS

4.1 SETUP

We evaluated the performance on CIFAR10, CIFAR100, and ImageNet datasets under the white-
box scenario with an L., norm. To ensure comparability of results, we assessed robustness using
AutoAttack (Croce & Hein, [2020), For CIFAR10 and CIFAR100 datasets, € is set to 8/255, while
for the ImageNet dataset, € is set to 4/255. The model weights are publicly accessible from Robust-
Bench. The ablation study involves exploring the selection of the optimal ¢", the combination of
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Algorithm 1 Forged Function

—_

require: Input x, Mode m, Hyper-parameter c”

2: if m is tracking mode then
3: b=max(b, |x|)
4: else
5: M= {z|abs(z) < ¢"b}
6: foralls € Mdo
7: s=0
8:  end for
9: end if
10: return x
Table 1: The results of top-3 competitors on Robustbench.
(a) CIFAR10 dataset (b) CIFAR100 dataset
# | Method ACChat  ACCAA # | Method ACChat  ACCAA
* | |Wang et al.|[(2023) + Ours  93.20 71.70 * | |Wang et al.|(2023) + Ours  74.97 44.00
1 Peng et al.[(2023) 93.27 71.07 1 Wang et al.|(2023) 75.22  42.67
2 Wang et al.|(2023) 93.25 70.69 2 Bai et al.|[(2024) 83.08 41.80
3 Bai et al.|(2024) 95.19 69.71 3 Cui et al.|(2023) 73.85 39.18

various models trained from different techniques, the verification of gradient masking, and assess-
ments of certified adversarial robustness via randomized smoothing. Due to the page limit, the full
experimental results of the ablation study are listed in Appendix [A]

4.2 WHITE-BOX EVALUATION

4.2.1 PERFORMANCE ANALYSIS ON CIFAR10 AND CIFAR100 DATASETS

The model used in this study is based on WRN-70-16 architecture with SiLU function while gener-
ative data were involved during the training phase. The value of ¢! is obtained by feeding all images
from the training set without any augmentation, and ¢” was set to 2~% for this experiment. Tables
and |1bf summarize the top-3 competitors on Robustbench for CIFAR10 and CIFAR100 datasets,
respectively, where # represent the rankings, our results are marked by the asterisk (*), acc,, and
accaa denote the accuracy against clean data and adversairal examples generated by AutoAttack,
respectively.

As can be seen, our method combined with WRN-70-16 with SiLU function gains improvement in
robustness by at least 0.9% and achieves the best results on Robustbench for both datasets. Neverthe-
less, standard accuracy (accyy) is decreased. Many factors might affect the results. For example, the
single additional hyper-parameter introduced in this study might not provide sufficient granularity
to fit all layers in the target model.

4.2.2 PERFORMANCE ANALYSIS ON IMAGENET DATASET

In this experiment, we utilized the Swin (Liu et al.,|2021) model architecture, a variant of transform-
ers. However, scanning the approximately 1.2 million training images provided by the ImageNet
dataset to determine the value of the hyper-parameter introduced in the forged function defined in
(T3) might take a long time. Alternatively, we randomly selected about 5,000 images as the observed
images to determine the value of the hyper-parameter. Ideally, determining the optimal choice of ¢”
requires conducting an ablation study to explore the relationship between the chosen ¢ and robust
accuracy on a validation set. To accelerate this procedure, we first seek a value of ¢” with the highest
standard accuracy. The candidate values are selected in a small range centered around this value.

Tables [2] lists the top-3 competitors on Robustbench for ImageNet dataset, including ranking, ar-
chitecture, standard accuracy, and robust accuracy against AutoAttack. The experimental results
demonstrate that the Swin-L. model with GELU combined with our method can obtain improve-
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Table 2: The results of top-3 competitors for ImageNet dataset on Robustbench.

# \ Method Architecutre aCCpayt  acCCaa
* | [Liu et al.[(2023)) + Ours Swin-L 78.88  60.04
1 Liu et al.[(2023) Swin-L 78.92 59.56
2 Bai et al.| (2024) ConvNeXtV2-L + Swin-L. 8148 58.50
3 Liu et al.| (2023) ConvNeXt-L 78.02 58.48

ments in robust accuracy and achieve the best result while standard accuracy has a tiny drop. This
finding verifies that our method can be applied to both convolutional and fully connected layers.

4.2.3 COMBINATION WITH VARIOUS MODELS

The experiment aims to assess the generability of the proposed function on adversarial trained mod-
els with identical architecture but from various training strategies and to evaluate the potential cost
reduction of adversarial training. We integrated the proposed approach with partial models selected
from RobustBench, whose weights are obtained directly from the official without any modifications,
and also included a model trained by TRADES (Zhang et al., |2019) as a baseline for CIFAR10
dataset. The selected models were trained using different techniques, such as adding perturbations
in internal layers, retrieving information using knowledge distillation, reducing inefficient train-
ing data, or involving additional images from generated models or another dataset. Except for the
model used in RST-WAP, which is WRN-28-10, the model architecture we utilized is WRN-34-10
with ReLU, as it is the most popular network on the RobustBench leaderboard (Croce et al., 2020).

For the white-box evaluation, the value of ¢” is set to 2~ 7. Table and present standard and
robust accuracy of models integrated with our method for CIFAR10 and CIFAR100 dataset, respec-
tively. In these tables, the column Original indicates the original results reported by RobustBench,
and the column Original+Ours demonstrates the results of the proposed method. As indicated in
these tables, for CIFAR10 dataset, the proposed method enhances robust accuracy by more than 2%
for RST-AWP, DefEAT, and LTD models, while other models receive approximately 1 to 1.5% im-
provement in robustness. Similarly, for CIFAR100 dataset, these models meet at least a 1% increase
in robustness. The empirical results prove that the resilience of existing models against adversarial
attacks can be improved by Lemma[2] We believe that the proposed solution is general as it achieves
great success in models incorporating different training techniques.

Another advantage of the proposed method that we would like to highlight is that the cost of our
approach can almost be ignored compared to the cost of adversarial training as the cost involves
only a single pass scan of a set of images to determine the hyper-parameter ¢!”. This implies that
these models can enhance robustness for free. Specifically, LefEAT can achieve a robust accuracy
of 57.30% by removing inefficient training data. By combining LefEAT model with our approach, a
robust accuracy of 59.55% can be achieved, which is comparable to RST-AWP (60.04%). However,
RST-AWP introduces more images from another dataset, resulting in a higher cost in each epoch.
Similarly, for the CIFAR100 dataset, DefEAT with our proposed method achieves a robust accuracy
of 32.11%, which is better than EffAug (31.85%), which involves more complex data augmentation
during the training stage. This aligns with the suggestion by DefEAT that some data can be removed
without hurting robustness. Holistically, we believe that our approach might provide a hint during
the late phase of adversarial training to drop inefficient weights, resulting in further cost savings or
enhanced resilience.

An interesting observation from these tables is that standard accuracy improves across all models
for both CIFAR10 and CIFAR100 datasets. While this phenomenon is not directly explained by
Lemma [2| we hypothesize that the output ranges of ReLU and our proposed functions are highly
similar, allowing for the maintenance of accuracy on clean data.

4.2.4 GRADIENT MASKING VERIFICATION

Previous studies suggest that the resilience of models might be unintentionally overestimated (Atha-
lye et al.| 2018} [Carlini et al., 2019). The proposed function in (9) suppresses values to zero if the
condition is satisfied. One might argue that this property could unintentionally cause obfuscated
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Table 3: Standard and robust accuracy of models integrated with our method.

(a) CIFAR10 dataset

Original Original+Ours
aCCpyt  ACCAA | aCCpy  ACCAA

RST-AWP |Wu et al[(2020)  88.25 60.04 | 89.50 62.76
DefEAT [Chen & Lee|(2024) 86.54 57.30 | 87.40 59.55
LTD|Chen & Lee| (2021) 8521 56.94 | 8598 59.25
AWP Wu et al.|(2020) 8536 56.17 | 86.19 57.85

Method

TRADESZhang et al.|(2019)  85.34 52.86 | 85.78 53.80
(b) CIFAR100 dataset
Original Original+Ours

Method

aCCha  ACCAA | ACCpayy  ACCAA

EffAug|Addepalli et al. (2022) 68.75 31.85 | 69.14 32.57
DKLD|Cui et al.[(2023) 64.08 31.65 | 6426 3258
DefEAT [Chen & Lee (2024) 64.32 31.13 | 6642 32.11
LTD Chen & Lee[(2021]) 64.07 30.59 | 6429 31.95
AWP|Wu et al.[(2020) 60.38 28.86 | 60.63 29.72

gradients, resulting in gradient attacks being unable to efficiently produce adversarial examples.
Therefore, to verify that the proposed method does not encounter the gradient masking issue, we
should conduct more experiments from the following aspects:

1. White-box attacks should be better than black-box attacks.

2. Tterative attacks should have better performance than one-step attacks.

3. Robust accuracy should gradually decrease to zero when the radius of e-ball increase.
4

. The modified model should defense against adversarial examples generated by the original
models.

5. Certified robustness that conducted by random smoothing (Cohen et al.,[2019).

AutoAttack has examined the first item, which involves three white-box attacks and one black-box
attack. By comparing robust accuracy shown in Table[Ta] [T and 2] the models combined with the
proposed method perform better robust accuracy than the original models. It indicates black-box
attacks cannot produce more adversarial examples.

The full experimental results for the rest of the experiments can be found in Appendix [B| The
results demonstrate that the proposed algorithm does not violate any of the above rules and the
certified robustness improves by our method across most settings. From the evidence, we believe
that the proposed method does not encounter the gradient masking problem among different hyper-
parameters and various models on CIFAR10 and CIFAR100 datasets.

4.3 COST ANALYSIS

For the CIFAR-10 and CIFAR-100 datasets, the total training time for AWP on a V100 GPU is
approximately 20 hours. In contrast, other methods use larger models and incorporate additional
data (Wang et al., 2023 |Peng et al., [2023} |Bai et al., [2024), leading to a total training time of over
200 hours. In comparison, scanning the entire CIFAR-10 or CIFAR-100 dataset, or partial training
set on ImageNet dataset, takes less than 5 minutes on a V100 GPU.

Regarding the costs of hyperparameter search, as discussed in Section there are only three
candidate parameters to evaluate performance. We can efficiently assess white-box performance
using partial data from the training set, which significantly reduces the computational time. In
practice, the total time for hyperparameter search is about 1-3 hours, depending on the model size
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and the dataset used. This demonstrates that our approach incurs significantly lower computational
overhead.

4.4 DISCUSSION

A common pitfall is the misconception that minimizing the magnitude of the Lipschitz constant
necessarily leads to improved robustness. However, in an extreme scenario, if the weights of the
linear layers are replaced with an identity matrix, the Lipschitz constant would equal 1. This change
would completely alter the output distribution, resulting in zero natural accuracy and, therefore, no
meaningful robustness to assess. This work demonstrates that by manipulating the input domain of
a linear system, it is possible to obtain an equivalent matrix that produces the same output while
having a Lipschitz constant that is equal to or less than the original.

While it is true that the Lipschitz constant can be reduced through certified training (Mao et al.|
2024) or Lipschitz-constrained methods (Ziihlke & Kudenko, 2024)), these approaches often intro-
duce additional regularization terms or more complex objectives, complicating the training of robust
models. In contrast, this work is specifically designed for model optimization during inference time,
providing a cost-effective means to enhance robustness. Furthermore, this research offers valuable
insights into identifying which weights can be eliminated with minimal impact on performance.
This property could be integrated into existing training frameworks to further enhance robustness.

The overall procedure of the proposed algorithm shares many similarities with pruning techniques
(He & Xiao,2023). However, we would like to emphasize that the proposals are distinctly different.
Pruning primarily aims to create a highly sparse model that accelerates inference times or reduces
the model size for deployment on edge devices, often without considering robustness. In particular,
when the pruned model exhibits extremely high sparsity without applying re-training or fine-tuning,
natural accuracy drops significantly, implicitly indicating that condition (TT]) does not hold and that
Lemma 2]is not applicable in this case. On the other hand, when the pruned model has low sparsity,
only a small proportion of weights with values close to zero are eliminated, resulting in insignificant
adjustments to the center and radius of the disk. The proposed algorithm, on the other hand, can
identify crucial elements with minimal cost. We believe that investigating the impact of various
pruning techniques, such as iterative or post-training methods, on robustness, or combining these
techniques with our proposed approach, represents a valuable direction for future research.

5 CONCLUSION

In this paper, we recap how robustness is certified by the theorem of Lipschitz continuity. We
introduce the concept of the empirical Lipschitz constant, which minimizes the influence of the space
not drawn from real data, resulting in a precise estimation of the robustness of the corresponding
observed data. We prove that by remapping the input domain of a specific layer to a constrained
range, the Lipschitz constant can be shrunk, leading to better robustness. The proposed function
introduces only one parameter, the value of which can be determined by scanning the training data
once, without re-training or fine-tuning. Compared with adversarial training, the proposed method
is almost cost-free. The experimental results suggest that our method can be combined with various
existing methods and achieve robustness improvements, and no gradient masking occurs in our
algorithm. Furthermore, our method can achieve the best robust accuracy for CIFAR10, CIFAR100,
and ImageNet datasets on the RobustBench leaderboard.

Numerous future directions merit exploration. Firstly, due to the property of maximization, the
proposed function might easily be influenced by outliers. Designing a better function is an interest-
ing research topic. Secondly, exploring the combination with various activation functions, different
model architectures or large-scale datasets would be beneficial. Lastly, it is worth investigating to
understand the theoretical reasons why our proposed function improves standard accuracy.
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A ABLATION STUDY

A.1 HYPER-PARAMETER SELECTION

This experiment investigates how the choice of hyper-parameter ¢” influences standard accuracy and
robust accuracy. Since most models are represented in 16 bit format, and the widths of fraction bit
for FP16 format defined by IEEE-754 standard and BFloat are 10 and 7 bits, respectively, truncated
errors might easily occur when performing addition on two numbers with a magnitude difference
of 28 or higher. On the other hand, when ¢" is set to 275, all models experience a significant drop
in standard accuracy, and there is meaningless in evaluating robustness at this configuration. We
suggest that the candidates of ¢ are 278, 27 and 276,

The results on CIFAR10 and CIFAR100 are presented in Table ] and Table 5] respectively. More-
over, the results of accuracy against CW attack on L, norm for CIFAR10 and CIFAR100 datasets
are presented in Tables @ and respectively. As can be seen, when ¢” is set to 275, all models
achieve better standard accuracy and robust accuracy. Additionally, the results for all models with
¢" = 277 are surpassed by those when ¢” is set to 278, Robust accuracy can be further enhanced
by setting 276, while standard accuracy might drop compared to the original. The results suggest
that ¢" = 277 is a solution that balances standard accuracy and robustness. Nevertheless, when
robustness is a major concern, ¢” = 27 is a better choice.

Intuitively, we expect that standard accuracy gradually decreases when the value of ¢” increases.
The phenomenon can be observed when ¢” is 276 or higher but two counterexamples are reported
in the ablation study when setting ¢ to 277 and 278. A possible explanation is that the optimizer
becomes stuck in a saddle area, as ReLU is non-differentiable at the zero point. This might cause the
gradient direction to become stuck in an oscillation when values are close to zero. By shifting those
values to zero, antagonistic effects among different feature maps, filters, or channels are accidentally
mitigated. However, further investigation and evidence are needed to support this conjecture.

We argue that any function that satisfies the conditions defined in (11) can shrink the largest eigen-
value. There might be another function that can perform better than the proposed one. Besides, the
hyper-parameter is determined by choosing the maximum value appearing in the dataset.

B FULL EXPERIMENTAL RESULTS OF GRADIENT MASKING VERIFICATION

Table [/al and [/b| present the robust accuracy against adversarial examples generated by the origi-
nal models on CIFAR10 and CIFAR100 datasets, respectively. As observed, none of the models
showed lower robust accuracy than the original model. It indicates that adversarial examples can be
efficiently crafted by utilizing the gradients from the victim models.

Table [§]and 0] presents the robust accuracy against FGSM and PGD attacks among different radii of
the e-ball on the CIFAR10 and CIFAR100 datasets, respectively. As observed, the robust accuracy

14
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Table 4: Ablation study of selecting optimal c¢" for CIFAR10 dataset.

RobustBench =28 cr =277 ¢ =26
ACChat  ACCAA | 8CChy  ACCAA | 8CCpat  ACCAA | @CChar  ACCAA
RST-AWP | 88.25 60.04 | 88.82 60.96 | 89.50 62.76 | 87.88 61.96
DefEAT 86.54 57.30 | 86.88 57.81 | 87.40 59.55 | 84.59 61.08
LTD 85.21 56.94 | 8528 57.28 | 8598 59.25 | 85.59 60.63
AWP 85.36 56.17 | 85.80 56.53 | 86.19 57.85 | 84.55 59.21
TRADES ‘ 85.34 52.86 ‘ 85.57 52.97 ‘ 85.78 53.80 ‘ 85.49 55.37

Table 5: Ablation study of selecting optimal ¢” for CIFAR100 dataset.

Method

RobustBench =28 =27 " =96
aCCpat  ACCAA | @CChat ACCAA | ACCpat  ACCAA | ACCpat  ACCAA

EffAug | 68.75 31.85 | 68.81 32.00 | 69.14 32.57 | 68.44 33.64
DKLD | 64.08 31.65 | 64.10 31.77 | 64.26 32.58 | 63.50 33.87
DefEAT | 65.89 30.57 | 66.12 31.11 | 66.42 32.46 | 65.06 34.07
LTD 64.07 30.59 | 6429 31.13 | 64.29 3195 | 64.18 34.04
AWP 60.38 28.86 | 60.18 29.10 | 60.63 29.72 | 60.71 30.82

Method

Table 6: The robust accuracy against CW attack on L, norm.

(a) CIFAR10 dataset (b) CIFAR100 dataset
Method ‘Origin 08 o7 g6 Method | Origin | , s o7 4
RST-AWP | 5898 | 61.84 6824 80.92 EffAug | 37.40 | 3770 3870 43.00
DefEAT | 5692 | 58.02 61.06 65.56 DKLD | 37.50 | 38.06 3938 44.20
LTD | 58.12 | 58.56 6050 64.86 DefEAT | 36.90 | 37.56 39.82 44.30
AWP | 56.84 | 57.34 6058 66.50 LTD | 36.66 | 37.32 3886 43.44
TRADES | 56.10 | 56.52 58.18 63.62 AWP | 34.56 | 3520 3594 4040

against FGSM, a one-step attack, is always higher than the robust accuracy against PGD, an iterative
attack. This implies that the gradient is reliable, allowing the PGD attack to adjust the gradient direc-
tion multiple times to find adversarial examples. Additionally, we observe that the robust accuracy
against PGD attacks for all models gradually decreases to zero as the radius of the e-ball increases.
This indicates that the quality of gradients is preserved, enabling PGD attacks to move the gradient
toward examples not in the observed distribution.

Figure [3| illustrates the certified robustness achieved by random smoothing for various models on
the CIFAR10 dataset, where Original refers to the certified robustness of the original model, while
Ours denotes the robustness of the model combined with the proposed method. As can be seen,
our method brings slight improvements in robustness, except for the AWP model. These results
demonstrate that our algorithm does not suffer from the gradient masking issue. However, the em-
pirical Lipschitz constant is derived from the observed data. As the input distribution drawn from
random smoothing and the observed data might have discrepancies, this could result in fluctuations
in robustness.

C QUANTITATIVE ANALYSIS OF EMPIRICAL LIPSCHITZ CONSTANT

As mentioned in Definition[I] the Lipschitz constant in this paper is estimated based on the observed
data. The sparsity of the forged vectors is a crucial factor influencing the magnitude of the Lipschitz
constant for the corresponding layers, although it is not the only factor. Figure [] illustrates the
average proportion of pruned activations, which varies depending on the location of each linear layer.
FC1 and FC2 refer to the first and second fully connected layers in the MLP blocks, respectively.
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Figure 3: Certified robustness that conducted by random smoothing.

Table 7: The robust accuracy against adversarial examples generated by the original models.

(a) CIFAR10 dataset (b) CIFAR100 dataset
Method ‘ Origin | , 5 o7 g6 Method | Origin | o, s o7,
RST-AWP | 60.04 | 62.10 65.10 70.53 EffAug | 31.85 | 32.87 35.08 40.04
DefEAT | 5730 | 58.37 6039 66.10 DKLD | 31.65 | 32.91 3504 40.58
LTD | 5694 | 5871 61.63 6647 DefEAT | 30.57 | 31.82 33.94 40.67
AWP | 56.17 | 5749 5974 65.58 LTD | 3059 |32.05 34.07 39.11
TRADES | 52.86 | 55.55 5509 58.68 AWP | 2886 | 29.88 32.18 36.67

As shown, the proportion of pruned activations is approximately 20% for the FC1 layers, except for
the last layer. This suggests that the forged function alone cannot significantly reduce the magnitude
of the Lipschitz constant.

On the other hand, the pruned rates for the FC2 layer range from 30% to 95%, depending on the
layer’s location. However, we emphasize that a higher pruning rate does not necessarily lead to a
substantial reduction in the empirical Lipschitz constant. This is because, although the Lipschitz
constant estimated from most of the data may decline, the empirical Lipschitz constant is based
on the worst-case scenario across the entire observed dataset. Experimental results show that, after
applying our method, the eigenvalue of the worst-case scenario is approximately 95% of the original

eigenvalue.
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Table 8: The robust accuracy against FGSM and PGD attacks among different radii of e-ball on
CIFARI1O0 dataset.

Method ¢ Attack | 5 4 s S 5 P
255 255 255 255 255 255 255 255

,-s FGSM | 8828 8694 8380 7512 57.23 3404 1880 19.03

PGD | 86.78 84.47 79.03 66.03 3402 201 00l 0.0

RSTAWP , ; FGSM | 89.46 8828 8564 7762 60.60 3591 19.39 20.68
PGD | 88.03 8588 80.89 6924 3827 3.08 0.1 0.0

,-s FGSM | 87.70 8663 8438 7791 6093 3348 1612 18381

PGD | 8638 84.69 81.19 73.72 5224 11.89 0.19 0.0

o5 FGSM | 8638 8540 81.98 7273 5328 3034 1813 19.65

PGD | 8452 8207 7651 6371 3387 176 00 00

DefEAT , ; FGSM |86.69 8570 83.05 7435 5636 3204 18.88 2140
PGD | 85.11 82.87 7800 6654 3870 3.12 00 00

o-6 FGSM | 8414 8357 81.03 7463 57.67 28.11 1317 1938

PGD | 8296 8135 7737 69.52 5070 10.05 02 0.0

,-s FGSM | 8494 8387 8115 7280 5545 3306 1844 1748

PGD | 83.13 80.68 7553 6352 3481 264 00 00

LTD o7 FGSM | 8548 8467 8224 7410 5741 3553 17.57 17.50
PGD | 83.88 81.88 77.00 6538 2857 395 00 00

o6 FGSM | 8506 8428 8221 7577 60.79 3439 14.34 1542

PGD | 8391 8200 7833 69.82 4995 11.63 021 0.0

,-s FGSM | 85.11 8390 80.68 7128 5378 3321 20.86 1961

PGD | 8334 8034 7508 6153 3050 189 003 00

AWP  , ; FGSM|8550 8468 8175 7356 57.19 3550 20.63 20.16
PGD | 83.94 81.62 7634 6557 3416 289 002 00

o6 FGSM | 8387 8319 81.08 7497 6149 3513 1612 18.69

PGD | 83.00 81.42 7813 71.50 5495 1478 041 0.0

,-s FGSM | 8474 8351 7058 7050 5423 3653 2397 2346

PGD | 82.62 79.72 72.81 5730 2421 121 001 0.0

TRADES , ; FGSM | 8500 8402 8057 7161 5594 2567 2231 2251
PGD | 8296 8031 7375 5891 2622 131 002 00

o6 FGSM | 8505 8419 8140 7507 60.24 3699 2181 2121

PGD | 8323 8133 7581 6456 3676 337 002 00
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Table 9: The robust accuracy against FGSM and PGD attacks among different radii of e-ball on
CIFAR100 dataset.

Method

CT‘

Attack

1
255

2
255

4
255

€
8
255

16
255

32
255

64
255

96
255

EffAug

FGSM
PGD

68.02
64.92

65.96
61.04

60.36
52.82

49.65
39.37

33.90
17.53

17.39
1.81

7.11
0.0

5.77
0.0

FGSM
PGD

68.41
65.66

66.56
62.02

61.84
54.58

51.83
41.55

36.59
19.70
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Figure 4: The average proportion of pruned activations depends on the location of each linear layer.
FC1 and FC2 refer to the first and second fully connected layers in MLP blocks, respectively.
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