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Abstract

Existing reasoning benchmarks for large language models (LLMs) frequently fail to
capture authentic creativity, often rewarding memorization of previously observed
patterns. We address this shortcoming with SUDOKU-BENCH, a curated benchmark
of challenging and unconventional Sudoku variants specifically selected to evaluate
creative, multi-step logical reasoning. Sudoku variants form an unusually effective
domain for reasoning research: each puzzle introduces unique or subtly interacting
constraints, making memorization infeasible and requiring solvers to identify
novel logical breakthroughs (“break-ins”). Despite their diversity, Sudoku variants
maintain a common and compact structure, enabling clear and consistent evaluation.
SUDOKU-BENCH includes a carefully chosen puzzle set, a standardized text-based
puzzle representation, and flexible tools compatible with thousands of publicly
available puzzles—making it easy to extend into a general research environment.
Baseline experiments show that state-of-the-art LLMs solve fewer than 15% of
puzzles unaided, highlighting significant opportunities to advance long-horizon,
strategic reasoning capabilities.

1 Introduction

Large-scale language models excel at short-form deduction [[12} [29], yet genuinely creative reasoning
remains elusive. Many standard benchmarks, where current models already rival or surpass human
performance [}, 22, 6], often reward the memorization of solution templates [2]]. Once these templates
are implicitly memorized, incremental accuracy gains offer limited insight into a model’s capacity
for novel reasoning. Benchmarks such as ARC [3] effectively resist memorization; however, their
solutions, while novel to models, remain straightforward for humans, insufficiently capturing the
depth of human creative reasoning.

We propose Sudoku variants (Fig. [T)) as a unique domain addressing this gap. A Sudoku variant
is a logical puzzle defined by a partially filled n x n grid, accompanied by visual constraints and
even a problem-specific set of rules that can only be described in natural language. Yet, each puzzle
still admits a unique solution—an n x n grid fulfilling its constraints. Puzzle creators introduce
original rules or combine common constraints in novel ways. Hundreds of user-submitted Sudoku
variants are published daily on platforms like Logic Masters Germany [[1]], deliberately designed to
require creative insights and subtle logical breakthroughs. Such puzzles precisely target the type of
novel, multi-step reasoning that memorization-focused and even popular reasoning benchmarks fail
to consistently measure [31]].
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RAT RUN 7: Multiple Choice

! @ by Marty Sears
| - | | Mods

{ by Marty Sears & ThePedallingPianist Normal sudoku rules apply.
N 1 sudoku rul v, Yellow AIM OF EXPERIMENT: Finkz the rat must reach the

I Tl ST L S ET A VA LD ETD cupcake by finding a path through the maze. The path
Same Difference’ lines. Each pair of must not visit any cell more than once, cross itself, or
adjacent digits on one of these lines has the E pass through any thick maze walls.
same difference. However, this 'difference
value' may be different for different lines. A As well as moving orthogonally, Finkz may move

diagonally if there's a 2x2 space in which to do so, but
may never pass diagonally through a round wall-spot on
the comer of a cell.

digit in a circle indicates exactly how many
circles contain that digit.

TELEPORTS: Entering a teleport will cause Finkz to be

instantly transported to the matching coloured teleport

From there she can continue her journey. Matching
Reticule teleports always have identical digits, but teleports that

by Skeptical Mario don't match always have different digits.

ONE-WAY DOORS: Finkz may only pass directly
Killer cages - Digits in a cage cannot repeat through a purple arrow if moving in the direction the
and sum to the clue in the upper left corner arrow is pointing. An arrow always points to the smaller
of the cage of the two values it sits between

. TEST CONSTRAINT: In this experiment, for any two
Thermometers - Digits along a gray adjacent digits along the correct path, one can be
thermometer line increase moving away from divided by the other to give an exact integer (ie; one is a
the bulb multiple of the other.)

I ‘ )
S 111 Parity Paradox 1
T

by Marty Sears Matty Didn't Call You Back Because He

Had The Wrogn Number
by Lake

Normal sudoku rules apply. Each line within
‘ ‘ a 3x3 box has the same total, which is
displayed in yellow in that box. (2-digit yellow
totals read from left to right.) The digit in the Qe 1) \' D
)

Normal sudoku rules apply.

Every clue in the puzzle is wrogn. A clue is

purple square indicates how many of the
0 wrogn if it is not completely correct.

[ yellow totals have the same parity 5 '
(oddr 1ess) as itself (ie the purple >
‘ ‘ square digit).

7 ‘47 - 8 4

Figure 1: Each Sudoku variant has a unique set of constraints explicitly described in the puzzle rules.
Puzzles may feature whimsical rules such as in Rat Run, or meta-level constraints, such as requiring
all standard Sudoku rules to be intentionally violated.

This paper’s contribution is twofold. First, we introduce open-source tools interfacing directly with
the popular puzzle application SudokuPad [17], facilitating both agentic tool-use interaction and
standardized textual puzzle representations. The agentic interaction provides an API to fetch images
of the current board state and access to all the annotation tools available in SudokuPad that human
solvers usually rely on. Our textual format isolates logical reasoning from visual processing, enabling
effective evaluation with current language models. Second, we present SUDOKU-BENCH, a carefully
curated benchmark of 100 Sudoku variants, selected in collaboration with hosts from the Cracking
the Cryptic YouTube channel. These puzzles span a wide range of difficulties and reasoning styles,
deliberately chosen to test model performance across diverse logical pathways and puzzle-specific
“break-ins.”

Our experiments showcase SUDOKU-BENCH poses a striking challenge for current state-of-the-art
models. Without tool assistance, even the strongest publicly available LLM evaluated solves fewer
than 15% of the benchmark. Notably, most of the successful completions come from the simplest
subset of 4 x 4 puzzles, with performance rapidly collapsing with larger and less conventional grids.
This is observed in both the one-shot configuration (prompt a model to solve a puzzle in one response)
and a multi-step configuration (multi-turn interaction between the model providing at least one digit
and the user providing the updated board state).

Beyond benchmarking, Sudoku variants offer a fertile laboratory for reasoning research. An extensive,
ever-growing supply of human-generated puzzles allows scalable difficulty progression, from simpler
4 x 4 puzzles suitable for small models to highly intricate 9 x 9 puzzles, the hardest of which can stump
all but the best expert human solvers. Rich auxiliary data, including detailed expert solution transcripts
and interaction traces, facilitate imitation learning. We include, as part of SUDOKU-BENCH thousands
of hours of reasoning transcripts and actions taken when solving from Cracking the Cryptic, a popular
YouTube channel dedicated to detailed demonstrations of solving Sudoku variants with over 250M
views. This data is entirely available for researchers who wish to explore supervised approaches to
learn and fine-tune models from human reasoning — qualitatively far beyond the depth and diversity
of synthetic reasoning datasets with current state-of-the-art language models [[11}|16]].

The remainder of this paper proceeds as follows: Section [2] surveys Sudoku variants and their
reasoning demands. Section@details the SUDOKU-BENCH dataset, text interface, and evaluation
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framework. Section [] presents baseline results and analyses of model failure modes. We review
related work in Section 5} and conclude with open research directions in Section [6]

2 Background: Sudoku Variants

Traditional Sudoku involves completing a 9 x 9 grid such that each digit from 1 to 9 appears exactly
once in every row, column, and 3 x 3 subgrid. This structure provides a foundation for numerous
variants that introduce additional constraints. For instance, Killer Sudoku combines elements of
Sudoku and Kakuro, requiring digits within outlined cages to sum to specified totals without repeats.
Thermometers are paths of adjacent cells where digits must increase monotonically. Digits along
arrows must sum to the digit in the circled cell at the base. Kropki dots between cells indicate specific
relationships, such as consecutive numbers or a 1:2 ratio.

The availability of web-based puzzle-making tools allowed puzzle authors to invent their own variants.
In early 2020, the puzzle-hosting site Logic Masters saw a surge in the number of puzzles posted. As
of May 2025, more than 27,000 user-submitted variants are published on the site [1]].

Puzzle creators frequently combine multiple constraints in unique ways. Often, these combined
constraints result in puzzles starting with minimal or no digits, necessitating extensive logical
reasoning to determine the initial placement, termed a “break-in.” Such puzzles require solvers to
meticulously explore the interaction of constraints, significantly diverging from the eager guessing
often observed in reasoning LLMs (Section ).

Beyond these standard constraint types, puzzle setters often employ meta-constraints, which involve
deducing puzzle-specific parameters (e.g., “digits in a cage sum to an unknown value to be determined
by solving,” or “the line must be identified as either a palindrome or a renban sequence”). These
meta-constraints add another layer of complexity and creative reasoning.

Puzzle authors are ultimately limited only by imagination, often developing whimsical and novel
rulesets (e.g., puzzles themed around rats in mazes (Fig. [I)). Crucially, all Sudoku variants maintain
a structured format: an n x n grid, natural-language puzzle rules, visual elements easily encoded
as text, and a single unique solution. This structured yet flexible framework makes Sudoku variants
exceptionally suitable for systematically investigating creative reasoning capabilities, meaning that
the puzzles are very diverse and challenging but grounded and easy to verify if correct.

Puzzle example: Ascension We illustrate some of these features with an example. Figure
highlights the novel interaction between a knight’s move restriction and arrow constraints.

To find the puzzle’s break-in, the solver must make three observations.

First, whatever the digit highlighted in green (r4c6, box 5), it must occur somewhere in box 2, but
not in column 6 (by standard Sudoku rules), or along its arrow tip, or a knight’s move away, thus
can only occur in one of the two half-shaded cells ric4 or r1c5. This same pattern applies to the
other cell groups highlighted by the other colors shown in the middle panel. The second observation
is that since digits on the arrow must be smaller than the corresponding circled base, this creates a
long-range chain dependency across the highlighted cells, namely, the circled cells shaded yellow,
purple, green, blue, then red, must be monotonically increasing. This is a key insight but not enough
to determine an exact digit yet.

The third observation is that the purple cell must be the sum of three Sudoku digits, the two in its
arrow tip r4cl and r4c2, but one of which is equal to the yellow cell of r7c3, which itself is the
sum of two Sudoku digits by arrow rules. The only digit that can be the sum of three Sudoku digits
and leave enough room for the monotonic chain along green, blue and red, is six. Therefore r4c6
must be six and the subsequent digits in the monotonic chain are forced (right panel).

In a video demonstrating this puzzle solve, an expert solver discovered this break-in in about 4.5
minutes, and a full puzzle solve taking about 35 minutesp_-] In all LLMs we tested, no model was able
to make progress. For example, we show the reasoning summary of Gemini 2.5 Pro Preview
(Fig.[2b)), which was able to successfully parse and identify the puzzle constraints, but quickly resorts
to guesswork and search. This highlights that there is still a gap between how LLMs reason and
how humans prefer to reason; LLMs can rely on brute-force but humans will prefer to save time

"https://www.youtube.com/watch?v=-70R_IK4Th8
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Ascension
by Florian Wortmann

Normal sudoku rules apply. Identical digits cannot be a knight's move apart. Digits
along an arrow sum to the digit in the corresponding circle.

(a) Example of a logical break-in from the puzzle Ascension. Despite the initial grid being empty, the puzzle
constraints collectively enforce a strict sequence of increasing digits from the lower left to the upper right shaded
circles. Identifying and leveraging this subtle interplay forms the puzzle’s essential insight. Though rated at an
easy difficulty (2-star), current LLMs consistently fail to identify this logical entry point.

reasoning trace by gemini-2.5-pro-preview-03-25

1. Identify Constraints: Standard Sudoku, Anti-Knight, Arrows (sum along arrow equals circle
value).
2. Arrow Analysis: All circles must be >= 3 (sum of two distinct digits >= 1+2=3). Arrow digits are
distinct from circle digit. Digits on an arrow are distinct R
3. Shared Circle Analysis: Analysis
* C(4,3) = C(4,1)+C(4,2) = C(5,4)+C(6,5). C(4,3) ! C(4,3) 1= C(5,4), C(6.,5). Confirmation of the puzzle rule of arrow and circle
*C(4,6) = C(5,6)+C(6,6) = C(3,5)+C(2,4). C(4,6) C(4,6) 1= C(3,5), C(2,4).
*C(1,6) = C(1,5)+C(1,4) = C(2,7)+C(3,8). C(1,6) ! C(1,6) I= C(2,7), C(3,8).
4. Anti-Knight + Arrow Interactions:
* C(4,3) is knight move from C(2,4) & C(3,5). Since C(4,6) = C(2,4)+C(3,5), C(4,6) > C(2,4) and Analysis
C(w4‘6) > C(3,5). This means C(4,3) cannot be C(2,4) or C(3,5). Thus, C(4,3) != C(4,6). Confirmation of the puzzle rule of knight's move

5. Digit 9 Analysis:
* Digits on arrows cannot be 9.

* C(1,9) cannot be 9 If C(1,9)=9, then C(2,7)!=9, C(3,8)!=9 (knight moves) (Strange) Analysis
C(1,6)=C(2,7)+C(3,8). C(1,6)!=9 (same box). C(2,9)+C(3,9)=9. This doesn't lead to the previous The model tries to exclude the possibility of some
contradiction. Let's re-evaluate. C(1,9)=9 -> C(2,7)!=9, C(3,8)!=9. C(1,6) = C(2,7)+C(3,8). C(1,6) cells being 9, but the intuition is unclear, and this
1= C(1,9)=9 because they are in the same box. This means C(2,7)+C(3,8) |= 9. This is possible. step of analysis does not effectively narrow the
Where did the earlier contradiction come from? Ah, | misinterpreted C(1,6)!=9. candidate space.

* C(4,3) cannot be 9: If C(4,3)=9, [...]
© [l

6. Digit 1 Analysis (Attempt C(4,3)=3): Led to C(4,1)=1, C(4,2)=2, C(5,4)=1, C(6.5)=2. Then
C(4,6)=5, C(3,5)=4, C(2,4)=1. Check anti-knight 1: C(4,1)=1, C(5,4)=1, C(2,4)=1. These are

allowed. This led to {C(5,6), C(6,6)}={1,4} or {2,3}. {1,4} fails (row 5 conflict: C(5,4)=1, C(5,6)=1). Search
{2,3} means C(5,6)=2, C(6,6)=3 or C(5,6)=3, C(6,6)=2. Subcase C(5,6)=2, C(6,6)=3. Grid: With the temporary information of “circles>=3", the
C(4,1)=1, C(4,2)=2, C(4,3)=3, C(5,4)=1, C(6,5)=2. C(2,4)=1, C(3,5)=4. C(4,6)=5. C(5,6)=2, model starts “quessing” until contradiction.

C(6,6)=3. Column 4 has C(2,4)=1 and C(5,4)=1. Impossible. So C(4,3)=3 is impossible.

Firstly it tries circle cell r4c3=3, r4c6=5, which

7. Digit 1 Analysis (Attempt C(4,3)=4): Led to C(4,1)=1, C(4,2)=3, C(5,4)=1, C(6,5)=3. Then

C(4,6)=5, C(3,5)=2, C(2,4)=3. Then {C(5,6), C(6,6)}={1,4} or {2,3}. {1,4} means C(5,6)=1, finally Iea_ds to a contradiction. While the s.earch
C(6,6)=4. Fails (row 5 conflict: C(5,4)=1, C(5,6)=1). {2,3} requires C(5,6)=3, C(6,6)=2 (C(5,6)=2 strategy is brutal, the model also makes mistakes
impossible by AK C(3,5)=2, C(6,6)=2 impossible by AK C(3,5)=2). Grid: C(4,1)=1, C(4,2)=3, of missing potential placements (e.g. when r4c3=3,
C(4,3)=4, C(5,4)=1, C(6,5)=3. C(2,4)=3, C(3,5)=2. C(4,6)=5. C(5,6)=3, C(6,6)=2. Check AK 3: it can also have rdc1=2, r4c2=1).

C(4,2)=3, C(6,5)=3, C(2,4)=3, C(5,6)=3. C(4,2) vs C(2,4): OK. C(4.2) vs C(5.6): OK. C(6,5) vs
C(2,4): OK. C(6,5) vs C(5,6): OK. C(2,4) vs C(5,6): OK. Looks OK. Let's write partial grid: Then it tries circle cell rdc3=4, r4c6=5, etc. This
o 3. . search attempt finally leads to a contradiction

2 o again.

134 .5
1.3

s o o= - 32 5 o oo

Row 6 has C(6,5)=3, C(5,6)=3. Impossible. So C(4,3)=4 is impossible.

More Search

8. Conclusion so far: C(4,3) >= 5. C(1,9)!=9. C(4,6)!=9. The above attempts of search provide a bit more
information but the model continues to rely on

9. Consider C(7,3)=8.[...] search to solve the puzzle and reached a wrong

solution.

(b) Gemini 2.5 Pro Preview’s attempt to solve the puzzle Ascension. In contrast to the break-in by a human
solver, the model failed to effectively narrow its search space and had to rely on a more brute-force search
strategy, which did not lead to the correct solution.

Figure 2: Ascension example.

and energy by using precise logic to find shortcuts to correct digits. We hope to see this benchmark
encouraging work on creating LLLMs that reason in a more ‘human-like’ manner.

The Ascension example highlights two facets of Sudoku variants. First, although both knight-move
and arrow constraints are commonplace, this specific interaction is unique to this particular puzzle.
Therefore, the memorization-resistance of Sudoku variants is not exclusively due to the inclusion of
novel rulesets; familiar constraints can induce a solving tactic never seen before. Indeed, some of the
most difficult puzzles adopt deceptively simple rulesets. The second point is that for puzzles with few
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or no given digits (as is common in variants), the search space is too large for initial guesswork to be
effective. This also often necessitates a kind of meta-reasoning where one must decide at the outset
what reasoning techniques should be applied, e.g. the use of coloring, set theory or looking at digit
parity.

This pattern of needing to spend time at the beginning to understand how the constraints interact in a
new manner is normal when humans tackle these puzzles. This also means that some of these initial
deductions remain pertinent throughout the solve, meaning that in order to robustly solve some of
these puzzles over 100s of steps will either require a form of memory, like a scratchpad, or a very
long context window.

3 SUDOKU-BENCH: Dataset and Benchmark Design

We sought to select 100 puzzles that are representative of the breadth of Sudoku variants. To establish
a graded evaluation curve, we selected 15 4 x 4 puzzles, 15 6 x 6 puzzles, and 70 9 x 9 puzzles. The
15 4 x 4 puzzles are included, in part, to measure progress in even modestly sized language models.
Fifty of the 9 x 9 puzzles were curated by the hosts of Cracking the Cryptic exclusively for this
benchmark. The selected puzzles evenly span difficulty ratings from novice-friendly “1-star” puzzles
to expert-level “5-star” challenges that may require hours of careful analysis before any digits can be
confidently placed. Twenty of the puzzles are difficult vanilla Sudokus, which were supplied by the
puzzle company Nikoli, which popularized Sudoku in the 1980s. We aimed to create a smooth ramp
in complexity such that an initial attempt at tackling the benchmark can yield some early success, but
fully solving it will be vary challenging, and we hope that this benchmark will resist being solved for
a significant time span.

Text descriptions Each puzzle is given a pure text representation. For instance, Fig 3| shows a
simple 4 x 4 puzzle whose line paths are represented as a sequence of rxcy (row x column y)
coordinates, and the location of the dot is described as the two cells it lies between. The rules, visual
elements, grid size, and initial board state (if any digits are given) are sufficient to unambiguously
specify the puzzle and converted into a prompt.

While some of the most recent reasoning models have shifted toward multimodal inputs, we found that
most, including OpenAI’s 03 model, struggle in converting 9 x 9 puzzles into accurate coordinates.
Puzzle benchmarks such as Enigma [27]] and VGRP [23]] emphasize the visual aspect of puzzles and
require multimodal models. Given that current frontier models still struggle in exact specification of
the visual elements of Sudoku puzzles, we opted to specify all elements precisely in text to isolate the
creative reasoning process itself from visual understanding.

Each puzzle’s text representation has been precomputed for puzzles on SUDOKU-BENCH. We provide
the code for extracting text descriptions from a puzzle specified in SudokuPad, allowing researchers
to utilize this harness in other puzzles.

Note that many of the puzzles would benefit from visual reasoning, some even potentially requiring
it, since many of the break-ins are geometric and use symmetry, or have some rules that reference
the shapes in the puzzle. Some puzzles can be very visually dense (See Bottom-Right in Fig
and current vision model we tested are not powerful enough to extract all the features, like the
small numbers. We suspect that solving this benchmark using vision would represent a significant
improvement over current multimodal LLMs.

3.1 Expert reasoning traces

A core question is whether advancing reasoning capabilities in LLMs can benefit from adopting
more “human-like” thinking. In reinforcement learning models, pretraining on human supervision is
common, while other work has shown that RL from scratch yields better performance in contained
environments [25,9,114,[18]]. Vanilla Sudoku is an interesting domain in that the strategies that humans
use differ so significantly from search-based solvers [21], and this effect is especially pronounced in
Sudoku variants.

The YouTube channel Cracking the Cryptic offers a particularly unique opportunity to explore the
benefits of imitation learning. The channel contains over 3,000 published videos demonstrating the
solving process of Sudoku variants. Notably, the hosts must verbally describe their thinking process,
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Differences Count - part 1
by Sujoyku and Marty Sears

Initial grid:

?

Visual elements:

- line, color: pale green, coords: rlcl r2c2 r4c3

- line, color: plum, coords: r2c2 r2c3 r3c4 ré4c4

- circle, color: black, location: between r4cl1 and r4c2

Rules:

Normal 4x4 sudoku rules apply.

Digits separated by a black dot are in a 1:2 ratio.

The difference between two adjacent digits on a coloured
line indicates exactly how many pairs of adjacent digits
along that line have that exact difference.

Figure 3: A text representation of a puzzle. The rules, initial grid, and a text description of visual
elements are sufficient to unambiguously specify the puzzle.

explaining to the viewer each logical deduction. A typical puzzle takes the hosts around 60 minutes
to solve, while some of the more difficult puzzles featured on the channel are over 3 hours in length.
We developed a dataset consisting of the audio transcripts of each solve, together with a sequence of
SudokuPad actions extracted from the video. The actions were extracted using a machine learning
model trained on ground truth actions simulated on SudokuPad and then applied to video frames.
This dataset is hosted on HuggingFac under an MIT license in agreement with the hosts of the
channel.

3.2 Dataset format

The SUDOKU-BENCH puzzle dataseﬂ contains three subsets, challenge_100, nikoli_100, and
ctc. The challenge_100 is described above and represents the core benchmark. Additional
puzzle data include nikoli_100, a collection of hand-made vanilla Sudokus supplied by Nikoli for
this benchmark (20 of which are featured in challenge_100). The nikoli_100 are designed to
highlight creative or human-like reasoning in their solution paths, and may be applicable to many of
the research approaches that use vanilla Sudoku as a testbed (Section[3)). The ctc includes 2,565
Sudoku variants that have been solved on Cracking the Cryptic. Due to the breadth and variety of
Sudoku variants, the text representation of each puzzle in ctc has not undergone manual checking,
and an unambiguous representation of the board would require a screenshot in some cases.

3.3 SudokuPad environment

We also provide tools for interacting with SudokuPad in an agentic environment. SudokuPad enables
common note-taking strategies used by human solvers, including color-coding cells (as in Fig. [2Za)
or providing candidate digits or pencil marks to cells. Our simple harness allows models to directly
interface with the application to make use of these tools. Using SudokuPad in-the-loop may fit well
with related benchmarks that evaluate reasoning models (including vision language models) in simple
game environments [19] 23]]. Our evaluation in this paper (Sectiond) uses text interaction (relying
only on SudokuPad for the initial puzzle data extraction). We make all of these SudokuPad tools
available for researchers on our repository https://github.com/SakanaAI/Sudoku-Bench|

3.4 Evaluation Framework

Multi-step and single-shot We evaluate models in both multi-round and single-shot configurations.
In a multi-round setup, we prompt the model to analyze the board and give at least one valid digit

*huggingface.co/datasets/SakanaAI/Sudoku-CTC-Reasoning
*huggingface.co/datasets/SakanaAI/Sudoku-Bench
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placement per response. We clarify that this is a committed digit(s) that cannot be undone (in the
model’s reasoning trace, any amount of internal backtracking is possible in order to deduce the digit).
Once the digit is placed, the user displays the updated board state. We continue until the puzzle is
solved or the LLM misplaces any digit. In the multi-round setting, we track both the solve rate and
correct digit placements per puzzle. To keep the context window manageable, we keep the most
recent 5 responses from the LLM in context, while always keeping the first user message with the
puzzle specification and instructions. We report the averages as average solve rate and average
correct digits. In our evaluation, we run a single evaluation per model and per puzzle, so the average
is across the 100 puzzles in the set.

In the single-shot configuration, we prompt the model to provide a solution in a single response. A
single-shot configuration is appropriate for evaluating models with sufficiently large context, or for a
more straightforward evaluation of the smaller 4 x 4 puzzles. In the single-shot setting, we report
only the average solve rate.

4 Baseline Performance and Analysis

We evaluated the current generation of state-of-the-art large language models on SUDOKU-BENCH,
revealing substantial difficulty posed by these Sudoku variants. Table [T| summarizes model perfor-
mance across puzzle sizes and interaction modes on benchmark. Even leading models such as 03
mini high and Gemini 2.5 pro preview demonstrated solve rates below 15% for the complete
set. Notably, performance varied significantly by puzzle size: models generally solved smaller 4 x 4
puzzles at rates between 40% to 73%, but performance sharply declined for 6 x 6 grids and dropped
nearly to zero on 9 x 9 puzzles, underscoring the rapid escalation in complexity.

Comparing single-shot to multi-step evaluation modes, allowing iterative feedback slightly improved
outcomes for smaller puzzles but did not meaningfully impact results for larger puzzles. The minimal
difference between modes suggests that the fundamental difficulty for these models lies not merely in
incremental reasoning but in effectively identifying initial logical breakthroughs.

Multi-step correct placements  Multi-step solve rate (%) Single-shot solve rate (%)

Model

4x4  6x6 9Ix9 All 4x4  6x6 9Ix9 All 4x4 6%x6 9x9 Al
O3 Mini High 9.7 0.7 - - 60.0 0.0 - - 733 6.7 29 14.0
Gemini 2.5 Pro 11.6 0.6 1.8 3.1 733 0.0 00 11.0 60.0 133 0.0 110
Qwen 3.235B A22B 6.5 1.1 0.7 1.7 40.0 0.0 0.0 6.0 533 0.0 0.0 8.0
Qwen 3.30B A3B 1.3 0.0 0.3 04 6.7 0.0 0.0 1.0 467 0.0 0.0 7.0
DeepSeek R1 9.5 0.8 1.1 23 60.0 0.0 0.0 9.0 40.0 0.0 0.0 6.0
Grok 3 Mini 8.5 0.7 0.9 2.0 533 0.0 0.0 8.0 40.0 0.0 0.0 6.0
Qwen QwQ 32B 5.0 0.7 0.6 1.3 26.7 0.0 0.0 4.0 400 0.0 0.0 6.0
Qwen 3 32B 43 0.5 0.5 1.0 26.7 0.0 0.0 4.0 400 0.0 0.0 6.0
Claude 3.7 Sonnet (Thinking) 8.1 1.1 - - 40.0 0.0 - - 333 0.0 0.0 5.0
GPT 4.1 2.3 0.2 0.3 0.6 13.3 0.0 0.0 20 133 0.0 0.0 2.0
Gemini 2.0 Flash 0.5 0.1 0.2 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Gemma 3 27B IT 0.1 0.1 0.5 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Llama 4 Maverick 0.2 0.5 0.4 04 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Table 1: Sudoku-Bench leaderboard. Performance comparison of various LLMs on Sudoku-Bench.
Percentage of puzzles completely solved for each evaluation mode (multi-step vs. single-shot),
stratified by grid size. The right-most All columns aggregate across grid sizes (15 puzzles for 4 x4
and 6x6, 70 for 9x9). In the multi-step setting, a model is prompted to provide any number of digits
in its response, with the user providing an updated board state at each turn. Interaction is terminated
if the model makes an incorrect placement. The average number of correct placements are presented
in the first column set. In the single-shot setting the model is prompted to solve the entire puzzle in a
single response. “—" indicates that fewer than the required number of responses were available due to
cost limitations, so an aggregate could not be computed.
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Figure 4: Response categorization for the single-shot setting.

Categorizing model failures Analyzing model failures indicated several recurring patterns which
we categorize in Fig.[d} The most common failure mode was presenting with confidence an Incorrect
Solution. Other failure modes included Surrender (model explicitly gives up), Missing Information
(model incorrectly claims puzzle information or given constraints are incomplete), and Claimed
Contradiction (model mistakenly identifies contradictions in the puzzle rules). Of note is Missing
Information. Since variants are not as densely represented in the training set of foundation models
compared to vanilla Sudoku, it appears the new rules and variants throw them off, most notably due to
the fact that variants typically have fewer starting digits (often none) compared to the minimum of 17
in a vanilla 9 x 9 Sudoku. In addition, a part of model responses contain No Reasoning Trace so we
cannot make a fine-grained categorization of its error type, otherwise we use Claude-3.5-Haiku to
classify a wrong solution response into one of the other four error types.

5 Related Work

SUDOKU-BENCH complements existing benchmarks designed to evaluate advanced reasoning in
artificial intelligence, with a particular focus on Sudoku variants as a structured domain for assessing
creative and logical deduction.

Benchmarks targeting creative deductive insight Benchmarks such as the Abstraction and Rea-
soning Corpus (ARC; [3) present diverse tasks to test reasoning and generalization beyond pattern
memorization. SUDOKU-BENCH similarly introduces novel constraints for each puzzle, resisting
memorization through a continuous influx of unique puzzles. Unlike ARC, which emphasizes
tasks simple for humans but challenging for Al, Sudoku variants span a broader difficulty spectrum,
including puzzles challenging even for expert human solvers. Nonetheless, Sudoku puzzles offer rec-
ognizable logical breakthroughs readily appreciated by human novices, making SUDOKU-BENCH a
valuable resource for precise evaluation of creative reasoning.

Puzzle-centric reasoning datasets Several benchmarks focus on puzzle-solving for evaluating
reasoning skills [5]]. For instance, PUZZLES [4] compiles canonical logic puzzles; Tyagi et al. [26]]
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systematically analyze grid puzzle-solving by LLMs; and ENIGMAEVAL [27]] evaluates a large suite
of problems from puzzle competitions. Recent additions include VGRP-BENCH [23]] for visual-
grid reasoning, LOGICGAME [7] for rule-based reasoning, and PUZZLEPLEX [13]] for evaluating
conversational agents’ reasoning. BALROG [19]] evaluates LLM and VLM reasoning in complex
game environments and could be extended using tools from SUDOKU-BENCHto include SudokuPad
as an environment.

Sudoku as a reasoning testbed The standard Sudoku puzzle has been extensively utilized in
machine learning research. Models include Recurrent Relational Networks [20] employing message-
passing, differentiable SATNet consistency layers [28]], masked-denoising and diffusion methods
[LO, 30], and Kuramoto-inspired oscillator dynamics [[15]. Further, large language models have
achieved human-level accuracy through structured prompting and reasoning decomposition [12].
[24] showed a high solve rate on vanilla Sudokus by training on a sequence of steps from a solver.
SUDOKU-BENCH extends this research tradition by incorporating diverse and novel puzzle constraints,
enabling evaluations that specifically target multi-step, strategic, and creative reasoning.

6 Discussion

The role of tool use Evaluating model reasoning can be distinguished by whether external tools,
such as constraint solvers or code execution environments, are available. Without tool use, the evalua-
tion specifically assesses the model’s intrinsic reasoning capabilities, including logical deduction,
maintaining global consistency, and internally generating creative insights, akin to solving puzzles by
hand. This approach emphasizes pure cognitive reasoning skills and has been the primary evaluation
mode presented in our baselines (Section ).

Conversely, allowing tool use tests the model’s ability to translate a given puzzle into a formal
representation suitable for external solvers, effectively interact with these tools, and interpret solver
results correctly. Standard Sudoku puzzles become straightforward when a solver is employed.
Variants that only employ standard constraints such as arrows, cages, etc, are also easily solved
by code execution. A third category of puzzles require natural language understanding and are
not straightforward to interpret as a constraint satisfaction problem. This third category is itself a
meaningful test for reasoning models with tool-use enabled. However, our current intention is to
assess the reasoning required to find a puzzle’s “break-in,” and many puzzles such as Ascension
from Fig. [2a] are easily solved by tool-use, but the solution path would be substantially different than
that intended by the puzzle setter. Therefore we selected the 100 puzzles of SUDOKU-BENCH for
evaluating models without tool-use. Future work could consider a separate tool-use track, potentially
with a different collection of puzzles.

Limitations The current evaluation results are limited to text interfaced models. We would like to
incorporate evaluation of VLMs in the future when they are capable of reading puzzles.

Societal impact The release of SUDOKU-BENCH provides a platform for assessing large language
models on difficult Sudoku variant puzzles that challenge even experienced human solvers. Our
evaluation results, consistent with findings from previous research, demonstrate that LLMs employ
fundamentally different solving strategies compared to human approaches. As LLMs continue
to advance in capability, we anticipate a future where human puzzle creators can learn from and
incorporate Al-discovered strategies to develop even more intriguing and sophisticated variants,
creating a synergy between human and artificial intelligence.

Conclusion We introduced SUDOKU-BENCH, a unified benchmark built around modern Sudoku
variants that systematically stress long-horizon deduction, rule-interpretation, and strategic planning.
In addition, the benchmark is uniquely suited for evaluating creative reasoning via the rich and varied
collection of break-ins featured in most puzzles. The benchmark includes a curated puzzle corpora
with textual representations, providing a controlled substrate for measuring how well language
models cope with novel, tightly coupled constraints. Baseline experiments show that frontier LLMs
solve fewer than 15% of instances without external tools, and performance falls sharply on 9 x 9
variants—evidence that substantial headroom remains for improvements.
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A Appendix

We show a 6 x 6 puzzle (Sumthings) sovled by Gemini 2.5 Pro Preview in Fig[5] The model
adopted a similar strategy as in the Ascension puzzle. In this puzzle, the model successfully reduces
the search space to a reasonably small size and uses search to find the correct solution. However, as
demonstrated by the previous example of Ascension, such strategy becomes ineffective when the
puzzle complexity increases and one has to rely on “break-in” techniques to effectively reduce the
search space.

Sumthings
by Kennet's Dad

Place the digits 1-6, once each, in every row, column,
and region. Region borders divide the blue line into
segments with the same sum.

(a) Description of the puzzle Sumthings.

reasoning trace by gemini-2.5-pro-preview-03-25

1. Understand the Rules and Setup Analysis

2. A”r.|alyze the Blue Lines and Segments Understanding the rules.

: Lme 2: r3c4, r2c4, r3c3, rdc3, r3c2, rdc2, r3ct, r2ct
* Segments: {r3c4, r2c4} (R4), {r3c3, r4c3} (R2), {r3c2, r4c2, r3c1, r2c1} (R1).
* Constraint: Sums are equal. Let this sum be S2
* °S2=r3c4 +r2c4 Analysis
SR 76 The model effectively reduces the possible cases of

* S2=r3c2 +rdc2 +r3c1 +r2c1’ b bl i A t 2 and S3) to &
* The minimum sum for 4 distinct digits is 1+2+3+4=10. The maximum sum for 2 distinct digits WO Dlue fines segment sum (S2an ) to two
candidates (10 or 11).

is 5+6=11. Therefore, $2 must be 10 or 11
|
* The minimum sum for 4 distinct digits is 10. The maximum sum for 2 distinct digits is 11
Therefore, 83 must be 10 or 11.

3. Determine the Line Sums (S2 and S3)

* Let A= digits in {r2c4, r3c4}. Let B = digits in {r4c4, r5c4, réc4, r6c5}. A and B are disjoint sets

of digits Analysis
* 1 $2=10, A={4, 6}. If S2=11, A=(5, 6}. From the 2 x 2 = 4 combinations of S2 and S3, it
+ Test comy . "_f S, =, 2, 8 4 TS, B, 2,9, 53 further reduces it to 2 possible cases, which forms
‘est combinations: i
* 82=10, S3=10: A={4,6}, B={1,2,3,4}. Union = {1,2,3,4,6}. Missing 5. Impossible. a small constrained space for latter search.
* 82=10, S3=11: A={4,6}, B={1,2,3,5}. Union = {1,2,3,4,5,6}. Possible.
* 82=11, $3=10: A={5,6}, B={1,2,3,4}. Union = {1,2,3,4,5,6}. Possible.
* S2=11, 83=11: A={5,6}, B={1,2,3,5}. Union = {1,2,3,5,6}. Missing 4. Impossible.
* 8o, either (52=10, $3=11) or (S2=11, S3=10).
Search
4. Use the ricd = réc5 Relationship The model starts to search by starting from (S2=10,
[] $§3=11) or (S2=11, $3=10) and guessing other
5. Test the Two Possible Scenarios for S2 and S3 numbers on the lines until a contradiction.

* Scenario 1: $2=10, S3=11
Due to the small search space, the model can find
the only correct placements of the lines and reach a

[.]
* Scenario 2: $2=11, $3=10
] correct global solution in the end.

[

(b) Gemini 2.5 Pro’s solution to the puzzle Sumthings.

Figure 5: Sumthings example.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction state exactly what we contribute (benchmark,
dataset, tools, baselines) and do not extend claims beyond those results (Secs.m @

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss the limitations of the work in Section[6l

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides open access to the benchmark dataset on HuggingFace
and the code for evaluation on GitHub, as detailed in Sec.[3} The README files in these
repositories contain instructions to reproduce the baseline experimental results presented in
Sec.d

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification:  All code can be accessed at https://github.com/SakanaAl/
Sudoku-Bench. The dataset can be accessed at https://huggingface.co/datasets/
SakanaAI/Sudoku-Bench. Both URLs contain sufficient information in the READMEs.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper does not involve any training experiments. Details of test ex-
periments are provided in the open-source code at https://github.com/SakanaAIl/
Sudoku-Bench|

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Due to the cost of LLM APIs, we report the evaluation results of a single run
for each model.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:
Justification: Experiments in the paper are conducted using LLM APIs.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conforms to the NeurIPS Code of Ethics. The work focuses on
creating a benchmark for evaluating Al reasoning using Sudoku puzzles, promotes open
science through publicly available datasets and tools, and does not involve human subjects
in a way that would raise ethical concerns beyond those addressed by data/asset licensing.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the societal impact of the work in Section [6}

Guidelines:
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11.

12.

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The released assets are Sudoku puzzles, textual descriptions, expert reasoning
traces, and tools to interact with them. These are not considered to have a high risk for
misuse in the way pretrained language models or image generators might. The data is
intended for research purposes to advance Al reasoning capabilities.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: For this project we formed a legal partnership with the hosts of Cracking
the Cryptic to provide content from the channel freely available for research use under an
MIT license, with the intent of supporting open source science and foster collaboration
with the research community. The majority of the puzzles we include in our benchmarks
are featured on the channel. Additionally, many Sudoku variant puzzles are posted to the
Cracking the Cryptic discord server which states that the assets are fair use. We additionally
met with the creator of the SudokuPad app for permission to provide tooling for the app
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13.

14.

15.

and provide our interfacing tools to both the research and puzzle communities. We provide
acknowledgments to puzzle creators featured in our repository, https://github.com/
SakanaAI/Sudoku-Bench, We were unable to reach out to each individual puzzle setter
given the large number of setters for this domain. The dedicated vanilla Sudoku dataset,
from Nikoli, is discussed in Section 3]

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not include any puzzles that are not already publicly available.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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