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Abstract

Current Vision-Language Models (VLMs) often lack suffi-
cient understanding and representation of cultural diversity
in globalized scenarios. To bridge this gap, we propose
a novel approach, named Semantic Expansion and Diver-
sity Optimization (SEDO), an innovative method that lever-
ages external knowledge bases for semantic enrichment,
employs diversity-aware reranking, and uses Segment Any-
thing Model (SAM) for precise localization refinement. Us-
ing the GlobalRG benchmark, SEDO significantly improves
retrieval relevance (88%) and cultural diversity (79.75%),
achieving an Intersection over Union (IoU) of 0.7012 in vi-
sual cultural grounding tasks. Comprehensive experiments
confirm the effectiveness of each proposed component, un-
derscoring robust performance and generalization across
diverse cultural contexts. Our work provides valuable guid-
ance toward more inclusive and culturally aware vision-
language models.

1. Introduction

Recently, Multimodal Visual Language models (VLMs)
have shown great potential in tasks such as image retrieval,
generation, and captioning. However, their understanding
of cultural diversity is still insufficient in the context of
globalization. To this end, the GlobalRG Challenge [2]
launched by the VLMs-4-All Workshop aims to compre-
hensively examine the performance of VLMs in terms of
cultural inclusion and diversity. The GlobalRG benchmark
introduces two tasks: (i) Retrieval Across Universals and
(ii) Cultural Visual Grounding. The Retrieval task not only
focuses on the model’s understanding of universal concepts
but also examines its ability to retrieve diverse images in
a cross-cultural context. While in the Grounding task, the
evaluation focuses on the model’s ability to incorporate cul-
turally specific objects and concepts into parsed images.
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Figure 1. GlobalRG tasks overview: (i) Retrieval Across Univer-
sals tests a VLM’s ability to retrieve culturally diverse images; (ii)
Cultural Visual Grounding evaluates its ability to recognize and
ground culturally specific concepts.

Current multimodal models have achieved substantial
progress, notably through frameworks such as CLIP [22],
which excels in cross-modal image-text alignment and re-
trieval. In visual grounding tasks, models like Grounding
DINO [17] effectively localize textual descriptions within
images. Additionally, generalist multimodal models such
as Qwen-VL [1] and MiniGPT [5] have shown strong ver-
satility, including the ability to predict bounding box coor-
dinates. However, these models still encounter difficulties
in recognizing culturally-specific objects and customs, of-
ten misinterpreting their significance or failing to prioritize
culturally relevant retrieval results.

Inspired by human cognitive processes in learning and
comprehending unfamiliar concepts, we propose an ap-
proach named Semantic Expansion and Diversity Optimiza-
tion (SEDO). SEDO integrates external knowledge bases to
enhance semantic understanding through prior knowledge
embedding and semantic expansion. Additionally, for the
retrieval task, we introduce a diversity-aware reranking al-
gorithm to improve the cultural diversity of retrieved im-
ages. For the grounding task, we employ a secondary refine-
ment step that uses the Segment Anything Model (SAM)
to improve the localization precision. Experimental results
validate the effectiveness of SEDO, achieving a retrieval rel-
evance of 88%, a regional diversity of 79.75%, and an IoU



of 0.7012 in the grounding task, significantly outperforming
the baseline and securing the second ranking in the chal-
lenge. Through this work, our objective is to establish ro-
bust methods for VLMs to better understand and represent
cultural nuances, ultimately contributing to the global ap-
plicability and inclusiveness of multimodal technologies.

2. Related work

2.1. Text-to-image retrieval
Text-to-image retrieval is to retrieve semantically relevant
images from a database given a text query. Early meth-
ods primarily relied on two-stream architectures [8, 12],
which learned separate representations for text and images
and mapped them into a shared semantic space for simi-
larity matching. Recently, the introduction of Transformer-
based architectures [6, 18] has significantly advanced this
task. Notably, CLIP [21] established a new paradigm for
cross-modal representation learning by leveraging large-
scale contrastive training on image-text pairs. This ap-
proach aligns visual and textual representations within a
unified embedding space, achieving strong zero-shot per-
formance on image-text retrieval. Building on CLIP, subse-
quent methods have further improved cross-modal retrieval
by scaling up training datasets or refining model architec-
tures [11, 13, 28]. These CLIP-style models now represent
the mainstream in vision-language retrieval, characterized
by large-scale pretraining, contrastive learning, and strong
generalization capabilities across diverse tasks.

2.2. Visual Grounding
Visual grounding [19, 20] seeks to align natural language
descriptions with specific regions within an image. Early
approaches relied on object detectors [9, 24], which gen-
erated candidate regions and matched them to language
embeddings to achieve localization. These methods were
later enhanced by the introduction of attention mecha-
nisms [25], enabling finer-grained interactions between tex-
tual and visual modalities. More recently, the emergence
of large-scale pre-trained cross-modal models has enabled
end-to-end training [14], significantly improving seman-
tic understanding and nuanced localization. Grounding
DINO, for instance, integrates the Transformer-based de-
tector DINO [30] with large-scale semantic pretraining.
By combining feature enhancement, language-guided query
formulation, and cross-modal decoding, it effectively links
arbitrary objects with textual descriptions and has achieved
strong performance on benchmarks such as COCO [16] and
LVIS [10]. With the advancement of vision-language mod-
els (VLMs), visual grounding capabilities have further im-
proved. Generalist models like QwenVL are trained end-
to-end with high-resolution visual inputs and multilingual
textual data, enabling precise localization, robust text un-

Figure 2. Overview of the Retrieval Across Universals framework:
image features are encoded by CLIP and indexed.

derstanding, and strong zero-shot generalization across di-
verse cultural and linguistic settings.

2.3. Open Vocabulary Grounding
In the task, we want to improve the understanding and
recognition of culture-specific objects and concepts, that
is, our task is in the Open Vocabulary [27] setting. Open
Vocabulary is a special setting in zero-shot learning. Its
concept was first proposed in OVR-CNN [29] and became
a popular setting in the detection field with the introduc-
tion of CLIP. Ov-vg [26] proposes to use CLIP as a text
encoder in a zero-shot framework, while using additional
training data to enhance the generalization ability of new
categories. In addition, using external knowledge bases
or prior knowledge is also an important zero-shot learning
strategy [7]. This type of method uses pre-built seman-
tic knowledge graphs or information extracted from large
knowledge bases such as Wikipedia to enrich the semantic
expression of categories, thereby making up for the problem
of insufficient training data. For example, VisPRE [15] ver-
ifies that the performance of VLM is positively correlated
with the prior knowledge of the visual encoder by introduc-
ing a new metric, while end-to-end fine-tuning VLM is not
effective in improving performance. Wiki-LLaVA [3] uses
external document knowledge sources to improve the effec-
tiveness of VLM in dealing with questions and dialogues,
and it is able to maintain the proficiency of VLM in differ-
ent tasks. Inspired by the above, our method refers to an
external knowledge base, so that the concept is expanded
and enhanced in the preprocessing stage.

3. Proposed Method
The lightweight approach SEDO is proposed to enhance
VLMs’ cultural understanding. It integrates semantic ex-
pansion, diversity-aware reranking, and segmentation re-
finement to improve retrieval and grounding performance.

3.1. Retrieval Across Universals
Figure 2 illustrates the overall framework of Retrieval
Across Universals. Before querying, all images will be
encoded by the CLIP model and then saved to the vec-
tor repository for index construction. When querying, the



query will be processed by semantic expansion and en-
hancement, encoded by clip, and the cosine similarity with
the encoded vector of the image will be calculated. It will
be sorted by the k-NN algorithm to obtain a set of candi-
date images with high relevance, and finally re-sorted by
the diversity algorithm to obtain a set of images with high
relevance and guaranteed diversity.

Query Enhancement We use query semantic enhance-
ment in the Retrieval task, mainly because there are many
semantic overlaps and confusions in the given queries. For
example, dinner and lunch, music and instrument, etc. The
image content corresponding to these words is very similar
in most cultures, which will cause great difficulties for the
accuracy of the query. For example, we expanded the inter-
pretation of music to “A group of people playing different
instruments.”, emphasizing the scene of playing different
instruments, and thus distinguishing it from instrument. We
use the Query Enhancement method, mainly to improve the
model’s retrieval relevance capabilities.

Reranking To improve the diversity of Retrieval output,
we borrowed and introduced the Maximal Marginal Rele-
vance(MMR) algorithm[4]. The MMR algorithm aims to
reduce the redundancy of sorting results while ensuring the
relevance of the results. It was first applied to fields such as
text summary extraction and information retrieval. Under
multimodal retrieval, we give the formula as follows:

MMR(Q,D,C) = argmax
Ii∈D

[
λsim(Q, Ii)

− (1− λ)max
Ij∈k

(sim(Ii, Ij))

] (1)

where Q is the query text, D is the image dataset, and C
is the candidate set initially retrieved based on relevance.
The first term in the formula is the similarity between the
query and the candidate image, and the second term is the
similarity between the candidate images. The weights of
the two are controlled by the parameter λ. Therefore, while
considering and ensuring the relevance of the retrieval, the
Formula 1 increases the distance between similar images,
making the retrieval results more diverse. When we calcu-
late the similarity between images, we consider that images
of the same regional culture will be closer in the seman-
tic space, and therefore have a higher similarity. Therefore,
formula 1 has a great effect on the model’s ability to retrieve
diverse images.

3.2. Cultural Visual Grounding
Figure 3 illustrates the overall framework of Cultural Vi-
sual Grounding. First, the concept will be semantically ex-
panded based on the external knowledge base, so that un-
familiar words are expanded into sentences that are easy to
understand and describe. Then the concept and image are

Figure 3. Overall framework of Cultural Visual Grounding. Con-
cepts are first expanded using external knowledge; the VLM gen-
erates initial boxes, which SAM refines using them as spatial cues
for accurate prediction.

passed into the VLM to form a prompt, which will answer
and return a preliminary prediction box. In post-processing,
we selected the SAM segmentation model, using the prelim-
inary box as the prompt to perform precise segmentation on
the image, and then obtain the final precise prediction box
through the segmentation mask.

Semantic Extensions It is impossible for the model to
understand and recognize completely unfamiliar concepts,
so we believe that using external knowledge bases is a nec-
essary and effective method. Therefore, for the given con-
cept, we will use Wikipedia to obtain its explanation to
build a knowledge base for it. In addition, considering the
model’s logic of understanding the text, we use GPT to ad-
just the order and number of words in the extended explana-
tion. In detail, we set the concept to give priority to “what
it is”, then “what it looks like/what it is made of”, and fi-
nally “what it is used for”, and control the number of words
to keep the semantics concise. Through the above setting
method, the model will better capture the semantic infor-
mation of the concept.

Models Currently, the VLMs suitable for Visual
Grounding are divided into Specialist Model and General-
ist Model. Specialist Model refers to a model specifically
suitable for this task, with Grounding DINO as the main
one. This model inputs text and images and returns an ac-
curate prediction box directly. While Generalist Model is
a general multimodal large model, suitable for many multi-
modal tasks such as VQA and Captioning, etc. This model
needs to build specific prompts and restrict the model output
format. The model will give a prediction box in the corre-
sponding format in a dialogue. Compared with Generalist
Models, Grounding DINO has limited ability to understand
sentences, and will automatically capture all nouns that ap-
pear in the text, which will affect the recognition of the tar-
get concept. Therefore, based on the semantic extension
method and practical experimental comparison, we choose
the universal model QwenVL as the target base model.

However, the disadvantage of the Generalist Model is
that the prediction box coordinates given by the model are



Method Relevance Diversity(Country) Diversity(Region)

pre@5 pre@10 div@5 div@10 div@5 div@10

openclip(Baseline) 78.00 76.50 93.11 91.95 72.53 61.43
+query enhancement 90.00 86.50 95.69 92.25 74.26 62.75

+Reranking 88.00(-) 88.00 95.69 93.75 79.75 66.36

Table 1. Results & Ablation Study on the retrieval across univer-
sals task, in terms of Relevance and Diversity

often not accurate enough. After inspection, it is found that
the prediction box always has a certain offset in position or
size, as shown in Figure 3. Therefore, we use SAM [23], a
general image segmentation model which can output accu-
rate segmentation results through certain prompts. We use
the preliminary prediction box answered by QwenVL as the
prompt, and after obtaining the segmented mask, we calcu-
late the coordinates to get the final accurate prediction box.

4. Experiments
4.1. Implementation Detail
Datasets The datasets are provided by the official challenge
project. The Retrieval task contains 3000 images from 50
countries on average and 20 common concepts as queries,
thus avoiding imbalance in diversity metrics. The Ground-
ing task contains 590 test images from 15 countries. The
only concept corresponding to each image is the target that
the task needs to locate.

Evaluation Setup The evaluation criteria are also set by
the official challenge project. The first task needs to eval-
uate the relevance and diversity of the retrieval. The rele-
vance is measured by the standard precision@k, which is
the proportion of correctly retrieved images among k im-
ages; and for diversity, the official proposes the diversity@k
indicator, which uses entropy to measure the cultural diver-
sity of the first k images retrieved:

diversity@k = − 1

logm

m∑
i=1

pi log(pi) (2)

Where pi is the proportion of images from the ith country
in the first k images retrieved, and m is the total number
of countries that appear in the images. For Grounding task,
the IoU metric commonly used in object detection is used
for evaluation.

4.2. Results & Ablation Study
The results of the Retrieval Across Universals task are
shown in Table 1. Considering the universality of our
method on all models, we only selected OpenClip’s ViT-
B-16 as the baseline. It can be seen that query enhancement
has a huge effect on improving retrieval relevance. Con-
sidering that the reranking algorithm will sacrifice a certain
degree of accuracy, the relevance prec@5 has decreased, but

Method checkpoints IoU

specialist model
Grounding DINO GroundingDINO-B 0.4754

+Sematic Extensions 0.635

generalist model
QwenVL Qwen2.5-7B 0.4695

+Sematic Extensions 0.6129
+SAM sam2.1 large 0.7012

Table 2. Results & Ablation Study Cultural Visual Grounding task.

Rank id Public Score(IoU)
1 GroundingCulture 0.7148
2 Excelsior7 0.7012
3 spearhead 0.601
4 huruhao 0.5891
5 lastee1e12 0.4601
6 Baseline (Qwen VL 7B) 0.4499

Table 3. Results Comparison. Our solution achieves 0.7012 IoU
on the testset, ranking 2nd in the challenge.

the diversity, especially the region diversity output, has been
significantly improved. The above analysis shows that our
method is effective in improving the model’s understanding
ability and diversity output performance.

The results of the Cultural Visual Grounding task are
shown in Table 2. We tested both the Specialist Model and
the Generalist Model. After adding Semantic Extensions,
the results of both models were greatly improved, which
shows that this method is directly effective in improving
the model’s understanding ability. However, the score of
the QwenVL is not as good as the Grounding DINO at this
time, so we used SAM in the post-processing stage to help
with accurate segmentation, and then obtained the optimal
IoU score. Table 3 shows the performance of our solution
compared with other teams. Our approach ranks second on
the Private Leaderboard.

5. Conclusion
In this work, we present a novel approach to the GlobalRG
Challenge, addressing the limitations of Vision-Language
Models (VLMs) in capturing cultural diversity and unfa-
miliar concepts. Our method, Semantic Expansion and Di-
versity Optimization (SEDO), is a simple yet effective ap-
proach for enhancing VLMs’ cultural understanding in the
GlobalRG Challenge. By integrating semantic expansion,
diversity-aware reranking, and SAM-based refinement, our
method achieves fairly good performance in both retrieval
and grounding tasks. The results demonstrate the value of
external knowledge and diversity optimization in building
more culturally inclusive vision-language models.
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