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Abstract. Compression techniques like quantization reduce memory
and speed up inference for LLMs, but their environmental impact dur-
ing inference is underexplored. This study quantifies how 4-bit quantiza-
tion affects performance and COz-equivalent emissions across hardware
and electricity mixes using LLaMA-7B/30B and Mistral-7B-v0.3/Small
3. Results show negligible accuracy loss but hardware-dependent energy
effects (—39% to +26%) and strong geographic dependence: compressed
models in carbon-intensive grids can emit up to 6x more CO2eq than
uncompressed models in low-carbon grids. These findings link compres-
sion, hardware efficiency, and grid context, advocating for carbon-aware
LLM deployment.
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1 Introduction

While LLMs excel in NLP tasks, their inference energy and emissions remain
understudied. We present the first empirical study linking quantization to per-
formance and environmental impact.

2 Methodology

We evaluate LLaMA-7B/30B and Mistral-7B-v0.3/Small 3 at full precision and
with 4-bit OPTQ quantization [3]. Performance is assessed via WikiText-2,
MMLU, and IFEval. Energy consumption (CPU/GPU/RAM) is measured using
CodeCarbon [1] on two setups: Setup 1 (AMD EPYC 7513 32-core with 2 active
cores, NVIDIA A100 SXM4 80GB, 240GB RAM) and Setup 2 (AMD EPYC
7513 32-core with 2 active cores, NVIDIA A100 40GB, 60GB RAM). COzeq
emissions were computed using regional grid intensities [2].

3 Results

Results show negligible accuracy loss post-quantization but hardware-dependent
energy effects (—39% to +26%). Emissions vary strongly by geography: com-
pressed models in carbon-intensive grids emit up to 6x more COs than uncom-
pressed models in low-carbon grids.
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Model Setup |CPU | GPU | RAM | Hardware
LLaMA-7B ; ffé’;f’ jéZZj 8;2 225?;?
Mistral-7B-v0.3 ; 1567;? :;%2 8Z§ T;f;
LLaMA-30B ; ff;? jjéZQ g;f .Eégi
Mistral Small 3 ; if;;? :i;gj g;(; EEZZ

Table 1. Percentage variation in energy consumption of quantized models (4-bit) rel-
ative to the full-precision baseline (Setup 1). Positive values indicate increased con-
sumption; negative values indicate savings.
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Fig. 1. COzeq emissions (gCOqze) for full precision Mistral Small 3 model (Setup 1)
vs. compressed model (Setup 2) across regions.

4 Conclusion and Future Work

This work links LLM compression to energy efficiency and geography. While 4-bit
quantization preserves performance, sustainability benefits depend on hardware
and grid carbon intensity. Key contributions include: (i) empirical evaluation of
quantization’s energy/emission effects; (ii) a grid-aware methodology; and (iii)
guidance for sustainable LLM deployment. Future work will explore compression
methods and more realistic inference workloads.
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