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ABSTRACT

Best arm identification (BAI) is an important research topic in sequential decision-
making. In the fixed-confidence setting, the sample complexity, i.e., the number
of samples needed to guarantee a given confidence level, serves as a fundamental
metric for evaluating algorithms. Garivier & Kaufmann (2016) provided a tight
characterization of this complexity as H∗ log(1/δ), where H∗ captures the prob-
lem hardness and δ is the confidence parameter. We improve this best-known
bound to T ∗ log(1/δ) with a strictly smaller hardness parameter T ∗. Our ap-
proach is based on correlated sampling, which requires no assumptions on the
reward function or the arm structures. A key theoretical challenge is that the re-
sulting lower bound is defined by a non-convex optimization problem. To solve
it, we propose an efficient method that decomposes the feasible region into sub-
intervals and identifies local optima within each. Moreover, we propose the first
CORrelated-SAmpling-based BAI algorithm, CORSA, and prove its asymptotic
optimality. Finally, we conduct numerical experiments to evaluate the algorithm’s
performance.

1 INTRODUCTION

Best arm identification (BAI) is a fundamental and widely studied problem in machine learning, with
broad applications in clinical trials (Villar et al., 2015), chemical engineering (Wang et al., 2024),
and prompt optimization for large language models (Shi et al., 2024). The fixed-confidence BAI set-
ting, which aims to identify the best arm with probability at least a given threshold while minimizing
the required number of samples, is now well understood. Tight instance-dependent lower bound on
sample complexity (Garivier & Kaufmann, 2016) and asymptotically optimal algorithms (Degenne
et al., 2019; Wang et al., 2021) have been established. Building on this framework, a line of work
focuses on reducing sample complexity further by exploiting similarity information about the re-
ward function. The central idea is to incorporate similarity information about the reward function,
enabling the agent to leverage such information to improve sampling efficiency and reduce sample
complexity. Commonly studied similarity structures include linearity (Jedra & Proutiere, 2020),
generalized linear models (Jun et al., 2021; Rivera & Tewari, 2024), Lipschitz continuity (Wang
et al., 2021; Wanner et al., 2025), and kernelized reward functions (Zhu et al., 2021; Du et al.,
2021). However, these approaches rely on strong assumptions that are often difficult to justify or
verify in practice. This raises an important open question: can we improve the best achievable
sample complexity without relying on strong structural assumptions about the reward function?

In this paper, we provide a positive answer to this open question by introducing a key concept
called correlated sampling into the BAI problem. Correlated sampling is a widely used technique
for variance reduction when comparing stochastic systems through simulation (Glasserman & Yao,
1992). For the BAI problem under correlated sampling, at each time step t, the agent selects an
arm to sample and receives a random observation. Observations from different arms are correlated
whenever they share the same replication index; for example, the i-th samples of different arms are
correlated. In the fixed-confidence setting, the agent aims to exploit this correlation structure to
estimate the mean performance of the arms more efficiently, identify the best arm with probability
at least 1− δ, and minimize the total number of samples required.

Compared to approaches that exploit similarity information in the reward function, correlated sam-
pling relies on weaker assumptions, is straightforward to implement, and applies to nearly all BAI

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2026

problem instances—as long as correlation among observations can be introduced. We present two
motivating examples that highlight the practical relevance of this setting. In queueing system opti-
mization, a higher service rate typically reduces average sojourn time but also increases operational
costs. The agent aims to identify the best service rate, such as the optimal number of servers, that
balances these competing factors. Positive correlation can be naturally introduced by using the same
sequence of customer arrivals time across different service rate configurations. The goal is then to
develop an efficient sampling strategy to identify the best configuration as quickly as possible. In
many personalized medicine problems, treatment decisions are guided by disease simulation mod-
els (Hur et al., 2004). The agent seeks to identify the most effective treatment plan by interacting
with the simulation model and random treatment outcomes. By simulating the same virtual patient
across different treatment plans, positive correlation is introduced among the observations, enabling
counterfactual-like analysis at the individual level (Stout & Goldie, 2008).

We summarize the primary technical challenges and contributions of this work as follows:

• We introduce the concept of correlated sampling into the fixed-confidence BAI problem.
This correlation breaks the independence assumption commonly used in canonical BAI
analyses, rendering existing algorithms and theoretical guarantees inapplicable. Building
on this, we establish the first tight, instance-dependent lower bound on sample complexity
in this setting. The resulting bound takes the form of a non-convex min-max optimization
problem, fundamentally different from the convex formulations that arise in canonical BAI.
Furthermore, we demonstrate that incorporating positive correlation can lead to a reduction
in sample complexity.

• To address the challenges posed by non-convexity, we conduct a detailed analysis of the
min-max optimization problem. We establish key theoretical properties that reduce the non-
convex formulation to a single-variable nonlinear optimization problem. By exploiting its
structure, we show that the problem can be solved efficiently by decomposing the feasible
interval into sub-intervals and locating the root within each. Moreover, we present the two-
armed case, where the optimal sampling ratio admits a closed-form solution, providing
clear intuition into how the introduced correlation influences the optimal sampling ratio.

• Building on these theoretical results, we propose CORSA, the first correlated sam-
pling–based BAI algorithm. CORSA iteratively solves the nonlinear optimization problem
and leverages the solution to guide the sampling process. We prove that CORSA attains the
improved sample complexity bound and verify these theoretical results through numerical
experiments.

Our study relates to three main strands of the existing literature:

Best Arm Identification. BAI is one of the most extensively studied problems in the multi-armed
bandit literature (Audibert & Bubeck, 2010; Gabillon et al., 2012). Garivier & Kaufmann (2016) es-
tablished a tight, instance-dependent lower bound on the sample complexity in the fixed-confidence
setting and proposed an asymptotically optimal algorithm, Track-and-Stop. This framework has
since inspired a substantial body of research, including the design of efficient and asymptotically op-
timal algorithms (Degenne et al., 2019; Wang et al., 2021), as well as extensions to broader settings
such as partition identification (Juneja & Krishnasamy, 2019), multiple correct answers (Degenne &
Koolen, 2019), multi-fidelity evaluations (Poiani et al., 2022; 2024a), and unknown variances (Jour-
dan et al., 2023). This paper aims to improve upon the best achievable sample complexity lower
bound established by Garivier & Kaufmann (2016). However, since our method incorporates cor-
relation, which violates the standard independence assumption, the existing theoretical results and
algorithms are not directly applicable.

BAI with Similarity Structure. Another line of work explores methods to improve sample com-
plexity by incorporating similarity structures in the reward function. Commonly studied structures
include linear models (Jedra & Proutiere, 2020), generalized linear models (Jun et al., 2021; Rivera
& Tewari, 2024), kernelized reward functions (Zhu et al., 2021; Du et al., 2021), Lipschitz continu-
ity (Wang et al., 2021; Wanner et al., 2025), and unimodality (Poiani et al., 2024b). Compared to
this line of work, our correlated sampling approach is fundamentally different: it does not rely on
any structural assumptions about the unknown reward function. This generality makes our method
applicable to a broader range of problem settings.
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Correlated Sampling. The idea of leveraging positive correlation to reduce variance in the com-
parison of different stochastic systems originates in the simulation literature (Wright & Ramsay Jr,
1979; Glasserman & Yao, 1992). Prior work in this area has typically treated correlated sampling as
standard variance-reduction techniques, without explicitly analyzing their implications for sample
complexity (Chick & Inoue, 2001; Fu et al., 2007; Zhong & Hong, 2022). This work introduces cor-
related sampling into the BAI framework, thereby extending the application of this technique. More
importantly, the associated theoretical results on sample complexity enrich the correlated sampling
literature by providing a new perspective on the benefits of correlation in sequential decision-making
problems.

2 PROBLEM FORMULATION AND SAMPLE COMPLEXITY

In this section, we formulate the BAI problem and review the asymptotically optimal sample com-
plexity that can be achieved by any BAI algorithm.

Suppose there are K arms, and we use K = {1, 2, . . . ,K} to index all the arms. Each arm a ∈
K is associated with a Gaussian random variable Xa with an unknown mean µa and a known,
common variance σ2. In the case of unknown variance, one may instead use a conservative upper
bound on σ2 or adopt the framework proposed in (Jourdan et al., 2023). The agent’s objective is
to identify the arm with the largest mean based on noisy observations. Without loss of generality,
we assume that the means are ordered in descending order throughout this paper, i.e., µ1 > µ2 ≥
. . . ≥ µK , so that arm 1 is the unique best arm. This assumption, commonly used in the BAI
literature (Garivier & Kaufmann, 2016), can be relaxed to the setting where the goal is to identify
an ϵ-optimal arm (Degenne & Koolen, 2019).

Learning Problem. In the online setting, at each time step t, the agent selects an arm at to sample
and then observes a random outcome Yt, drawn independently from the distribution of the corre-
sponding random variable Xat

. We denote by Ft = σ(a1, Y1, . . . , at, Yt) the sigma-algebra gener-
ated by the sampling decisions and observations up to time step t.

A BAI algorithm is characterized by three components: the sampling rule {at}t, which specifies
the arm to pull at time step t based on the past history and is Ft−1-measurable; the stopping rule
τ , which determines when to terminate and is a stopping time with respect to Ft; and the decision
rule âτ , which outputs the recommended arm at termination and is Fτ -measurable. In the fixed-
confidence setting, given a confidence level δ ∈ (0, 1), the agent aims to identify the best arm (arm
1) with probability at least 1− δ, while minimizing the sample complexity E[τ ].

Asymptotically Optimal Sample Complexity. In this subsection, we review the best-known lower
bound on the sample complexity achievable by any BAI algorithm, which serves as a benchmark
for evaluating algorithmic performance. An algorithm is said to be valid if it identifies the best arm
with probability at least 1− δ. According to Theorem 1 of Garivier & Kaufmann (2016), the sample
complexity of any valid BAI algorithm must satisfy the following lower bound:

lim inf
δ→0

E[τ ]
log(1/δ)

≥ H∗(µ) = min
ω∈Ω

max
a∈K′

2σ2
(

1
ω1

+ 1
ωa

)
(µ1 − µa)2

, (1)

where Ω = {ω ∈ RK
+ :

∑
a∈K ωa = 1} denotes the probability simplex, K′ = {2, . . . ,K} is the

index set of suboptimal arms, and ωa represents the sampling ratio assigned to arm a ∈ K.

This result implies that as the confidence level δ tends to zero, the minimal sample complex-
ity achievable by any algorithm is H∗(µ) log(1/δ). The quantity H∗(µ) captures the instance-
dependent hardness of the problem. In the Gaussian reward setting, it depends on the variance and
the optimality gaps between the best arm and each suboptimal arm, while the log(1/δ) term reflects
the difficulty imposed by the confidence requirement. An algorithm is said to be asymptotically
optimal if it is valid and its sample complexity satisfies

lim sup
δ→0

E[τ ]
log(1/δ)

≤ H∗(µ) = min
ω∈Ω

max
a∈K′

2σ2
(

1
ω1

+ 1
ωa

)
(µ1 − µa)2

. (2)

In the BAI literature, the quantity H∗(µ) serves as a key benchmark for evaluating algorithms.
Several algorithms (Garivier & Kaufmann, 2016; Degenne et al., 2020; Wang et al., 2021) have
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been shown to match H∗(µ) asymptotically. This raises a fundamental question: can we improve
uponH∗(µ) without imposing restrictive assumptions on the unknown reward function? A positive
answer would not only reshape existing algorithmic design but also enhance performance across a
wide range of BAI problems.

3 IMPROVED SAMPLE COMPLEXITY

In this section, we first introduce the correlated sampling method and demonstrate its ability to im-
prove the optimal sample complexity by comparing it with existing results. Since the improved
sample complexity is characterized by a min–max optimization problem, we then analyze key the-
oretical properties of this problem and the corresponding optimal sampling ratios, which provide
useful guidance for algorithm design. Finally, we conclude with insights from the two-armed BAI
problem, which explicitly reveal the effect of correlation on the optimal sampling ratio.

3.1 IMPROVED SAMPLE COMPLEXITY THROUGH CORRELATED SAMPLING

Correlated sampling is a variance-reduction technique that has been extensively studied in the simu-
lation literature (Glasserman & Yao, 1992). The key idea is that by introducing a positive correlation
between two random variables, the variance of their sample mean difference is reduced, yielding a
more accurate estimate of the true mean difference. However, this method has not yet been explored
in the BAI literature, and the potential impact of correlation on sample complexity remains unclear.

We introduce the correlated sampling method for BAI as follows. Let Y (l)
a denote the l-th sample

from arm a. We assume that, for a fixed replication index l, samples across different arms are
dependent, while samples from different replications are independent. The correlation between
arms a and b is characterized by the Pearson correlation coefficient ρ, defined as

ρ =
Cov(Y

(l)
a , Y

(l)
b )

σ2
> 0, (3)

where Cov(Y (l)
a , Y

(l)
b ) denotes the covariance between Y

(l)
a and Y

(l)
b . This correlation structure can

be easily implemented using common random numbers across arms for the same replication index
l, a technique widely used in the simulation literature (Fu et al., 2007). As with the variance as-
sumption, we assume a known, common correlation coefficient ρ for notational simplicity, although
the framework can be readily extended to settings with heterogeneous variances and correlations.
Theorem 1 presents the new sample complexity lower bound for any valid BAI algorithm under
correlated sampling.
Theorem 1. For any confidence level δ ∈ (0, 1), the sample complexity of a BAI algorithm that
guarantees P(âτ = 1) ≥ 1− δ must satisfy

E[τ ] ≥ T ∗(µ) kl(δ, 1− δ), lim inf
δ→0

E[τ ]
log(1/δ)

≥ T ∗(µ), (4)

where

T ∗(µ) = min
ω∈Ω
T (µ, ω) =


max
a∈K′

2σ2

(
(ρ− 1)2

ω1
+

1− ρ2

ωa

)
(µ1 − µa)2

if ω1 ≥ ωa,

max
a∈K′

2σ2

(
(ρ− 1)2

ωa
+

1− ρ2

ω1

)
(µ1 − µa)2

if ωa ≥ ω1.

(5)

Technical Novelty. The analysis of Theorem 1 builds on the classical change-of-measure arguments
in multi-armed bandits (Garivier & Kaufmann, 2016). However, the introduction of correlation
introduces additional technical challenges. In contrast to the independent case, where the Kullback-
Leibler (KL) divergence between two BAI problem instances can be decomposed as the sum of
the KL divergences of individual arms, the divergence under correlated samples is more complex.
We provide a detailed analysis of the KL divergence between two BAI instances, which results
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in a piecewise objective function. This divergence is then related to the sample complexity and
confidence level δ via the Transportation Lemma (Kaufmann et al., 2016). By considering the
cases ω1 ≥ ωa and ωa ≥ ω1 separately, and using the definition of the KL divergence for multi-
dimensional Gaussian vectors, we derive the closed-form min-max optimization problems described
in (5). A key distinction in Theorem 1 is that the sample complexity is characterized by a non-convex
optimization problem, in contrast to the convex problem in the canonical BAI setting.

Comparison to Existing Result. The existing sample complexity lower bound H∗(µ) arises as a
special case of Theorem 1 with ρ = 0. In the absence of correlation across arms, we recover

T ∗(µ) = min
ω∈Ω

max
a∈K′

2σ2

(
(ρ− 1)2

ω1
+

1− ρ2

ωa

)
(µ1 − µa)2

= H∗(µ), (6)

which corresponds to the canonical independent case.

Moreover, we show that introducing positive correlation can strictly improve the asymptotically
optimal sample complexity. In particular, we have

H∗(µ) > T ∗(µ) =


min
ω∈Ω

max
a∈K′

2σ2

(
1

ω1
+

1

ωa
− 2ρ

ω1
+ ρ2

(
1

ω1
− 1

ωa

))
(µ1 − µa)2

if ω1 ≥ ωa,

min
ω∈Ω

max
a∈K′

2σ2

(
1

ω1
+

1

ωa
− 2ρ

ωa
+ ρ2

(
1

ωa
− 1

ω1

))
(µ1 − µa)2

if ωa ≥ ω1,

(7)

which implies that the minimal achievable sample complexity under positive correlation is
T ∗(µ) log(1/δ) under positive correlation, strictly smaller than H∗(µ) log(1/δ) in the independent
case. The key intuition is that incorporating positive correlation reduces the uncertainty when com-
paring arms, thereby requiring fewer samples to identify the best arm.

From Theorem 1, the optimal ratio ω∗(µ) is characterized as the solution of a non-convex min-max
optimization problem. This ratio balances the variance term, the effect of positive correlation, and
the optimality gaps between the best arm and the suboptimal arms. Let Na(t) denote the number
of samples allocated to arm a up to time step t, and define the corresponding sampling ratio as
ωa(t) = Na(t)/t. Intuitively, an optimal algorithm must ensure that the empirical sampling ratio
ω(t) converges to the optimal ratio ω∗(µ). Thus, designing an optimal algorithm requires solving
the optimization problem and analyzing the structure of the optimal sampling ratio. For simplicity,
we omit the dependence of ω∗(µ) on µ whenever it is clear from the context.

3.2 OPTIMAL SAMPLING RATIO

In this subsection, we study the min-max optimization problem (5), which provides deeper insights
into the optimal sampling ratio ω∗ and plays a key role in designing an optimal algorithm.

The following Lemma 1 establishes a key property of the optimal sampling ratio. Intuitively, the
hardness of each suboptimal arm is characterized by Fa(ω, µ), which is proportional to its variance
and inversely related to the optimality gap. The optimal sampling ratio equalizes this hardness across
all suboptimal arms.
Lemma 1. The optimal sampling ratio ω∗ satisfies

Fa(ω
∗, µ) = Fb(ω

∗, µ), ∀ a, b ∈ K′,

where for any suboptimal arm a ∈ K′,

Fa(ω, µ) =



2σ2

(
(ρ− 1)2

ω1
+

1− ρ2

ωa

)
(µ1 − µa)2

if ω1 ≥ ωa,

2σ2

(
(ρ− 1)2

ωa
+

1− ρ2

ω1

)
(µ1 − µa)2

if ωa ≥ ω1.

(8)
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To obtain the optimal sampling ratio ω∗, we need to solve the non-convex optimization problem
in (5). However, directly solving this problem is challenging due to its non-convexity. To address
this difficulty, we leverage the key property in Lemma 1 to derive an implicit solution for ω∗ in
Theorem 2. The main advantage of Theorem 2 is that it reduces the original non-convex min-max
optimization problem to a single-variable nonlinear optimization problem in (11), which will be the
focus of our subsequent analysis.

Theorem 2. The optimal sampling ratio ω∗ satisfies, for any suboptimal arm a ∈ K′,

ω∗
a =


2σ2(1− ρ2)ω∗

1

x∗(µ1 − µa)2 − 2σ2(ρ− 1)2
, if x∗(µ1 − µa)

2 ≥ 4σ2(1− ρ)

2σ2(ρ− 1)2ω∗
1

x∗(µ1 − µa)2 − 2σ2(1− ρ2)
, if x∗(µ1 − µa)

2 < 4σ2(1− ρ)
(9)

The sampling ratio for the optimal arm is

ω∗
1 =

[
1 +

∑
a∈K1

2σ2(1− ρ2)

x∗(µ1 − µa)2 − 2σ2(ρ− 1)2
+
∑
a∈K2

2σ2(ρ− 1)2

x∗(µ1 − µa)2 − 2σ2(1− ρ2)

]−1

. (10)

Here, x∗ is the solution to the following single-variable nonlinear optimization problem

min
x∈F(x)

g(x) = x+
∑
a∈K1

2σ2(1− ρ2)x

x(µ1 − µa)2 − 2σ2(ρ− 1)2
+
∑
a∈K2

2σ2(ρ− 1)2x

x(µ1 − µa)2 − 2σ2(1− ρ2)
, (11)

with K1 = {a ∈ K′ : x(µ1 − µa)
2 ≥ 4σ2(1− ρ)}, K2 = {a ∈ K′ : x(µ1 − µa)

2 < 4σ2(1− ρ)},
and F(x) = {x ≥ 2σ2(1− ρ2)/(µ1 − µa)

2,∀a ∈ K2}.

The optimization problem (11) is challenging because the index sets of arms, K1 and K2, as well as
the feasible region F(x), depend on the decision variable x, and the problem may possess multiple
local optima. To address these difficulties, we provide a detailed analysis of its theoretical properties.
The key idea is to decompose the interval [0,+∞) into several sub-intervals. Within each sub-
interval, the problem can be solved efficiently, and the global optimum can then be determined by
comparing the local optima across all sub-intervals.

Define Ca = 4σ2(1 − ρ)/(µ1 − µa)
2, and let C(i) denote the i-th smallest element in the set

{Ca, a ∈ K}, with C(0) = 0 and C(K) = +∞. Corollary 1 divides the interval [0,+∞) into sub-
intervals according to {C(i), i = 0, . . . ,K}, and, more importantly, shows that the corresponding
objective function has at most one zero within each sub-interval. This property enables the design
of a highly efficient algorithm for solving the optimization problem (11).

Corollary 1. The optimization problem in (11) can be equivalently expressed as

min
i∈{0,...,K−1}

min
x∈[C(i),C(i+1))∩F(x)

gi(x), (12)

where

gi(x) = x+
∑

a∈K′\Vi

2σ2(1− ρ2)x

x(µ1 − µa)2 − 2σ2(ρ− 1)2
+
∑
a∈Vi

2σ2(ρ− 1)2x

x(µ1 − µa)2 − 2σ2(1− ρ2)
, (13)

with Vi = {a ∈ K′ : 4σ2(1 − ρ)/(µ1 − µa)
2 > C(i)}. Furthermore, the derivative g′i(x) has at

most one zero within each interval [C(i), C(i+1)), i = 0, . . . ,K − 1.

3.3 TWO-ARMED CASE

In this subsection, we consider the two-armed case, which admits a closed-form solution and re-
veals that the introduced correlation alters the optimal sampling ratio. When the variances are ho-
mogeneous across arms, the equal sampling ratio is optimal. To obtain more insightful results, we
therefore focus on the heteroscedastic setting.

Consider a two-arm BAI problem instance with mean vector µ = (µ1, µ2) and known variances σ2
1

and σ2
2 . Let r = σ2/σ1 denote the standard deviation ratio. Following the approach in Theorem 1,

6
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we can derive that

T ∗(µ) =


min
ω∈Ω

2

(
σ2
1(ρr − 1)2

ω1
+

σ2
2(1− ρ2)

ω2

)
(µ1 − µ2)2

if ω1 ≥ ω2,

min
ω∈Ω

2

(
σ2
2(ρ/r − 1)2

ω2
+

σ2
1(1− ρ2)

ω1

)
(µ1 − µ2)2

if ω2 ≥ ω1.

(14)

Proposition 1 summarizes the optimal sampling ratio in the two-arm case. In the independent case,
the optimal ratio is proportional to the standard deviations, i.e., ω∗

1/ω
∗
2 = 1/r. With positive correla-

tion, however, the structure of the optimal sampling ratio changes, depending jointly on the standard
deviation ratio r and the correlation coefficient ρ.

Proposition 1. The optimal sampling ratio satisfies that

ω∗
1 =



(1/r)
√

(ρr − 1)2/(1− ρ2)

1 + (1/r)
√
(ρr − 1)2/(1− ρ2)

, if r2(1− ρ2) ≤ (ρr − 1)2

(1/r)
√

(1− ρ2)/(ρr − 1)2

1 + (1/r)
√
(1− ρ2)/(ρr − 1)2

, if r2(ρ/r − 1)2 ≥ (1− ρ2)

1

2
, o.w.

(15)

4 OPTIMAL ALGORITHM

In this section, we propose the first algorithm that achieves improved sample complexity through
correlated sampling. We show that the proposed algorithm asymptotically attains the improved
lower bound on sample complexity established in Theorem 1.

4.1 CORSA ALGORITHM FRAMEWORK

In this subsection, we present the general framework of the CORSA algorithm. To design an opti-
mal algorithm, it is essential to ensure that the actual sampling ratio ω(t) converges to the optimal
sampling ratio ω∗(µ). However, there are some main challenges. First, the problem parameter µ is
unknown. Second, even if the parameter µ were known, computing ω∗(µ) requires solving a nonlin-
ear optimization problem. Third, the stopping rule must incorporate the effect of correlation while
guaranteeing both correctness and optimality. We address these challenges by carefully designing
the sampling, stopping, and decision rules of the CORSA algorithm.

Sampling Rule. Since the problem parameter µ is unknown, a natural approach is to replace it with
the empirical estimate at time step t:

µ̂a(t) =
1

Na(t)

∑
s≤t

YsI(as = a). (16)

We then substitute the empirical parameter µ̂(t) = {µ̂a(t)}a∈K into the optimization problem (11)
and solve it to obtain the empirical optimal sampling ratio ω∗(µ̂(t)). Based on this, we define the
following sampling rule to ensure that the actual sampling ratio ω(t) closely tracks the empirical
optimal ratio:

at+1 =

{
argmina∈Ut

Na(t), if Ut ̸= ∅
argmaxa∈K tω∗

a(µ̂(t))−Na(t), o.w.
(17)

where Ut = {a ∈ K : Na(t) ≤
√
t − K/2}. The sampling rule in (17) is a standard approach

in the BAI literature (Garivier & Kaufmann, 2016; Juneja & Krishnasamy, 2019). Intuitively, it
guarantees that each arm is sampled at least Ω(

√
t) times. Asymptotically, by the law of large

numbers, the empirical estimate µ̂(t) converges to the true parameter µ. By continuity of ω∗(·), this
implies that ω∗(µ̂(t)) converges to ω∗(µ).

7
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To solve the nonlinear optimization problem (11), we first locate all zeros of the derivative of the
objective function g(x). Using the property in Corollary 1, the feasible interval can be decomposed
into K sub-regions, allowing us to compute the local optimum in each sub-region. Since each sub-
region contains at most one zero, the corresponding subproblem can be solved efficiently. Finally,
the results in Theorem 2 are used to determine the optimal sampling ratio.

Stopping and Decision Rule. The stopping rule of the algorithm is defined as follows

τ = inf{t ∈ N : tT (µ̂(t), ω(t))−1 ≥ β(t, δ, ρ)}, (18)

where the threshold function is given by

β(t, δ, ρ) = log

(
C(δ,K, ρ)t2 log(1/δ)2K+1

δ

)
(19)

for some constant C(δ,K, ρ) that depends on the confidence level δ, the number of arms K, and the
correlation coefficient ρ.

Intuitively, β(t, δ, ρ) controls the statistical validity of the CORSA algorithm. Once the accumulated
empirical evidence, measured by tT (µ̂(t), ω(t))−1, exceeds this threshold, the algorithm stops and
returns the current estimated best arm. The decision rule is then straightforward: select the arm with
the largest µ̂(τ). The overall framework of the algorithm is summarized in Algorithm 1.

Algorithm 1: CORSA Algorithm
Input: Confidence level δ ∈ (0, 1).

1 Initialization: Sample each arm n0 times. Update µ̂(K), ω(n0K) = (1/K, . . . , 1/K), and Ut.
Set the solution and optimal value of (11) as x(n0K) = 0, g∗(n0K) = +∞. Set t← n0K.

2 while tT (µ̂(t), ω(t))−1 < β(t, δ, ρ) do
3 if Ut ̸= ∅ then
4 at+1 = argmina∈Ut

Na(t)
5 else
6 Calculate the sequence {C(i), i = 0, . . . ,K − 1} based on µ̂(t).
7 for i← 0 to K − 1 do
8 Determine the minimum of g(x) in the interval [C(i), C(i+1)).
9 Define η+i = limx↓C(i) gi(x), η

−
i = limx↑C(i+1) gi(x), and the left endpoint

ϕi = minϕ∈[C(i),C(i+1))∩F(x) ϕ.

z∗ =

{
x such that g′i(x) = 0 if η+i < 0, and η−i > 0

ϕi o.w.
(20)

if gi(z∗) < g∗(t) then
10 x(t) = z∗, g∗(t) = gi(z

∗)

11 Compute the empirical optimal sampling ratio ω∗(µ̂(t)) using Theorem 2.
12 at+1 = argmaxa∈K tω∗

a(µ̂(t))−Na(t)

13 Sample the arm at+1 once. Set t← t+ 1.
14 Update µ̂(t), ω(t), Ut, x(t) = 0, and g∗(t) = +∞.

Output: The estimated best arm âτ .

Theorem 3 establishes both the statistical validity and the asymptotic optimality of CORSA. As
the confidence level δ → 0, the empirical sampling ratio converges to the optimal ratio, while
the number of samples required for exploration becomes negligible, causing the upper bound to
asymptotically match the lower bound almost surely and in expectation.

Theorem 3. There exists a constant C(δ,K, ρ) such that, under the stopping rule (18) with the
threshold function (19), CORSA algorithm guarantees that for any BAI problem instance, P(âτ =
a∗) ≥ 1− δ. Moreover, the stopping time τ satisfies the following asymptotic optimality properties:

P
(
lim sup

δ→0

τ

log(1/δ)
≤ T ∗(µ)

)
= 1, lim sup

δ→0

E[τ ]
log(1/δ)

≤ T ∗(µ). (21)

8
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5 NUMERICAL EXPERIMENT

In this section, we validate our theoretical results by comparing CORSA with the state-of-the-art
BAI algorithm Track-and-Stop (Garivier & Kaufmann, 2016).

To obtain the theoretical optimal sampling ratio, we consider a problem instance with three arms,
with mean parameters µ = (2.0, 1.8, 1.8) and common variance σ2 = 1. The probability of correct
identification and sample complexity are estimated from 200 independent runs of the algorithms.
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(c) Sampling Ratio of Track-and-Stop
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(d) Sampling Ratio of CORSA (ρ = 0.5)

Figure 1: Performance Comparison Between CORSA and Track-and-Stop (δ = 0.1 and n0 = 10)

Figure 1 compares CORSA and Track-and-Stop in terms of empirical sample complexity, probabil-
ity of correct identification, and sampling ratio. The results demonstrate that CORSA outperforms
Track-and-Stop in both probability of correct identification and sample complexity, highlighting that
the proposed correlated sampling method improves sampling efficiency. Moreover, the gain in sam-
ple complexity becomes more pronounced as the correlation coefficient ρ increases. Finally, the
sampling ratio ω(t) of Track-and-Stop converges to (0.414, 0.293, 0.293) with a higher complexity
measure H∗(µ) = 145.71, whereas CORSA converges to the optimal ratio (1/3, 1/3, 1/3) with a
lower complexity T ∗(µ) = 75, thereby verifying the asymptotic optimality stated in Theorem 3.
The results remain consistent across different confidence levels δ (Appendix A.8).

We also conduct a queueing service rate optimization example to evaluate the practical performance
of the algorithm in real-world applications. The detailed experimental setup and results are provided
in Appendix A.9. The findings consistently show that CORSA is more sample-efficient than Track-
and-Stop.

6 CONCLUSION

This paper shows how correlated sampling can improve the best-known sample complexity for BAI
under the fixed-confidence setting. We establish an instance-dependent lower bound and propose
CORSA, an asymptotically optimal algorithm that achieves this bound. Unlike existing methods, our
approach is flexible, reward-function independent, and easy to implement. These results introduce
a new algorithmic framework for BAI with correlated sampling and offer fresh insights into the role
of correlation in sequential decision-making. Future directions include extensions to heterogeneous
correlations and applications to best-policy identification in reinforcement learning.

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2026

REFERENCES
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unimodal bandits. arXiv preprint arXiv:2411.01898, 2024b.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2026

Eduardo Ochoa Rivera and Ambuj Tewari. Near optimal pure exploration in logistic bandits. arXiv
preprint arXiv:2410.20640, 2024.

Chengshuai Shi, Kun Yang, Jing Yang, and Cong Shen. Best arm identification for prompt learning
under a limited budget. arXiv preprint arXiv:2402.09723, 2024.

Natasha K Stout and Sue J Goldie. Keeping the noise down: common random numbers for disease
simulation modeling. Health care management science, 11(4):399–406, 2008.

Sofı́a S Villar, Jack Bowden, and James Wason. Multi-armed bandit models for the optimal design
of clinical trials: benefits and challenges. Statistical science: a review journal of the Institute of
Mathematical Statistics, 30(2):199, 2015.

Jason Y Wang, Jason M Stevens, Stavros K Kariofillis, Mai-Jan Tom, Dung L Golden, Jun Li, Jose E
Tabora, Marvin Parasram, Benjamin J Shields, David N Primer, et al. Identifying general reaction
conditions by bandit optimization. Nature, 626(8001):1025–1033, 2024.

Po-An Wang, Ruo-Chun Tzeng, and Alexandre Proutiere. Fast pure exploration via frank-wolfe.
Advances in Neural Information Processing Systems, 34:5810–5821, 2021.

Marc Wanner, Johan Jonasson, Emil Carlsson, and Devdatt Dubhashi. Variational quantum opti-
mization with continuous bandits. arXiv preprint arXiv:2502.04021, 2025.

Richard R Weber and Shaler Stidham Jr. Optimal control of service rates in networks of queues.
Advances in applied probability, 19(1):202–218, 1987.

RD Wright and TE Ramsay Jr. On the effectiveness of common random numbers. Management
Science, 25(7):649–656, 1979.

Ying Zhong and L Jeff Hong. Knockout-tournament procedures for large-scale ranking and selection
in parallel computing environments. Operations Research, 70(1):432–453, 2022.

Yinglun Zhu, Dongruo Zhou, Ruoxi Jiang, Quanquan Gu, Rebecca Willett, and Robert Nowak. Pure
exploration in kernel and neural bandits. Advances in neural information processing systems, 34:
11618–11630, 2021.

A APPENDIX

A.1 LARGE LANGUAGE MODELS USAGE

ChatGPT was used for wording refinement and expression improvement.

A.2 PROOF OF THEOREM 1.

For every t ≥ 1, let Na(t) denote the random number of samples allocated to arm a up to time
step t. Sort the arms in descending order based on the number of samples obtained, and use the
subscript (a) to denote the arm ranked a-th in this ordering. Since, for a fixed replication index l,
the observations are dependent, the KL divergence between two BAI problem instances µ and λ can
be expressed as ∑

a∈K
E[N(a)(t)−N(a−1)(t)]KL(µ(a), . . . , µ(K)||λ(a), . . . , λ(K)), (22)

where we define N(0)(t) = 0.

Let a∗(λ) denote the best arm under problem instance λ, so that a∗(µ) = 1. Then, for any alternative
instance λ with a unique best arm a∗(λ) ̸= 1, the definition of a fixed-confidence algorithm implies
that

Pµ(âτ ̸= 1) ≤ δ, (23)

and
Pλ(âτ ̸= 1) ≥ 1− δ. (24)

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

By the transportation lemma (Lemma 1 in Kaufmann et al. (2016)), for any alternative instance λ
with a∗(λ) ̸= 1, we obtain∑

a∈K
E[N(a)(τ)−N(a−1)(τ)]KL(µ(a), . . . , µ(K)||λ(a), . . . , λ(K)) ≥ kl(δ, 1− δ). (25)

Therefore, it holds that

kl(δ, 1− δ) ≤
∑
a∈K

E[N(a)(τ)−N(a−1)(τ)]KL(µ(a), . . . , µ(K)||λ(a), . . . , λ(K))

≤ inf
a∗(λ)̸=1

∑
a∈K

E[N(a)(τ)−N(a−1)(τ)]KL(µ(a), . . . , µ(K)||λ(a), . . . , λ(K))

≤ sup
ω∈Ω

inf
a∗(λ) ̸=1

∑
a∈K

E[N(a)(τ)−N(a−1)(τ)]KL(µ(a), . . . , µ(K)||λ(a), . . . , λ(K))

≤ E[τ ] sup
ω∈Ω

inf
a∗(λ) ̸=1

∑
a∈K

(ω(a) − ω(a−1))KL(µ(a), . . . , µ(K)||λ(a), . . . , λ(K)),

(26)
where ω(a) = E[N(a)(τ)]/E[τ ] denote the sampling ratio of the arm (a) ∈ K.

Therefore, we conclude that

E[τ ] ≥

[
sup
ω∈Ω

inf
a∗(λ)̸=1

∑
a∈K

(ω(a) − ω(a−1))KL(µ(a), . . . , µ(K)||λ(a), . . . , λ(K))

]−1

kl(δ, 1− δ)

= T ∗(µ)kl(δ, 1− δ).
(27)

As δ → 0, kl(δ, 1− δ) ∼ log(1/δ). Hence, we obtain the following asymptotic lower bound

lim inf
δ→0

E[τ ]
log(1/δ)

≥ T ∗(µ). (28)

We can further verify that

T ∗(µ)−1

= sup
ω∈Ω

inf
a∗(λ) ̸=1

∑
a∈K

(ω(a) − ω(a−1))KL(µ(a), . . . , µ(K)||λ(a), . . . , λ(K))

=

{
maxω∈Ω mina∈K′ infλ1≤λa

ωaKL(µ1, µa||λ1, λa) + (ω1 − ωa)KL(µ1||λ1), if ω1 ≥ ωa,

maxω∈Ω mina∈K′ infλ1≤λa
ω1KL(µ1, µa||λ1, λa) + (ωa − ω1)KL(µa||λa), if ωa ≥ ω1.

(29)

We begin with the case ω1 ≥ ωa and consider the following optimization problem

max
ω∈Ω

min
a∈K′

inf
λ1≤λa

ωaKL(µ1, µa||λ1, λa) + (ω1 − ωa)KL(µ1||λ1). (30)

By the definition of the KL divergence between two-dimensional Gaussian distributions, we obtain

KL(µ1, µa||λ1, λa) =
1

2σ2(1− ρ2)

(
(µ1 − λ1)

2 − 2ρ(µ1 − λ1)(µa − λa) + (µa − λa)
2

)
. (31)

Similarly, in the one-dimensional case, we obtain

KL(µ1||λ1) =
(µ1 − λ1)

2

2σ2
. (32)

Then, the inner optimization problem in (30) can be rewritten as

inf
ωa

2σ2(1− ρ2)

(
(µ1 − λ1)

2 − 2ρ(µ1 − λ1)(µa − λa) + (µa − λa)
2

)
+

ω1 − ωa

2σ2
(µ1 − λ1)

2

s.t. λ1 ≤ λa.
(33)

12
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The Lagrangian corresponding to this optimization problem is

L(λ, ν) =
ωa

2σ2(1− ρ2)

(
(µ1 − λ1)

2 − 2ρ(µ1 − λ1)(µa − λa)

+ (µa − λa)
2

)
+

ω1 − ωa

2σ2
(µ1 − λ1)

2 + ν(λ1 − λa).

(34)

The KKT conditions are given by

ωa

σ2(1− ρ2)

(
(λ1 − µ1) + ρ(µa − λa)

)
+

ω1 − ωa

σ2
(λ1 − µ1) + ν = 0

ωa

σ2(1− ρ2)

(
ρ(µ1 − λ1) + (λa − µa)

)
− ν = 0

ν(λ1 − λa) = 0,

(35)

where (λ, ν) is the primal and dual pair.

It is straightforward to verify that ν∗ = 0. Consequently, by the third KKT condition, the optimal
solution satisfies λ∗

1 = λ∗
a. Combining this with the first two KKT conditions, we obtain

λ∗
1 = λ∗

a =
ω1 + ρ(ω1 − ωa)

ω1 + ωa + ρ(ω1 − ωa)
µ1 +

ωa

ω1 + ωa + ρ(ω1 − ωa)
µa. (36)

Then, we can obtain that

λ∗
a−µa =

ω1 + ρ(ω1 − ωa)

ω1 + ωa + ρ(ω1 − ωa)
(µ1−µa), λ∗

1−µ1 =
ωa

ω1 + ωa + ρ(ω1 − ωa)
(µa−µ1). (37)

Using these results, we find that the optimal value satisfies

ωa

2σ2(1− ρ2)

(
(µ1 − λ∗

1)
2 − 2ρ(µ1 − λ∗

1)(µa − λa) + (µa − λ∗
a)

2

)
+

ω1 − ωa

2σ2
(µ∗

1 − λ∗
1)

2

=
ω1ωa(µ1 − µa)

2

2σ2(1− ρ)(ω1 + ωa + ρ(ω1 − ωa))

=
(µ1 − µa)

2

2σ2

(
(ρ− 1)2

ω1
+

1− ρ2

ωa

) .

(38)

This implies that, when ω1 ≥ ωa, the optimization problem is equivalent to

min
ω∈Ω

max
a∈K′

2σ2

(
(ρ− 1)2

ω1
+

1− ρ2

ωa

)
(µ1 − µa)2

. (39)

Similarly, we can follow the same method show that when ωa ≥ ω1, the corresponding optimization
problem is equivalent to

min
ω∈Ω

max
a∈K′

2σ2

(
(ρ− 1)2

ωa
+

1− ρ2

ω1

)
(µ1 − µa)2

, (40)

which concludes the proof of Theorem 1.

A.3 PROOF OF LEMMA 1.

We prove this result by contradiction. Define

G∗
1 = max

a∈K′
Fa(ω

∗, µ),

13
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and let
S1 = {a ∈ K′ : Fa(ω

∗, µ) = G∗
1}, (41)

where K′ = {2, . . . ,K} denotes the set of suboptimal arms. Suppose the conclusion does not hold.
Then there exists a nonempty set

S2 = K′ \ S1 ̸= ∅.
Then, we know that

G∗
2 = max

a∈S2

Fa(ω
∗, µ) < max

a∈K′
Fa(ω

∗, µ) = G∗
1. (42)

Next, we construct a perturbed sampling ratio ω̃(ϵ). Consider

ω̃a(ϵ) =


ω∗
1 + ϵ, if a = 1,

ω∗
a + ϵ, if a ∈ S1,

ω∗
a − C0ϵ, if a ∈ S2,

(43)

where C0 = (1 + |S1|)/|S2| and ϵ ∈ (0,mina∈S2 ω
∗
a/C0).

It is straightforward to verify that ω̃(ϵ) ∈ Ω, so it is a feasible solution to the optimization prob-
lem (5).

Define
G̃1(ϵ) = max

a∈K′
Fa(ω̃(ϵ), µ), G̃2(ϵ) = max

a∈S2

Fa(ω̃(ϵ), µ).

Since Fa(ω, µ) is a monotonically decreasing function with respect to ω, we have that

G̃1(ϵ) = max
a∈K′

F (ω̃(ϵ), µ) < max
a∈K′

Fa(ω
∗, µ) = G∗

1. (44)

Moreover, as G̃2(ϵ) is continuous in ϵ and G∗
2 < G∗

1, for sufficiently small ϵ we obtain

G̃2(ϵ) < G∗
1. (45)

Thus, under ω̃(ϵ) the objective value is strictly smaller, implying that ω̃(ϵ) is a better solution than
ω∗. This contradicts the optimality of ω∗.

Therefore, we conclude that for any suboptimal arm a, b ∈ K′,

Fa(ω
∗, µ) = Fb(ω

∗, µ).

A.4 PROOF OF THEOREM 2.

By Lemma 1, the optimization problem in (5) can be reformulated as

min
ω,Y
Y

s.t. 2σ2

(
(ρ− 1)2

ω1
+

1− ρ2

ωa

)
= Y(µ1 − µa)

2, ∀a ∈ K1,

2σ2

(
(ρ− 1)2

ωa
+

1− ρ2

ω1

)
= Y(µ1 − µa)

2, ∀a ∈ K2,∑
a∈K

ωa = 1, ωa ≥ 0, Y ≥ 0,

(46)

where K1 = {a ∈ K′ : ω∗
a ≤ ω∗

1},K2 = {a ∈ K′ : ω∗
a > ω∗

1}.
Consider first a ∈ K1, i.e., ω∗

a ≤ ω∗
1 . Solving the equality constraint yields

ω∗
a =

2σ2(1− ρ2)ω∗
1

Y∗ω∗
1(µ1 − µa)2 − 2σ2(ρ− 1)2

, (47)
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while the condition ω∗
a ≤ ω∗

1 reduces to

Y∗ω∗
1(µ1 − µa)

2 ≥ 4σ2(1− ρ), (48)

while the condition ω∗
a ≥ 0 reduces to

Y∗ω∗
1(µ1 − µa)

2 ≥ 2σ2(ρ− 1)2. (49)

Since 4σ2(1 − ρ) ≥ 2σ2(ρ − 1)2, the non-negativity requirement (49) is automatically satisfied
whenever (48) holds.

Now consider a ∈ K2, where ω∗
a > ω∗

1 . From the equality constraint we obtain

ω∗
a =

2σ2(ρ− 1)2ω∗
1

Y∗ω∗
1(µ1 − µa)2 − 2σ2(1− ρ2)

. (50)

The condition ω∗
a > ω∗

1 is equivalent to

Y∗ω∗
1(µ1 − µa)

2 < 4σ2(1− ρ), (51)

and the non-negativity constraint ω∗
a ≥ 0 requires

Y∗ω∗
1(µ1 − µa)

2 ≥ 2σ2(1− ρ2). (52)

Define x∗ = Y∗ω∗
1 , and substitute ω∗

a into the normalization constraint. This yields

ω∗
1

[
1 +

∑
a∈K1

2σ2(1− ρ2)

x∗(µ1 − µa)2 − 2σ2(ρ− 1)2
+
∑
a∈K2

2σ2(ρ− 1)2

x∗(µ1 − µa)2 − 2σ2(1− ρ2)

]
= 1. (53)

Multiplying both sides of the equation by Y∗, we can obtain

Y∗ = x∗ +
∑
a∈K1

2σ2(1− ρ2)x∗

x∗(µ1 − µa)2 − 2σ2(ρ− 1)2
+
∑
a∈K2

2σ2(ρ− 1)2x∗

x∗(µ1 − µa)2 − 2σ2(1− ρ2)
, (54)

Hence, the original optimization problem is equivalent to

min
x∈F(x)

g(x) = x+
∑
a∈K1

2σ2(1− ρ2)x

x(µ1 − µa)2 − 2σ2(ρ− 1)2
+
∑
a∈K2

2σ2(ρ− 1)2x

x(µ1 − µa)2 − 2σ2(1− ρ2)
, (55)

where the feasible region is determined by the non-negativity conditions,

F(x) =
{
x ≥ 2σ2(1− ρ2)

(µ1 − µa)2
,∀a ∈ K2

}
. (56)

A.5 PROOF OF COROLLARY 1.

By the definition of {C(i), i = 0, . . . ,K − 1}, the interval [0,+∞) can be decomposed as

[0,+∞) =

K−1⋃
i=0

[C(i), C(i+1)). (57)

Therefore, it is straightforward to verify that the optimization problem in (11) is equivalent to

min
i∈{0,...,K−1}

min
x∈[C(i),C(i+1))∩F(x)

gi(x), (58)

where

gi(x) = x+
∑

a∈K′\Vi

2σ2(1− ρ2)x

x(µ1 − µa)2 − 2σ2(ρ− 1)2
+
∑
a∈Vi

2σ2(ρ− 1)2x

x(µ1 − µa)2 − 2σ2(1− ρ2)
, (59)
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and Vi = {a ∈ K′ : 4σ2(1− ρ)/(µ1 − µa)
2 > C(i)}.

Next, we show that the function gi(x) has at most one zero on the interval [C(i), C(i+1)) for each
i ∈ {0, . . . ,K − 1}. It is straightforward to verify that gi(x) is smooth on [C(i), C(i+1)) for all
i ∈ {0, . . . ,K − 1}. Hence, we have

g′i(x) = 1−
∑

a∈K′\Vi

4σ4(1− ρ2)(ρ− 1)2

[x(µ1 − µa)2 − 2σ2(ρ− 1)2]2
−
∑
a∈Vi

4σ4(1− ρ2)(ρ− 1)2

[x(µ1 − µa)2 − 2σ2(1− ρ2)]2

= 1−
∑
a∈K′

Ba

(x−Da)2
,

(60)

where

Ba =
4σ4(1− ρ2)(ρ− 1)2

(µ1 − µa)4
, and Da =


2σ2(ρ− 1)2

(µ1 − µa)2
, if a ∈ K \ V,

2σ2(1− ρ2)

(µ1 − µa)2
, if a ∈ V.

Define the function fi(x) = g′i(x)x
2. Then we have

fi(x) = g′i(x)x
2 = x2 −

∑
a∈K

Ba +
∑
a∈K

−2BaDa(x−Da/2)

(x−Da)2
. (61)

A direct calculation gives

f ′
i(x) = 2x+

∑
a∈K

2BaDax(x−Da)

(x−Da)4
. (62)

It is straightforward to verify that BaDa > 0. Since x ∈ [C(i), C(i+1)), when a ∈ Vi, we have
Da = 2σ2(1− ρ2)/(µ1 − µa)

2, and

Y(µ1 − µa)
2 = 2σ2

(
(ρ− 1)2

ωa
+

1− ρ2

ω1

)
> 2σ2 1− ρ2

ω1
, (63)

which means x = Yω1 > 2σ2(1− ρ2)/(µ1 − µa)
2 = Da.

Similarly, when a ∈ K′ \ Vi, we have Da = 2σ2(ρ− 1)2/(µ1 − µa)
2, and

Y(µ1 − µa)
2 = 2σ2

(
(ρ− 1)2

ω1
+

1− ρ2

ωa

)
> 2σ2 (ρ− 1)2

ω1
(64)

which means x = Yω1 > 2σ2(ρ− 1)2/(µ1 − µa)
2 = Da.

Therefore, we conclude that f ′
i(x) > 0 and fi(x) is strictly increasing on the interval [C(i), C(i+1)).

It follows that g′i(x) has at most one zero for x > 0 on this interval.

A.6 PROOF OF PROPOSITION 1.

The optimization problem in (14) is equivalent to

T ∗(µ) =


min
ω∈Ω

σ2
1(ρr − 1)2

ω1
+

σ2
2(1− ρ2)

ω2
if ω1 ≥ ω2,

min
ω∈Ω

σ2
2(ρ/r − 1)2

ω2
+

σ2
1(1− ρ2)

ω1
if ω2 ≥ ω1.

(65)

Consider the case ω1 ≥ ω2, and define

F (ω1) =
σ2
1(ρr − 1)2

ω1
+

σ2
2(1− ρ2)

1− ω1
. (66)
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Since ω2
1 ≥ (1− ω1)

2, we have

F ′(ω1) =
σ2
2(1− ρ2)

(1− ω1)2
− σ2

1(ρr − 1)2

ω2
1

≥ σ2
2(1− ρ2)

ω2
1

− σ2
1(ρr − 1)2

ω2
1

=
σ2
2(1− ρ2)− σ2

1(ρr − 1)2

ω2
1

.

(67)

When r2(1 − ρ2) ≥ (ρr − 1)2, we have F ′(ω1) ≥ 0, and the corresponding optimal solution is
ω∗
1 = 1/2. Otherwise, solving F ′(ω1) = 0 yields

ω∗
1 =

(1/r)
√

(ρr − 1)2/(1− ρ2)

1 + (1/r)
√

(ρr − 1)2/(1− ρ2)
. (68)

Next, consider the case ω2 ≥ ω1, and define

F (ω1) =
σ2
2(ρ/r − 1)2

1− ω1
+

σ2
1(1− ρ2)

ω1
. (69)

Since we have ω2
1 ≤ (1− ω1)

2, it holds that

F ′(ω1) =
σ2
2(ρ/r − 1)2

(1− ω1)2
− σ2

1(1− ρ2)

ω2
1

≤ σ2
2(ρ/r − 1)2

ω2
1

− σ2
1(1− ρ2)

ω2
1

=
σ2
2(ρ/r − 1)2 − σ2

1(1− ρ2)

ω2
1

.

(70)

When r2(ρ/r − 1)2 ≤ (1 − ρ2), we have F ′(ω1) ≤ 0, and the corresponding optimal solution is
ω∗
1 = 1/2. Otherwise, let F ′(ω1) = 0, we can obtain that

ω∗
1 =

(1/r)
√

(1− ρ2)/(ρr − 1)2

1 + (1/r)
√

(1− ρ2)/(ρr − 1)2
, (71)

which completes the proof.

A.7 PROOF OF THEOREM 3

The proof of Theorem 3 builds on several supporting lemmas. Lemma 2 establishes the statistical
validity of the CORSA algorithm, while Lemma 3 proves a key continuity property. Lemma 4 recalls
known results for the sampling rule. Finally, these results are combined to derive both almost-sure
and expected upper bounds on the stopping time τ .

Lemma 2. The CORSA algorithm satisfies that P(âτ ̸= 1) ≤ δ.

Proof. We begin by presenting a useful property of the KL divergence for a K-dimensional Gaussian
distribution with positive correlation ρ > 0.

By definition, the KL divergence between N (µ,Σ) and N (λ,Σ) is

KL(µ||λ) = 1

2
(µ− λ)⊤Σ−1(µ− λ), (72)

where the covariance matrix is
Σ = σ2((1− ρ)I + ρ11⊤),

with I denoting the identity matrix and 1 the all-ones vector.

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2026

Applying the Sherman–Morrison formula, we obtain

Σ−1 =
1

σ2

(
1

1− ρ
I − ρ

(1− ρ)(1 + (K − 1)ρ)
11⊤

)
. (73)

For K > 1 and ρ ∈ (0, 1), we have Σ−1 ⪯ 1
(1−ρ)σ2 I , which implies that

KL(µ||λ) = 1

2
(µ− λ)⊤Σ−1(µ− λ)

≤ 1

2(1− ρ)σ2
(µ− λ)⊤(µ− λ)

=
1

2(1− ρ)σ2

∑
a∈K

(µa − λa)
2

=
1

(1− ρ)

∑
a∈K

KL(µa||λa).

(74)

This property yields an upper bound on KL(µ||λ) in terms of the KL divergence of the marginal
distribution, thereby simplifying the analysis of the statistical validity of the CORSA algorithm.

The stopping rule of the CORSA algorithm is defined as follows

τ = inf{t ∈ N : tT (µ̂(t), ω(t))−1 ≥ β(t, δ, ρ)}. (75)

To establish the statistical validity of the CORSA algorithm, it suffices to show that

P (τ <∞, âτ ̸= 1) ≤ δ. (76)

We begin by noting that

P (τ <∞, âτ ̸= 1)

≤P
(
∃t ∈ N, ât ̸= 1, tT (µ̂(t), ω(t))−1 ≥ β(t, δ, ρ)

)
=P

(
∃t ∈ N, ât ̸= 1, inf

a∗(λ)̸=ât

∑
a∈K

[N(a)(t)−N(a−1)(t)]KL(µ̂(a)(t), . . . , µ̂(K)(t)||λ(a), . . . , λ(K)) ≥ β(t, δ, ρ)

)

=P

(
∃t ∈ N,

∑
a∈K

[N(a)(t)−N(a−1)(t)]KL(µ̂(a)(t), . . . , µ̂(K)(t)||µ(a), . . . , µ(K)) ≥ β(t, δ, ρ)

)

≤P

(
∃t ∈ N,

1

1− ρ

∑
a∈K

Na(t)KL(µ̂a(t)||µa) ≥ β(t, δ, ρ)

)

≤
∞∑
t=1

P

(∑
a∈K

Na(t)KL(µ̂a(t)||µa) ≥ (1− ρ)β(t, δ, ρ)

)

≤
∞∑
t=1

eK+1

(
(1− ρ)2β(t, δ, ρ)2 log(t)

K

)K

e−(1−ρ)β(t,δ,ρ)

(77)

By setting

β(t, δ, ρ) = log

(
Ct2 log(1/δ)2K+1

δ

)
,

and choosing the constant C, which depends on K, δ, and ρ, sufficiently large such that
∞∑
t=1

eK+1

(
(1− ρ)2β(t, δ, ρ)2 log(t)

K

)K

e−(1−ρ)β(t,δ,ρ) ≤ δ, (78)

we can conclude that
P (τ <∞, âτ ̸= 1) ≤ δ. (79)
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Lemma 3. The function T (µ, ω)−1 is continuous in both µ and ω. Moreover, the optimal sampling
ratio ω∗(µ) satisfies ω∗

a(µ) > 0 for all a ∈ K.

Proof. Proof of Lemma 3 For each suboptimal arm a ∈ K, define the function

fa(ω, µ) =



(µ1 − µa)
2

2σ2

(
(ρ− 1)2

ω1
+

1− ρ2

ωa

) if ω1 ≥ ωa,

(µ1 − µa)
2

2σ2

(
(ρ− 1)2

ωa
+

1− ρ2

ω1

) if ωa ≥ ω1.
(80)

Then we have T (ω, µ)−1 = mina∈K′ fa(ω, µ). For the cases ω1 > ωa and ω1 < ωa, the function
fa(ω, µ) is continuous in both ω and µ.

When ω1 = ωa, we have

fa(ω, µ) =
(µ1 − µa)

2

2σ2

(
(ρ− 1)2

ω1
+

1− ρ2

ωa

) , (81)

which shows that fa(ω, µ) is also continuous in ω at the boundary. Therefore, fa(ω, µ) is continuous
in both ω and µ.

Define the set B = {λ ∈ RK : λ1 > λ2 ≥, . . . , λK}. By the definition of µ, we have µ ∈ B. Then,
there exists a sufficiently small constant ϵ1 > 0 such that, if ∥µ− λ∥∞ < ϵ1, it follows that λ ∈ B.

Then, for any ξ > 0, there exists a constant 0 < ϵ2 ≤ ϵ1 such that

|T (ω, µ)−1−T (ω, λ)−1| = | min
a∈K′

fa(ω, µ)−min
a∈K′

fa(ω, λ)| ≤ ϵ2| min
a∈K′

fa(ω, µ)| = ϵ2|T (ω, µ)−1|,
(82)

which establishes the continuity of T (ω, µ)−1 with respect to µ. The continuity of ω follows by the
same argument.

Now, we show that the optimal sampling ratio ω∗(µ) satisfies ω∗
a(µ) > 0 for all a ∈ K. Suppose,

for the sake of contradiction, that there exists an arm a ∈ K such that ω∗
a(µ) = 0. In this case,

the corresponding fa(ω, µ) = 0, which implies T (ω, µ)−1 = 0. This contradicts the optimality of
ω∗(µ), since we can always select a feasible uniform sampling rule ω̃ ∈ Ω with ω̃a = 1/K,∀a ∈ K,
yielding T (ω, µ)−1 > 0. Therefore, it must hold that ω∗(µ) satisfies ω∗

a(µ) > 0 for all a ∈ K.

Lemma 4. (Lemma 17 in Garivier & Kaufmann (2016)). Consider the following sampling rule

at+1 =

{
argmina∈Ut

Na(t), if Ut ̸= ∅
argmaxa∈K tω∗

a(µ̂(t))−Na(t), o.w.
(83)

where Ut = {a ∈ K : Na(t) ≤
√
t − K/2}. Then, for every arm a ∈ K, we have Na(t) ≥

(
√
t−K/2)+ − 1. Furthermore, for any ϵ > 0 and t0 > 0 such that

sup
t≥t0

max
a∈K

∣∣∣∣ω∗
a(µ̂(t))− ω∗

a(µ)

∣∣∣∣ ≤ ϵ, (84)

there exists t1 > 0 such that

sup
t≥t1

max
a∈K

∣∣∣∣Na(t)

t
− ω∗

a(µ)

∣∣∣∣ ≤ 3(K − 1)ϵ. (85)

We now proceed to establish the sample complexity upper bound stated in Theorem 3.

Consider the following clean event

E =

{
µ̂(t)→ µ,max

a∈K

∣∣∣∣Na(t)

t
− ω∗

a(µ)

∣∣∣∣→ 0

}
. (86)
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According to Lemma 4, the sampling rule guarantees that Na(t) ≥ (
√
t − K/2)+ − 1. Applying

the law of large numbers, it then follows that µ̂(t)→ µ almost surely. According to Corollary 1, the
function g′i(x) has at most one zero on the interval [C(i), C(i+1)) for each i = 0, . . . ,K − 1. If no
zero exists on the interval [C(i), C(i+1)), then the minimum of gi(x) occurs at one of the endpoints,
C(i) or C(i+1). The search mechanism of CORSA guarantees finding the global minimum of g(x),
from which we can further obtain the empirical sampling ratio ω∗(µ̂(t)). Since ω∗(µ) is continuous
with respect to µ, then for any ϵ > 0, there exists t0 > 0 such that

sup
t≥t0

max
a∈K

∣∣∣∣ω∗
a(µ̂(t))− ω∗

a(µ)

∣∣∣∣ ≤ ϵ

3(K − 1)
. (87)

Applying Lemma 4, there exists some t1 > 0 such that

sup
t≥t1

max
a∈K

∣∣∣∣Na(t)

t
− ω∗

a(µ)

∣∣∣∣ ≤ ϵ. (88)

Therefore, we conclude that P(E) = 1. Condition on the event E , and by Lemma 3, T (ω, µ)−1 is
continuous in both ω and µ. Hence, for any ϵ > 0, there exists t2 > 0 such that, for all t ≥ t2, we
have

T (ω(t), µ̂(t))−1 ≥ (1− ϵ)T (ω∗(µ), µ)−1. (89)

Since the threshold function satisfies β(t, δ, ρ) = o(t), there exists t3 > 0 such that, for all t ≥ t3,
we have

β(t, δ, ρ) ≤ log(1/δ) + ϵT (ω∗(µ), µ)−1t. (90)

Then, the stopping time τ satisfies that

τ = inf{t ∈ N : tT (µ̂(t), ω(t))−1 ≥ β(t, δ, ρ)}
≤ t0 + t1 + t2 + inf{t ∈ N : tT (µ̂(t), ω(t))−1 ≥ log(1/δ) + ϵT (ω∗(µ), µ)−1t}
≤ t0 + t1 + t2 + inf{t ∈ N : t(1− ϵ)T (ω∗(µ), µ)−1 ≥ log(1/δ) + ϵT (ω∗(µ), µ)−1t}
= t0 + t1 + t2 + inf{t ∈ N : t(1− 2ϵ)T (ω∗(µ), µ)−1 ≥ log(1/δ)}

= t0 + t1 + t2 +
T (ω∗(µ), µ) log(1/δ)

1− 2ϵ
.

(91)

Therefore, we have

lim sup
δ→0

τ

log(1/δ)
≤ T (ω

∗(µ), µ)

1− 2ϵ
, (92)

almost surely. By letting ϵ→ 0, it follows that

P
(
lim sup

δ→0

τ

log(1/δ)
≤ T ∗(µ)

)
= 1. (93)

Next, we derive an upper bound on the expected stopping time E[τ ]. According to Lemma 3,
T (ω, µ)−1 is continuous in both ω and µ.Then, for any ϵ > 0, there exists ξ1(ϵ) > 0 such that
for any ω(t) and µ̂(t) satisfy ∥µ̂(t)− µ∥∞ ≤ ξ1(ϵ), and ∥ω(t)− ω∗(µ)∥∞ ≤ ξ1(ϵ), we have

T (ω(t), µ̂(t))−1 ≥ (1− ϵ)T (ω∗, µ)−1. (94)

Since ω∗(µ̂(t)) → ω∗(µ) almost surely, then there exists ξ2(ϵ) such that for any µ̂(t) satis-
fies ∥µ̂(t) − µ∥∞ ≤ ξ2(ϵ), we have ∥ω∗(µ̂(t)) − ω∗(µ)∥∞ ≤ ξ1(ϵ)/3(K − 1). Let ξ(ϵ) =
min{ξ1(ϵ), ξ2(ϵ)} and define the event

ET =

T⋂
t=T 1/4

{∥µ̂(t)− µ∥∞ ≤ ξ(ϵ)}. (95)

Let ϵ1 = ξ1(ϵ)/3(K − 1), according to Lemma 4, we know that there exists a constant T (ϵ1), such
that for all T > T (ϵ1), condition on the event ET , we have

sup
t≥T 1/2

max
a∈K

∣∣∣∣Na(t)

t
− ω∗

a(µ)

∣∣∣∣ ≤ ξ1(ϵ), (96)
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which further implies that T (ω(t), µ̂(t))−1 ≥ (1− ϵ)T (ω∗, µ)−1.

Then, we have

min(τ, T ) ≤ T 1/2 +

T∑
t=T 1/2

I(τ > t)

≤ T 1/2 +

T∑
t=T 1/2

I
(
tT (ω(t), µ̂(t))−1 ≤ β(t, δ, ρ)

)
≤ T 1/2 +

T∑
t=T 1/2

I
(
t ≤ β(t, δ, ρ)T (ω∗(µ), µ)

1− ϵ

)
≤ T 1/2 +

β(t, δ, ρ)T (ω∗(µ), µ)

1− ϵ
.

(97)

Define T ∗
1 (δ) = inf

{
t ∈ N : T 1/2 + β(t,δ,ρ)T (ω∗(µ),µ)

1−ϵ < T
}

, then, for any T >

max(T (ϵ1), T
∗
1 (δ)), we have ET ⊂ (τ ≤ T ). Therefore, we have

E[τ ] =
∞∑

T=1

P(τ ≥ T ) ≤ T (ϵ1)+T ∗
1 (δ)+

∞∑
T=T (ϵ1)+T∗

1 (δ)

P(τ ≥ T ) ≤ T (ϵ1)+T ∗
1 (δ)+

∞∑
T=1

P(EcT ).

(98)

According to Lemmas 18 and 19 of Garivier & Kaufmann (2016), we have that

T (ϵ1) =
T ∗(ω∗(µ), µ)

1− ϵ
(O(log(1/δ)) +O(log log(1/δ))) , (99)

and
∑∞

T=1 P(EcT ) <∞. Therefore,

lim sup
δ→0

E[τ ]
log(1/δ)

≤ 1

1− ϵ
T ∗(ω∗(µ), µ). (100)

Letting ϵ→ 0 completes the proof.

A.8 DETAILS OF NUMERICAL EXPERIMENTS

For Track-and-Stop, we adopt the heuristic threshold β(t, δ) = log((log(t) + 1)/δ) proposed
in Garivier & Kaufmann (2016) and also used in (Wang et al., 2021). For CORSA, we use
β(t, δ) = log((log(t) + 1)/((1 − ρ)3δ)), which, although not theoretically justified, remains con-
servative enough to ensure correct identification.

Figure 2 compares the sample complexity of CORSA and Track-and-Stop under different confidence
levels δ. The results show that as δ decreases, the required number of samples increases. Moreover,
CORSA consistently requires fewer samples than Track-and-Stop.

A.9 APPLICATION EXAMPLE: QUEUEING SERVICE RATE OPTIMIZATION

In this subsection, we evaluate the performance of CORSA through a queueing service rate opti-
mization example. Queueing service rate optimization is a fundamental problem in simulation, as
it plays a key role in improving the performance and efficiency of stochastic systems (Weber &
Stidham Jr, 1987).

Consider a single-server queueing system where customers arrive according to a Poisson process
with rate λ, and service times are independent and identically distributed (i.i.d.) according to an
exponential distribution with rate µ. The performance measure of the system is defined as

f(µ) = E[S(µ)] + Cµ, (101)

where E[S(µ)] denotes the average sojourn time under service rate µ, and Cµ > 0 represents the
corresponding operational cost. Intuitively, increasing the service rate reduces the average sojourn
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(a) Sample Complexity with δ = 0.05
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(b) Sample Complexity with δ = 0.01

Figure 2: Performance Comparison Between CORSA and Track-and-Stop

time but also raises the operational cost. Hence, the problem requires a trade-off between system
efficiency and cost.

In this example, we set the arrival rate to λ = 0.5, the unit cost to C = 10, and consider alternative
service rates µ ∈ {0.51, 0.53, 0.55, 0.57, 0.59}. At each time step t, the agent selects a service
rate µt and runs a simulation model to obtain a random observation of the average sojourn time.
For each simulation experiment, the average sojourn time is estimated using 40 customers. Positive
correlation is naturally introduced by employing the same sequence of customer arrivals and service
times across different service rate configurations.

The probability of correct identification and the sample complexity are estimated based on 200
independent runs of the algorithms. Since the variance and correlation coefficient are unknown, we
adopt a homogeneous upper bound with σ2 = 20 and ρ = 0.5 in the implementation.

Figure 3 compares CORSA and Track-and-Stop in terms of the empirical probability of correct
identification and sample complexity. The results demonstrate that CORSA outperforms Track-and-
Stop on both metrics.
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Figure 3: Performance Comparison Between CORSA and Track-and-Stop (δ = 0.1, n0 = 10)
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