
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2025

MOE LENS - AN EXPERT IS ALL YOU NEED

Anonymous authors
Paper under double-blind review

ABSTRACT

Mixture of Experts (MoE) models enable parameter-efficient scaling through
sparse expert activations, yet optimizing their inference and memory costs re-
mains challenging due to limited understanding of their specialization behavior.
We present a systematic analysis of expert specialization in MoEs through two
complementary approaches: domain-specific routing patterns and an early de-
coding framework that tracks expert contributions to output representations. Our
analysis of the DeepSeekMoE model reveals that despite having 64 routed experts
with 6 active for each layer’s computation, the model predominantly relies on
a few specialized experts, with the top-weighted expert’s output closely approx-
imating the full ensemble prediction. We quantitatively validate these findings
through a systematic analysis of the token routing distribution, demonstrating that
very few experts handle over 50% of routing decisions across English, French, and
Code domains. Hidden state similarity between single and ensemble experts for
every layer is extremely high, with some layers having cosine similarity as high as
0.95 and perplexity increasing by only 5% when using a single expert across all
three domains.1 Our results indicate that Mixture of Experts models exhibit con-
centrated expertise highlighting potential opportunities for inference optimization
through targeted expert pruning while maintaining model performance and open-
ing avenues towards studying localization of learned knowledge in these models.

1 INTRODUCTION

Mixture of Experts (MoE) (Shazeer et al., 2017) models offer an efficient way to scale large language
models by activating only a subset of model parameters for each input. However, MoE architectures
face challenges spanning from training complexity and load balancing to routing inefficiencies and
memory constraints (Liu et al., 2025), with many issues arising from how inputs are routed to ex-
perts and how specialization emerges. Recent architectures like DeepSeekMoE (Dai et al., 2024)
have improved expert specialization and load balancing (Wang et al., 2024), demonstrating progress
in mitigating some of these challenges but fundamental questions about the expert behavior like
specialization and knowledge redundancy in a MoE still remain unanswered.

Figure 1: Expert Specialization in DeepSeekMoE. We visualize the distribution of tokens that
are routed to an expert for our English, French, and Code datasets. The y-axis shows the routing
percentage per expert, with the red dashed line indicating a uniform routing baseline (≈ 9.4%). See
Appendix A.1 for an extended plot of other layers.

Expert specialization is an emergent property first observed in vision models like AlexNet
(Krizhevsky et al., 2012) and InceptionV1 (Szegedy et al., 2014), where different network branches

1We will release the codebase for our analysis upon publication.
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develop specialized feature representations. Language Models like Monet (Park et al., 2024) have
demonstrated that drastically scaling up the number of experts, individual experts develop special-
ized classes like chemical compounds, electromagnetism and diseases. MoE architectures with
relatively fewer experts exhibit knowledge redundancy (Oldfield et al., 2024) where a few experts
cover the same diverse, unrelated concepts. This raises the question of how to identify and analyze
the experts in a MoE that develop into monosemantic units, each specializing in distinct linguistic
or computational domains, and how to leverage specialized experts to reduce the inference latency
while preserving the knowledge and reasoning capabilities learned by the model during pre-training.

In this paper, we: (1) investigate expert specialization behavior across distinct domains by analyzing
routing distributions and identifying domain-specialized experts across three data modalities, (2) use
an early-decoding strategy to interpret how individual experts contribute to residual stream represen-
tations at each layer, and find that a single expert is sufficient to converge to output representations
in next-token prediction tasks, and (3) validate our findings through quantitative measures like co-
sine similarity and perplexity. Our empirical results reveal that while certain MoEs exhibit some
domain specialization, they primarily rely on a small set of experts with other experts providing
minimal contributions to the final predictions building towards an interpretable pruning approach
that preserves the next token prediction accuracy while making the model more sparse.

2 BACKGROUND

MoE Layer. In a Mixture-of-Experts (MoEs) architecture (Muennighoff et al., 2024; Dai et al.,
2024; Xue et al., 2024), the Feed-Forward Network (FFN) in a Transformer is substituted with MoE
layers at specified intervals. The MoE layer consists of set of n experts E1, ..., En, each structurally
identical to a standard FFN, and a learned routing network, r, which assigns routing probabilities
to all n experts for each input token, x. The output of the ℓ-th MoE layer for the t-th token, hℓ

t ,
is a weighted sum of the expert outputs scaled by their corresponding routing probability across all
chosen Top-k experts, Ei where i ∈ top-k. Let uℓ

t denote the hidden state of the t-th token after the
l-th attention module (post-attention residual stream). Mathematically,

hℓ
t =

Top-k(rt(x))∑
i=1

(ri,tEi(x)) + uℓ
t, (1)

To analyze how experts specialize in processing different types of inputs, we define expert spe-
cialization as described in Muennighoff et al. (2024) to be the fraction of tokens from a particular
domain D for which expert Ei is selected as one of the top-k experts.

Expert specialization(Ei, D) =
N

(k)
Ei,D

ND
, (2)

where N
(k)
Ei,D

is the number of tokens from domain D for which Ei is among the top-k selected ex-
perts, and ND is the total number of tokens from domain D. We consider an expert to be specialized
in D if it processes significantly more tokens than the uniform routing baseline of 6/64 ≈ 9.4%.

Shared Experts. Every input token is routed to the Shared Expert in DeepSeekMoE and the output
of the Shared Expert, ES is added to the output hidden state, hℓ

t . We primarily focus on the routed
experts since the shared experts are dedicated to capturing common knowledge across varying con-
texts (Dai et al., 2024)

Early decoding using Logit Lens. Early decoding (Schuster et al., 2022) is the analysis of a model’s
intermediate predictions before reaching the final layer. The LogitLens (nostalgebraist, 2021) is an
early decoding technique that directly decodes the hidden states at any intermediate layer ℓ for t-
th token, hℓ

t , using the model’s pretrained unembedding matrix, WU . The resulting distribution of
logits roughly converges toward the model’s final prediction across layers, offering a window into
how the model progressively refines its predictions.

LogitLens(hℓ
t) = LayerNorm(hℓ

t)WU (3)
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Figure 2: An example of early decoding using LogitLens for DeepSeekMoE on an example input:
“The wind, a silent storyteller of forgotten ages, weaves through the trees, carrying with it the echoes
of laughter, sorrow, and the unspoken dreams of those who once walked these”. Each cell shows
the top-1 token prediction after the final token “these” across layers (rows) for layer output, routed
experts + residual stream for various top-k values. Color intensity indicates prediction confidence.
The expert index is denoted by the lower-left subscript number and the top-right superscript indicates
expert weight. See Appendix A.2 for other domains.

To understand how expert, Ei, at a particular layer ℓ contributes to the final output representation,
we further extend the LogitLens by adding post-attention residual stream for an expert uℓ

t and then
projecting it to the vocabulary space. The residual stream is analogous to a communication channel
(Elhage et al., 2021) through which the experts incrementally refine the hidden state, hℓ

t . Each ex-
pert’s output can be interpreted as a targeted modification to specific subspaces of the representation.
By using extended LogitLens (Belrose et al., 2023) , we observe how individual experts update the
prediction distribution by writing their specialized knowledge into the residual stream.

LogitLensext(hℓ
t) = LayerNorm(hℓ

t + uℓ
t)WU (4)

Notation. For layer ℓ, we represent the hidden state of the top-weighted expert (top-k = 1) com-
bined with the residual output as Hℓ1

t and the hidden state of the top-k = 6 weighted expert com-
bined with the residual output as Hℓ6

t .

3 EXPERIMENTS

Figure 3: (Left) Normalized log perplexity across different values of top-k experts for various do-
mains for next-token prediction task. (Right) Cosine similarity between the hidden states of Hℓ1

t

and Hℓ6
t across all 27 layers shows consistently high alignment (0.9− 0.99).

Model. For all experiments, we use deepseek-moe-16b-base (DeepSeekMoE) with 2 shared + 64
routed experts with top-k = 6. The model is pretrained on cross entropy loss combined with expert-
level and device-level balance loss to prevent a router collapse.

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2025

Datasets. We use three datasets for our experiments: (1) GitHub subset of Paloma (Magnusson
et al., 2024), (2) BookCorpus (Zhu et al., 2015), a dataset of self-published English books and (3)
French subset of WMT15 (Bojar et al., 2015), an English-French machine translation dataset, which
we refer to as the Code, English, and French domains respectively.

Experiments. Our empirical investigation consists of three experiments: (i) For each input prompt
in domain D ∈ {English, Code, French}, we compute Expert specialization (Ei, D) as defined in
equation 2. (ii) We apply extended LogitLens (equation 4) to analyze components within MoE
layers. We project three distinct hidden states to logits: (1) individual expert outputs, Ei, (2) the
weighted sum of the top-k = 6 expert outputs, and (3) final layer outputs. For each layer ℓ, we
compare the layer output, hℓ

t , and the top-weighted expert output combined with the residual output,
Hℓ1

t , for next-token prediction tasks from each domain, D. (iii) We compute the cosine similarity
between the hidden state of the top weighted expert’s output (expert + residual), Hℓ1

t , and the hidden
state of the top-k = 6 weighted expert outputs combined with residual output, Hℓ6

t , across each
domain dataset to assess the alignment between individual and combined expert contributions in
the hidden space. We also analyze the perplexity of the next token prediction for each domain D
and how it changes with different number of active experts to observe whether using the single
most-activated expert maintains comparable loss and prediction performance to using all 6 routed
experts.

4 RESULTS

The expert specialization results in DeepSeekMoE, shown in figure 1, reveal two key patterns: First,
only a small number of experts show strong specialization (significantly higher than uniform routing
frequency) for any domain. Second, most experts demonstrate minimal domain-specific activity.

The extended LogitLens gives us evidence that solely projecting Hℓ1
t across layers decode to roughly

the same next token prediction as the output at the end of that layer, hℓ
t . Furthermore, Hℓ1

t has nearly
identical next-token distribution as Hℓ6

t .

We also observe very high cosine similarity between Hℓ1
t and Hℓ6

t across all layers and each domain,
D as shown in figure 6 (right) indicating that the top-weighted expert is contributing the most in
shaping final output representation whereas the contributions of other experts are minimal in the
hidden space. Concretely, Hℓ1

t ≈ Hℓ6
t . The perplexity moderately increases when reducing top-

k = 6 to 1 as demonstrated in figure 6 (right) which validates the claim that the top-weighted expert,
when combined with the residual stream, produces representations closely aligned with the layer
output.

5 CONCLUSIONS AND FUTURE WORK

We empirically show that a single top-weighted expert, combined with the residual stream, closely
approximates the full ensemble output for a layer across multiple data domains in DeepSeekMoE.
Such a high degree of specialization suggests a potential for further sparsification during inference.
By activating only the highest-weighted expert instead of all top-k experts and selectively prun-
ing the non-essential experts, computational costs and memory requirements can be significantly
reduced while maintaining comparable model performance across a variety of tasks.

We demonstrate these findings using DeepSeekMoE as a representative MoE architecture. Examin-
ing additional MoE variants such as OLMoE (Muennighoff et al., 2024), DeepSeek-V2 (DeepSeek-
AI et al., 2024), and DeepSeek-VL2 (Wu et al., 2024) can lead to a broader understanding of spe-
cialization behavior in MoE models. While our analysis uses the LogitLens approach, extending
this work by using TunedLens may provide more robust token decoding through layer-wise learned
transformation between intermediate and prefinal layer representations. Furthermore, these find-
ings open several research directions: developing dynamic expert selection strategies that adapt to
input complexity, analyzing the internal representation sparsity of individual experts to localize fac-
tual knowledge, and examining specialization patterns across different MoE architectures to inform
future training objectives.
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A APPENDIX

A.1 EXPERT SPECIALIZATION

Figure 4: Expert Specialization of DeepSeekMoE for various layers. We visualize how frequently
tokens from different domains are routed to the 64 experts using top-k = 6 routing. The y-axis
shows routing percentage per expert, with the red dashed line indicating uniform routing baseline
(≈ 9.4%).
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A.2 LOGIT LENS

Figure 5: LogitLens visualization for DeepSeekMoE on the french input sequence: “Dans le silence
feutre de la nuit, les etoiles semblent murmurer d’anciens secrets a ceux qui prennent le”. Each cell
shows the top-1 token prediction after “le” across layers (rows) for layer output, routed experts with
residual stream for various top-k values. Color intensity indicates prediction confidence. The lower-
left subscript indicates expert indices and the top-right superscript indicates expert weight.
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Figure 6: LogitLens visualization for DeepSeekMoE on the english input sequence: “One might
expect language modeling performance to depend on model architecture, the size of neural models,
the computing power used to train them, and the data available for this”. Each cell shows the top-1
token prediction after “this” across layers (rows) for layer output, routed experts with residual stream
for various top-k values. Color intensity indicates prediction confidence. The lower-left subscript
indicates expert indices and the top-right superscript indicates expert weight.
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