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Abstract

Graph Neural Networks (GNNs) have gained prominence for their ability to process graph-
structured data across various domains. However, interpreting GNN decisions remains a sig-
nificant challenge, leading to the adoption of saliency maps for identifying influential nodes
and edges. Despite their utility, the reliability of GNN saliency maps has been questioned,
particularly in terms of their robustness to noise. In this study, we propose a statistical
testing framework to rigorously evaluate the significance of saliency maps. Our main con-
tribution lies in addressing the inflation of the Type I error rate caused by double-dipping
of data, leveraging the framework of Selective Inference. Our method provides statisti-
cally valid p-values while controlling the Type I error rate, ensuring that identified salient
subgraphs contain meaningful information rather than random artifacts. The method is
applicable to a variety of saliency methods with piecewise linearity (e.g., Class Activation
Mapping). To demonstrate the effectiveness of our method, we conduct experiments on
both synthetic and real-world datasets, showing its effectiveness in assessing the reliability
of GNN interpretations.

1 Introduction

Graph Neural Networks (GNNs) have gained considerable attention as a powerful approach for analyzing
data with an inherent graph structure. Graph structures, defined by nodes and edges, appear in various
types of data, including social networks, molecular structures, 3D scans, and spatiotemporal data. The
flexibility of graph representation enables the utilization of rich structural information, which is difficult to
process using conventional vector-based representations. As a result, GNNs have achieved notable success
in applications ranging from social network analysis to climate forecasting and bioinformatics.

A significant challenge in applying GNNs is to interpret their decision-making processes. To ensure inter-
pretability, it is essential to identify and visualize which parts of the input graph—such as specific nodes or
subgraphs—contribute most significantly to the model’s prediction. A well-known approach to this prob-
lem extends saliency-based techniques originally developed for computer vision, such as Class Activation
Mapping (CAM) (Simonyan et al., 2013) and Grad-CAM (Selvaraju et al., 2017), to the graph domain
(Pope et al., 2019). These methods generate saliency maps that highlight the most influential components
of the graph, enabling us to extract salient subgraphs that underpin the model’s prediction and potentially
reflect characteristic patterns in the input data. However, several studies have raised concerns about their
reliability, making it crucial to quantify the reliability (Li et al., 2024b;a). This is especially important in
mission-critical applications (e.g., medical diagnosis) and scientific discovery (e.g., neuroscience).

In this study, we propose a novel statistical test for evaluating the reliability of saliency maps of GNNs.
Instead of blindly trusting the values of saliency maps, we treat them as hypotheses and assess their statistical
significance. Our method quantifies the reliability in the form of p-values. P -values indicate the statistical
significance of a saliency map, allowing us to assess whether the observed patterns are meaningful or occur
merely by chance. In other words, it enables us to control the Type I error rate (i.e., false positive rate) at
a predefined significance level.

1



Under review as submission to TMLR

In this paper, as a proof of concept, we consider a simple GNN for electroencephalography (EEG) data. EEG
signals are recorded as spatiotemporal voltage changes across the scalp and have recently been increasingly
analyzed using GNNs (Demir et al., 2021; Lin et al., 2023; Klepl et al., 2024). In particular, we identify the
spatiotemporal locations where stimulus-induced voltage shifts occur, known as Event-Related Potentials
(ERPs)1 in neuroscience. Specifically, when a GNN is trained to classify stimulus types from EEG data, it
can reveal characteristic spatiotemporal patterns in brain activity by extracting the salient subgraph that
underlies its classification decision. Figure 1 illustrates the workflow of our method as applied to EEG data.
First, we transform the multidimensional time-series data into a graph representation. Next, we apply a
trained GNN and use a saliency map to extract the salient subgraph. Finally, we evaluate the statistical
significance of the extracted salient subgraph and quantify its reliability through p-values. Our proposed
statistical testing framework enables a rigorous assessment of whether the observed voltage shift constitutes a
statistically significant change, thereby identifying the regions and time periods where meaningful differences
occur.
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Figure 1: The analysis workflow for computing a saliency map from graph data and assessing its statistical
significance. (a) The time-series data from each sensor are segmented along the temporal axis, forming
nodes with features extracted from the resulting segments (sensor count × number of time segments). (b) A
graph structure is constructed by defining edges based on the spatial adjacency of sensors and the temporal
continuity of the segments. (c) A trained GNN, combined with a saliency estimation method (e.g., CAM), is
applied to compute the saliency of each node. (d) By applying two different thresholds—upper and lower—to
the resulting saliency map, we obtain a salient subgraph (red) and a non-salient subgraph (blue), while the
remaining nodes are shown in gray. In this example, certain spatial regions become salient at two different
time steps. Finally, we perform statistical hypothesis testing and compute a p-value. In this example,
p < 0.05 indicates statistical significance.

To the best of our knowledge, this study is the first to propose a rigorous statistical testing framework
for assessing the reliability of GNN saliency maps. A fundamental challenge in conducting such statistical
tests is that the same dataset is used both to select the salient subgraph and to perform the test itself. This
practice violates the standard statistical assumption that the hypothesis should be specified independently of
the data used for testing. This issue is widely known as double-dipping in the statistical literature (Breiman,
1992; Kriegeskorte et al., 2009; Benjamini, 2020). When EEG signals contain noise, the saliency map tends
to highlight and extract false salient subgraphs that are affected by the noise and are not truly important. If
we then test these subgraphs using the same EEG data (i.e., the data that contains the same noise), we risk
accepting patterns that are in fact artifacts of the noise. In other words, the Type I error rate is inflated,
a phenomenon often referred to as selection bias, and the results of statistical tests become unreliable.
Note that this double-dipping problem is unavoidable, as saliency maps are designed to explain the model’s

1ERP is a well-known class of stimulus-induced voltage shifts, widely used in neuroscience and cognitive science to study brain
responses, cognitive processing, and sensory perception. They offer key insights into neural dynamics and have applications in
clinical diagnostics, brain-computer interfaces, and cognitive neuroscience.
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prediction for a specific input instance, which prevents the use of separate datasets for estimation and testing.
Therefore, we are inevitably required to test a data-driven hypothesis—the salient subgraph—using the same
data that was used to select it.

We address this challenge by employing Selective Inference (SI), a statistical testing framework that has
attracted significant attention over the past decade for testing data-driven hypotheses (Fithian et al., 2014;
Loftus & Taylor, 2014; Lee et al., 2016). The fundamental principle of SI is to perform statistical testing
while accounting for the data-driven selection of hypotheses. By incorporating the selection process into the
analysis, SI effectively mitigates the inflation of Type I error caused by data-driven selection. In this work,
we analyze the selection mechanism underlying GNN saliency maps and incorporate it into statistical testing
via the SI framework. The proposed statistical test yields valid p-values and enables reliable evaluation of
the saliency maps and properly controll the Type I error rate at the nominal significance level.

As a proof of concept for statistical testing on GNN saliency maps, we focus on a standard GNN architecture
with CAM, a fundamental method for saliency computation. However, the proposed framework is applicable
to a wide range of GNN architectures and saliency methods that satisfy piecewise linearity. Piecewise
linearity is a property that arises in various graph architectures, such as Graph Convolutional Networks
(GCNs) and Graph Isomorphism Networks (GINs) (Xu et al., 2019) with ReLU activation, as well as in
gradient-based saliency methods, including Grad-CAM, applied to these architectures. We also assume that
the input graphs are attributed graphs, where each node is associated with continuous feature vectors, as
in the EEG example described above. A more detailed discussion of limitations and scopes is provided in
Section 5.

Related work. Interpretable machine learning has received increasing attention in GNNs (Yuan et al.,
2022). Among various approaches, saliency-based approaches have emerged as a prominent category.
Saliency-based methods that infer importance for input features are known as feature-based methods, with
Class Activation Mapping (CAM) and Grad-CAM being the most well-known examples. These methods
were first introduced in the context of Convolutional Neural Networks to identify important input regions
(Simonyan et al., 2013; Selvaraju et al., 2017). CAM for GNNs (Pope et al., 2019) extends CAM to graph
data by using node feature activations to identify influential nodes and edges. Its extension, Grad-CAM
for GNNs (Pope et al., 2019), incorporates gradient information to make it applicable to a broader range of
GNN models. Other feature-based saliency map methods include GraphLIME (Huang et al., 2022), which
uses local surrogate models for feature-level explanations, and GraphSVX (Duval & Malliaros, 2021), which
applies Shapley value approximations to quantify node and edge contributions. In these methods, sets of
highly influential nodes can often be interpreted as salient subgraphs. Alternatively, subgraph-based meth-
ods, including GNNExplainer (Ying et al., 2019) and SubgraphX (Yuan et al., 2021), directly infer such
structures. However, several studies (Li et al., 2024b;a) have highlighted the fragility of interpretability
methods for GNNs, since small perturbations to the input graph can significantly alter saliency, thus reduc-
ing their reliability. This is the first study to propose a principled statistical framework for assessing the
reliability of GNN saliency maps.

Over the past decade, SI has been actively studied to offer statistical tests for data-driven hypothesis selection.
SI was initially developed to evaluate the reliability of feature selection in linear models (Fithian et al., 2014;
Tibshirani et al., 2016; Loftus & Taylor, 2014; Suzumura et al., 2017; Le Duy & Takeuchi, 2021; Sugiyama
et al., 2021; Duy & Takeuchi, 2022) and later extended to other problem settings (Lee et al., 2015; Choi
et al., 2017; Neufeld et al., 2022; Shiraishi et al., 2024a; Matsukawa et al., 2024). In the context of deep
learning, SI was first introduced by Duy et al. (2022) and later expanded for CNNs (Miwa et al., 2023;
2024; Katsuoka et al., 2024; 2025), transformers (Shiraishi et al., 2024a) and RNNs (Shiraishi et al., 2024b).
Despite growing interest in explainability for GNNs, rigorous statistical testing for GNN interpretations
remains an open challenge. In this study, we propose a novel statistical test for GNN saliency maps, which
performs statistical test conditioned on the selected salient subgraph using the SI framework.

Contributions. Our contributions can be summarized as follows:

• We propose a framework to quantify the statistical significance of GNN saliency within the con-
text of statistical testing. This framework enables the quantitative evaluation of the reliability of
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GNN saliency in the form of p-values. In our framework, we extract a salient subgraph and non-
salient subgraph from the saliency map and perform a statistical test to evaluate its difference (see
Section 3).

• We propose an SI-based approach to obtain statistically valid p-values for the aforementioned sta-
tistical test. Our method is an exact (non-asymptotic) inference method that works well even with
a small sample size. We leverage the piecewise linear structure of GNN to compute the p-values
efficiently (see Section 4).

• We conducted experiments on synthetic and real-world datasets, through which we show that our
proposed method can control the Type I error rate and provides good results in practical applications.
Our code is available as supplementary material (see Section 6).

2 Problem Setup

In this section, we briefly explain the GNN, its saliency map method and the extraction of salient subgraphs.

2.1 GNNs and Saliency Maps

First, we define the graph data as follows:
GX = (X, A),

where A ∈ {0, 1}n×n is the adjacency matrix with n nodes, and Aij = 1 if there is an edge between nodes
i and j, and Aij = 0 otherwise. X = (x1, x2, . . . , xn)⊤ ∈ Rn×d is the accumulated feature vector of all
nodes in the graph, where xi ∈ Rd is the feature vector of node i. In the case of EEG data in Section 1,
xi represents a segment of the time series, and the adjacency matrix A is constructed based on the spatial
adjacency of sensors and the temporal continuity of the segments.

GCN
Layer 1
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A → Rn→n

<latexit sha1_base64="9OGRi5S4ibWzg/LtgleN9OJBz5Y=">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</latexit>

A → Rn→n

<latexit sha1_base64="PD5ZvHnEV/KvO9t15gSIMmyixqc=">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</latexit>

W1 : d → d1

GCN
Layer 2

GCN
Layer L

<latexit sha1_base64="M03lFyKPF5OE4mBnYwbb99jUCAk=">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</latexit>

W2 : d1 → d2
<latexit sha1_base64="JRWVAB+QQTHsYZMWO/Yd/z8/bMU=">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</latexit>

WL : dL→1 → dL

<latexit sha1_base64="71wLSSYylTMveFNI6K1R9fgiWQc=">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</latexit>

L

<latexit sha1_base64="i0Lui9FX3SXVOfipol9rZc6eAw4=">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</latexit>

X1 : d1 → d2
<latexit sha1_base64="WaCgMcQ5276MfyxT+nvl19X98mc=">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</latexit>

n → dL→1
<latexit sha1_base64="oK6xNyRzgKDKVuy7TJPFJgyy1Nk=">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</latexit>

n → d2

<latexit sha1_base64="HwJ7EjM9Imc+KM+4BrIGNMf1IdY=">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</latexit>

XL
<latexit sha1_base64="pd0B9usszyPsc/dX0mC1/FYbB1I=">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</latexit>

XL→1
<latexit sha1_base64="q76ZQkXaHsNcvEDgPkBln6Bd68M=">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</latexit>

n → dL

GAP Linear
<latexit sha1_base64="yyGsifqB2LQW7rggHAMGnzHHB04=">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</latexit>

Wfc : dL → 2<latexit sha1_base64="SlcdiQAdI4XWVWphdM1BuIpID2s=">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</latexit>e

CAM

<latexit sha1_base64="P/QQ5A24GohjBPNNHxXyt3uFdOE=">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</latexit>y Class
score

Saliency
map

<latexit sha1_base64="ARvhdyx8epiQo54PgkTUeoJJyRU=">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</latexit>

1 → 2
<latexit sha1_base64="xYfKLJ6TjS2vgLoh08f/2qOf30Y=">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</latexit>

1 → dL

<latexit sha1_base64="DTAiqnxfJy9zxwU7aWmgjcPCO8U=">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</latexit>S
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Figure 2: Architecture of a GNN equipped with CAM. The input consists of a node feature matrix X and an
adjacency matrix A. Multiple GCN layers perform neighborhood aggregation and feature transformation.
The resulting node embeddings are processed in two parallel branches: one for graph-level classification via
global average pooling and a linear layer, and the other for saliency computation using CAM. The CAM
branch computes class-wise node relevance scores by applying the transposed classifier weights to the node
embeddings.

As a proof of concept for statistical testing on GNN saliency maps, we focus on a standard GNN architecture
with CAM, a fundamental method for saliency computation. Figure 2 illustrates a standard architecture
of a GNN equipped with CAM (Pope et al., 2019). CAM is a widely used technique for interpreting
neural network decisions by identifying input regions most influential to the output. In the context of
GNNs, we adopt a dual-branch architecture that enables both graph-level prediction and node-wise saliency
computation. Specifically, a stack of GCN layers first encodes the input graph into node embeddings. These
embeddings are then processed through two distinct paths: one aggregates node features using global average
pooling followed by a linear classifier; the other applies CAM. The CAM layer computes node-wise scores by
applying the transposed classifier weights to the node embeddings. The approach of CAM enables efficient
saliency estimation without additional training overhead. We show the details of the GCN layer and CAM
layer in Appendix A.
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2.2 Salient Subgraphs

Our goal is to evaluate the reliability of saliency maps generated by GNNs. As the output of the CAM layer,
we obtain a saliency map S(GX) ∈ [0, 1]n where each node i is assigned a contribution score Si(GX) ∈ [0, 1],
representing its importance in the model’s prediction. To evaluate the reliability of S(GX), we define
the salient subgraph and non-salient subgraph and investigate whether they have statistically significant
differences. From S(GX), we identify the set of nodes V+

X contributing to the GNN classification. This set
can be determined as follows with an arbitrary threshold τu ∈ [0, 1]:

V+
X = {i ∈ [n] | Si(GX) > τu} ∈ 2[n]. (1)

We refer to the subgraph induced by V+
X as the salient subgraph, as it contains the most influential nodes

in the model’s prediction. Similarly, the non-salient subgraph is defined using the threshold τl ∈ [0, 1] for
τl < τu:

V−
X = {i ∈ [n] | Si(GX) ≤ τl} ∈ 2[n]. (2)

For simplicity, we denote the set of salient and non-salient subgraphs as

VX =
{
V+

X ,V−
X

}
. (3)

Our goal is to quantify the statistical significance of graph saliency by evaluating the feature-wise differences
between the salient node sets V+

X and the non-salient node sets V−
X as p-values. A statistically significant

difference indicates that the observed saliency region has some meaningful interpretation. In contrast, a lack
of statistical significance suggests that the observed saliency region may simply be due to noise and could
be meaningless.

3 A Statistical Testing Framework for GNN Saliency

In this section, we present our first contribution: a framework for quantifying the statistical significance of
GNN saliency within the context of statistical testing. This framework allows for the quantitative assessment
of GNN saliency reliability through p-values.

3.1 Assumptions

We formulate a statistical test to quantify the reliability of saliency maps generated by GNNs. For simplicity,
we introduce the accumulated feature vector of all nodes in the graph as X = (x⊤

1 , x⊤
2 . . . , x⊤

n )⊤ ∈ Rnd. To
formulate the problem as a statistical test, we assume that feature vector X is a random vector drawn from
the following statistical model:

X = µ + ε, ε ∼ N (0, Σ), (4)

where µ = (µ⊤
1 , µ⊤

2 , . . . , µ⊤
n )⊤ ∈ Rnd is the unknown true signal and ε ∈ Rnd is the Gaussian noise with co-

variance matrix Σ.2 The model in (4) above is general in that it makes no prior structural assumptions about
the signal in the feature vectors, while assuming normality for the noise (see Appendix E.1 for experiments
verifying the robustness against violations of the normality assumption).

Given a trained GNN model, we can obtain a saliency map S(GX) ∈ [0, 1]n and salient subgraph V+
X and

non-salient subgraph V−
X by (1) and (2).

3.2 Statistical Test

To assess the significance of the salient subgraph, we formulate the problem as a hypothesis test to compare
the mean feature values between the salient subgraph V+

X and the non-salient subgraph V−
X . Specifically, we

2We assume that the covariance matrix Σ is known for simplicity and discuss the scenario when we use sample estimate of
the covariance matrix in Appendix E.2.
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consider the following null hypothesis is H0 and the alternative hypothesis is H1:

H0 : 1
|V+

X |
∑

v∈V+
X

,i∈[d]

µv,i = 1
|V−

X |
∑

u∈V−
X

,j∈[d]

µu,j

vs. (5)

H1 : 1
|V+

X |
∑

v∈V+
X

,i∈[d]

µv,i ̸=
1
|V−

X |
∑

u∈V−
X

,j∈[d]

µu,j ,

where µv,i is the i-th element of vector µv, which denotes the true signal of the i-th feature of node v.
The null hypothesis H0 assumes that there is no difference in the mean feature values between the two
subgraphs, implying that the selection of salient nodes does not correspond to any meaningful distinction
in feature space. The alternative hypothesis H1 indicates that the saliency map captures meaningful char-
acteristics of the graph. Note that both H0 and H1 are dependent on data X, i.e. they are data-driven
hypotheses. Unlike traditional hypothesis testing, where hypotheses are fixed in advance, these hypotheses
behave probabilistically. In Section 3.4, we introduce the SI framework as a valid testing approach for such
data-driven hypotheses.

A natural way to define the test statistic, which quantifies the difference stated in (5), is as follows:

T (X) = 1
|V+

X |
∑

v∈V+
X

,i∈[d]

xv,i −
1
|V−

X |
∑

u∈V−
X

,j∈[d]

xu,j . (6)

The test statistic of (6) measures the discrepancy between the mean feature values of the salient subgraph
and the non-salient subgraph. Note that the test statistic can be rewritten as T (X) = η⊤X, where η ∈ Rnd

is a weight vector (see Appendix B for the detailed definition). For convenience, we use a normalized version
of this statistic without loss of generality:

T (X) = η⊤X√
η⊤Ση

. (7)

To perform the hypothesis test, we first determine the sampling distribution of the test statistic T (X) under
the null hypothesis H0, and then compute the p-value as the probability of obtaining the observed statistic
(or a more extreme one) under this distribution. If the p-value is less than the significance level α ∈ (0, 1)
(e.g., 0.05), we reject H0 and conclude that the salient subgraph is significantly different from the non-salient
subgraph. Our goal is to compute the p-value which satisfies

PH0 (p ≤ α) = α, ∀α ∈ (0, 1). (8)

The property in 8 means that the Type I error rate is controlled at any significance level α ∈ (0, 1), and the
test is said to be valid. A statistical test is said to be valid if the p-values obtained by the test satistifies the
property in (8).

3.3 Challenges in Computing Valid P -Values

A key challenge in performing this test lies in the fact that the hypothesis is data-driven—that is, the null
hypothesis H0 depends on the data X. To compute the p-value, which quantifies the extremeness of the
observed value under H0, we need to fix H0 in some principled way.

Here, we describe a method referred to as the naive method. Although this method is not valid as a statistical
test, it serves as a useful contrast to motivate our proposed approach. In the naive method, the randomness
of H0 is ignored. It does not account for the fact that the salient subgraph is selected based on the data.
Therefore, it assumes that the null distribution of the test statistic T (X) follows the standard normal
distribution. Using this null distribution, the p-value for a given observed value Xobs is defined as

pnaive = PH0

(
|T (X)| > |T (Xobs)|

)
. (9)
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However, in reality, treating H0 as non-random is not valid, so the naive method does not guarantee the
required property in (8), leading to an inflated Type I error rate. Intuitively, this means that the saliency
map may be overly emphasized, and the naive method may incorrectly judge it as statistically significant.
As a result, the test statistic, which is defined based on difference between the two subgraphs, is more likely
to be large, leading to an increased rejection rate of the null hypothesis. This issue is known as selection
bias in the SI literature (Lee et al., 2016). As shown in Section 6, our experimental results demonstrate
that selection bias leads to an inflated Type I error rate, exceeding the specified significance level. Our main
contribution is to propose a statistical test that resolve this issue based on the SI framework.

3.4 Concept of Selective Inference

We introduce the framework of SI, also known as post-selection inference, to compute valid p-values. The
key idea behind SI is to perform conditional hypothesis testing, where the inference is conditioned on the
selection event that the hypothesis H0 is selected based on the data. In our setting, this corresponds to
conditioning on the selected subgraphs:

T (X) | {VX = VXobs}. (10)

The conditioning in (10) means that we only consider the X whose subgraph VX is the same as the observed
one VXobs . Conditioning on the selection event allows us to treat H0 as fixed. The selective p-value computed
under this conditional framework represents the probability that the observed test statistic T (Xobs) could
have arisen by chance, given that the selection event has occurred and the null hypothesis holds. By
quantifying graph saliency based on the selective p-value, we can control the Type I error at a desired
significance level.

4 Selective P -Values for Graph Saliency

In this section, we present our second contribution: a method for computing valid selective p-values that
appropriately quantify the statistical significance of graph saliency in the context of the statistical testing
problem introduced in the previous section.

4.1 Definition of Selective P -Values

The parameters of conditional sampling distribution (10) contain not only the parameter of interest, which
is related to the test statistic, but also the nuisance parameter. We can eliminate the nuisance parameter
by conditioning on its sufficient statistic, which is defined as

QX =
(

I − Σηη⊤

η⊤Ση

)
X. (11)

The elimination of nuisance parameters by conditioning is a standard approach in statistics for deriving the
conditional sampling distribution (Lehmann et al., 1986). Existing studies on SI have also conditioned by the
same sufficient statistic QX in (11) (Fithian et al., 2014; Lee et al., 2016). So, the conditional test statistic
for computing the selective p-value is defined as

T (X) | {VX = VXobs ,QX = QXobs} . (12)

Finally, the selective p-value is defined as

pselective = PH0

(
|T (X)| > |T (Xobs)| |X ∈ X

)
, (13)

where the conditional data space X is defined as

X =
{

X ∈ Rnd | VX = VXobs ,QX = QXobs
}

. (14)

7
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4.2 Property of Selective P -Values

The selective p-value in (13) satisfies the following theorem.
Theorem 1. Under the null hypothesis H0 in (5), for any α ∈ (0, 1), the selective p-value in (13) satisfies
the propery in (8), i.e.,

PH0 (pselective ≤ α) = α.

This is a well-known property of the p-value derived through SI. The proof of Theorem 1 in our setting
is given in Appendix C.2. This theorem means that test procedure based on the selective p-value in (13)
controls the Type I error rate at any significance level α ∈ (0, 1). Note that this theorem do not require
asymptotic discussions to guarantee the validity of the selective p-value. In Section 6, we experimentally
demonstrate that the selective p-value can control the Type I error rate even when the sample size (i.e.,
the number of nodes n and the number of features d) is finite. Furthermore, we emphasize that we make
no assumptions on the training data or training process of the GNN. Our method guarantees control of
the Type I error rate even when the GNN is trained on ill-conditioned data, such as datasets containing a
substantial number of false positive examples.

4.3 Computation of Selective P -Values

To compute the selective p-value in (13), we must characterize the conditional data space X in (14), which
corresponds to all feature vectors X that yield the same selected subgraph VX as the observed one VXobs .
This requirement can be viewed as an inverse problem for GNN, and is particularly challenging due to the
complexity of the GNN’s forward computation and decision process. We address this challenge based on the
following two key insights. First, the computation of CAM scores can be formulated as a piecewise linear
function for a broad class of GNN architectures (see Lemma 1). Second, leveraging this piecewise linearity,
the selective p-value can be computed exactly by reducing the problem to a one-dimensional search (see
Lemma 2), which is solvable using techniques called parametric programming (Duy & Takeuchi, 2022).

Piecewise linearity of GNN saliency maps. The first key observation is that the saliency map com-
puted by CAM is a piecewise linear function of the input features. This structure enables us to analytically
characterize the conditional data space X in terms of linear constraints.
Lemma 1. For the network architecture defined in Figure 2 with ReLU activation function, the saliency
map S(GX) is a piecewise linear function of X. That is, the input space Rnd can be partitioned into a finite
set of convex polytopes {Rk}K

k=1 for some K ∈ N such that in each region Rk, S(GX) is an affine function
of X:

∀X ∈ Rk, ∀i ∈ [n], Si(GX) = C
(k)
i X + b

(k)
i ,

where C
(k)
i ∈ Rn×nd and b

(k)
i ∈ Rn are region-specific coefficients.

The proof is omitted since it follows from standard results.3 In fact, many standard neural network
components—such as linear layers, convolutional layers, and max-pooling operations—are also piecewise
linear. Therefore, the piecewise linearity of the CAM output holds not only for GCNs but also for a wide
range of GNN architectures. This implies that our proposed framework can be readily extended to various
types of GNNs beyond those explicitly considered in this paper as a proof of concept.

One-dimensional search. The conditional data space X consists of a union of convex polytopes, due
to the piecewise linearity of the saliency map with respect to the input X ∈ Rnd. However, directly
characterizing or sampling from X is computationally difficult because of the high dimensionality of X.
To overcome this, we leverage the structure of the conditional data space to reduce the problem to a one-
dimensional search along a carefully chosen linear path in the input space.

3The composition of piecewise linear functions is also piecewise linear. Therefore, it suffices to verify that each layer in the
GNN (e.g., linear, convolutional, pooling, ReLU) is piecewise linear to conclude that the overall CAM computation is piecewise
linear.
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Lemma 2. The set X as defined in (14) can be rewritten using a scalar parameter z = T (X) ∈ R as

X =
{

X(z) ∈ Rnd |X(z) = a + bz, z ∈ Z
}

,

where
a = QXobs ∈ Rnd, b = Ση

/√
η⊤Ση ∈ Rnd,

and the truncation intervals Z is given by

Z = {z ∈ R | Va+bz = VXobs} .

The proof of Lemma 2 is provided in Appendix C.1. This lemma shows that the conditional data space X
lies entirely on a one-dimensional subspace of Rnd, parameterized by the scalar parameter z. In our setting,
X is the subset of graph data that generates the same salient subgraphs as those of the observed data.
Consequently, it suffices to restrict our attention to a one-dimensional subset, which enables efficient and
exact computation of the selective p-value. The remaining challenge is to identify Z.

Parametric programming. To identify the truncation intervals Z, we employ a divide-and-conquer
strategy. Specifically, we assume that we have a procedure to compute the interval [Lz, Uz] for any z ∈ R
which satisfies: for any r ∈ [Lz, Uz], the subgraphs Va+br and Va+bz are the same, i.e.,

∀r ∈ [Lz, Uz], Va+br = Va+bz.

Then the truncation intervals Z can be obtained as the union of the intervals [Lz, Uz] as

Z =
⋃

z∈R s.t.Va+bz=VXobs

[Lz, Uz]. (15)

The aggregation procedure in (15) is known as parametric programming, originally introduced to SI field by
Duy & Takeuchi (2022). Building on the concept of parametric programming, the problem of identification
of Z is divided into subproblems on how to compute the interval [Lz, Uz].

Each subproblem is tractable due to the piecewise linearity of the saliency map. From Lemma 1 and 2,
it follows that S(GX(z)) is a piecewise linear function of z. Consequently, the thresholding operations
used to define the salient and non-salient subgraphs in (1) and (2) can be expressed as a system of linear
inequalities with respect to z. The explicit formulation of these inequalities is provided in Appendix D.1.
In more practical cases, we may want to perform filtering or normalization on the saliency map S(GX(z))
before thresholding. Many filters (e.g., Gaussian filters) preserve linearity, so the same formulation can be
applied. When applying a threshold to a saliency map normalized to the range [0, 1], a slightly different
formulation is required (see Appendix D.2). We emphasize that our framework conducts selective inference
with consideration of the thresholding process and ensures control of the Type I error rate for any specified
threshold.

By solving these linear inequality systems, we can identify each interval [Lz, Uz], and by aggregating them
using (15), we obtain the full truncation set Z. The complete procedure for computing the selective p-value
via parametric programming is summarized as Algorithm 1, provided in Appendix D.3.

5 Limitation and Scope

In this section, we discuss the scope of the framework and its current limitations from several aspects.

GNN architectures and saliency methods. In this study, as a proof of concept, we employed a standard
GCN architecture along with the conventional saliency method, CAM. However, our framework is not limited
to this specific network architecture or saliency method. As discussed in Section 4, the proposed method
is applicable when the operations within a NN can be expressed as piecewise linear functions. Although
this requirement may appear restrictive at first glance, most operations commonly employed in GCNs are

9
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either inherently linear or can be represented by piecewise linear functions. A notable exception arises when
nonlinear activation functions, such as the sigmoid function, are used; however, since sigmoid functions can be
approximated with arbitrary precision by piecewise linear segments, selective p-values can still be computed
with high accuracy. This property similarly holds for GINs. When applying CAM, Grad-CAM, Grad &
GradInput (Shrikumar et al., 2017) to these networks, the resulting saliency maps also satisfy the piecewise
linearity property, making the proposed method applicable. In the experiments in Section 6, we applied the
proposed method to the GCN with CAM and confirmed that it controlled the Type I error rate. In addition,
we applied Grad-CAM, Grad, and GradInput to both GCNs and GINs and obtained similar results, which
are reported in Appendix G. In contrast, architectures such as Graph Transformer Networks (Yun et al.,
2019) and Graph Attention Networks (Veličković et al., 2018), or saliency methods such as GNNExplainer
or GraphLIME, contain components that cannot be readily expressed or approximated as piecewise linear
functions. Some gradient-based methods, such as Integrated Gradients (IG) (Sundararajan et al., 2017), are
also not piecewise linear, posing challenges for the direct application of the proposed framework.

Noise distribution. Our data generation model in (4) is general in the sense that no assumptions are
made regarding the true signal features µ. On the other hand, our SI framework builds on the normality of
the noise, as is the case in other existing SI studies. We experimentally investigated the robustness when
the noise deviates from the normal distribution (see Appendix E.1), and found that the type I error can be
controlled almost at the nominal significance level. From a theoretical perspective, one possible direction to
address this issue is to introduce an asymptotic theory (Tian & Taylor, 2018; 2017; Markovic et al., 2017).
However, the computation of selective p-values based on asymptotic theory becomes much more complex,
and the computational methods introduced in Section 4 of this paper cannot be directly applied.

Computational complexity. The computational cost of selective p-value calculation using the algorithm
proposed in Section 4 depends on the complexity of the GNN architecture and the size of the data. As the
GNN architecture becomes more complex, the number of segments in the piecewise linear function increases.
Similarly, as the data size (i.e., the number of samples and features) grows, the event associated with the
selection of the saliency region becomes more intricate, resulting in a larger number of segments. An increase
in the number of segments leads to more iterations in the while loop of Algorithm 1, thereby proportionally
increasing the computational cost. Although the computational cost did not pose a bottleneck in the GNNs
and datasets used in our numerical experiments, computational strategies such as parallelization may need
to be considered for larger networks and datasets.

Choice of test statistic. In this paper, we quantified the statistical significance of the GNN saliency by
considering the null and alternative hypotheses defined in (5) and employing the test statistic presented in (6).
However, our proposed framework is not limited to this specific test statistic. As detailed in Section 3.2,
the framework is applicable as long as the test statistic can be expressed as a linear function η⊤X, where
η ∈ Rnd is a vector that depends on the data X. Although we believe the test statistic adopted in this study
is reasonable, depending on the perspective from which graph saliency is evaluated, it may be worthwhile to
consider alternative test statistics that better capture different aspects of saliency.

Thresholding strategy. In this paper, we proposed a framework that controls the Type I error rate for
any fixed threshold. Our method is also applicable when the range of saliency values is normalized before
applying the threshold, for cases where the range of the saliency distribution varies depending on the data. In
contrast, when adaptively adjusting the threshold according to the characteristics of the saliency distribution,
it is necessary to perform SI that accounts for this process. One promising direction is to introduce a new
conditioning scheme, inspired by existing studies on selective inference for image segmentation (Tanizaki
et al., 2020), which discuss conditioning on thresholding processes that consider the distribution of pixel
intensities in image data.

Interpretability and explainability. Our approach treats the saliency map as a given and focuses on
the post-hoc assessment of its statistical significance. From one perspective, the proposed method can be
regarded as a statistical means of guaranteeing the plausibility of an obtained explanation—that is, the degree
to which it conforms to expert knowledge. Since the data-generating model in (4) and the null and alternative
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hypotheses in (5) can be viewed as a mathematical model of such domain knowledge, the proposed method
quantifies the plausibility of the explanation as a p-value with respect to this model. However, explainability
and interpretability of machine learning models are multifaceted concepts. Several evaluation criteria, such
as fidelity, consistency, and completeness, explicitly focus on whether the explanation accurately reproduces
the model’s behavior. Our method does not directly guarantee these aspects, which constitutes a limitation
of the current approach. One direction to mitigate this limitation is to use the proposed test in conjunction
with existing evaluation metrics for explainability, such as the entropy-based sparsity score of GNN saliency
distributions (Funke et al., 2022). Even when a generated explanation lacks interpretability, our test
correctly controls the Type I error rate. Therefore, using it in parallel with these complementary metrics
can lead to a more reliable assessment of interpretability.

6 Numerical Experiments

In this section, we compare the proposed method with other methods and demonstrate that the proposed
method exhibits high power (true positive rate) while controlling the Type I error rate (false positive rate)
below the significance level compared to other methods. First, experiments are conducted on synthetic
datasets, followed by similar experiments on EEG datasets. The architecture of the GNN and the saliency
map used in the experiments are shown in Figure 2. We set the number of GCN layers L = 3 and the
number of hidden units dl = 10 for l ∈ [L]. We normalized the saliency map to the range [0, 1] before
applying thresholds, which were set to τl = 0.3 and τu = 0.7. All experiments were conducted with a
significance level of α = 0.05.

6.1 Methods for Comparison

In our experiments, we compare the proposed method (proposed) with three other methods: naive, w/o-pp,
and Bonferroni.

• naive: This method uses a classical z-test without conditioning: that is, we compute the naive
p-value as described in Equation (9).

• Bonferroni: This is a method to control the Type I error rate by using the Bonferroni correction.
There are 3n ways to choose the subgraphs VX . We then compute the Bonferroni-corrected p-value
as pbonferroni = min(1, 3n · pnaive).

• w/o-pp: An ablation study that excludes the parametric programming technique described in (15).

6.2 Synthetic Data Experiments

Setup. To evaluate the Type I error rate, we varied the number of features (d ∈ {5, 10, 15, 20}) and the
number of nodes (n ∈ {32, 64, 128, 256}). If not specified, we used d = 5 and n = 256. For each setting,
we statistically tested 1,000 graphs GX = (X, A), which are generated using the following procedure. The
adjacency matrix A ∈ Rn×n is generated by randomly adding edges such that the average degree of each
node is 3. We also generated a null feature vector X ∼ N (0, Σ), where the covariance matrix Σ ∈ Rnd×nd

is defined as the Kronecker product Σ = Σspace ⊗ Σfeature. We considered two types of covariance matrices:

• Independence: Σspace = In and Σfeature = Id.

• Correlation: Σspace is defined by (Σspace)ij = 0.1dij , where dij is the shortest path length between
nodes i and j in a graph, and Σfeature is defined by (Σfeature)kl = 0.1|k−l|.

To evaluate the power, we varied the signal strength (δ ∈ {1.0, 1.5, 2.0, 2.5}). For each setting, we iterated
1,000 experiments. In each iteration, we generated a feature vector X ∼ N (µ, Σ), where µ is obtained by
flipping each element of the 0 ∈ Rnd to δ with probability 0.1. The adjacency matrix A is generated in the
same way as in the Type I error rate experiments. The covariance matrix Σ follows the same two settings
as in the Type I error rate experiments.
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Results. The results are shown in Figure 3. The proposed, w/o-pp, and Bonferroni methods successfully
control the Type I error rate at the nominal significance level, even under finite sample sizes, whereas the
naive method fails due to selection bias. Since naive failed to control the Type I error rate, we excluded
it from the power analysis. Among the remaining methods, proposed achieves the highest power across
varying signal strengths. See Appendix E.1 for results under non-Gaussian settings, and Appendix E.2 for
results using estimated covariance matrices. We also confirmed that proposed method can control the Type
I error rate for any combinations of thresholds τl and τu (see Appendix F).
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Figure 3: Results on synthetic data. The left and middle columns show the Type I error rates with varying
numbers of features and nodes, respectively. The proposed and w/o-pp methods successfully control the
Type I error rate at the α = 0.05 level, with nearly overlapping curves, while the naive method fails to
do so. The results of Bonferroni are almost zero, because it is too conservative. The figures in the right
column show the power with varying signal strength. The proposed method has the highest power.

6.3 Real Data Experiments

Setup. We evaluated the effectiveness of our proposed method in detecting spatiotemporal characteristics
in multi-dimensional time-series data using a dataset which contains known characteristics. We used the
EEG Dataset provided by Won et al. (2022), which contains EEG signals recorded during the well-known
Rapid Serial Visual Presentation (RSVP) task in neuroscience. This dataset contains two categories of
EEG signals: positive and negative. Each sample corresponds to one-second segments of multidimensional
EEG signals recorded after the presentation of visual stimuli. The positive data are known to contain
a stimulus-induced positive potential shift, whereas the negative data are known to show little to no such
shift. To demonstrate the effectiveness of the proposed framework, we applied it to the task of identifying the
spatiotemporal characteristics of the evoked EEG response, specifically discovering the sensor locations and
latencies at which the potential shift occurs. The positive potential observed in the positive data is referred
to as the P300, which typically emerges approximately 300 to 600 milliseconds after stimulus presentation.
It is well-established that the P300 manifests predominantly over parietal and frontal scalp regions. In this
experiment, we investigated whether our proposed method yields results consistent with these established
findings.

12
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The dataset contains 55 participants, each with 40 positive and 560 negative samples, resulting in a total
of 33,000 EEG samples. Each sample consists of recordings from 28 EEG sensors capturing the scalp-wide
potential distribution, with each sensor measuring 50 time points corresponding to the first second after
stimulus onset. To represent the data as a graph, each time series was segmented into non-overlapping
windows of length 5, resulting in a total of 28 × 10 segments. Each segment was treated as a node in the
graph representation of the EEG data, where each node encapsulates temporal features from a specific EEG
sensor. Edges between nodes were defined based on spatial or temporal adjacency: an edge was added if two
nodes originated from the same sensor in consecutive time windows, or from adjacent sensors at the same
time step. For further details on the dataset and preprocessing steps, see Appendix H.1. For training the
GNN model, we used EEG data from 15 participants. For the remaining 40 participants, we utilized 520
negative samples per participant for covariance estimation, and used the remaining samples as test data.

Results. The results of proposed and naive are shown in Figure 4 and 5. In the positive example, the
saliency method successfully identifies the salient subgraph, which corresponds to the P300 component of the
EEG signal. The p-values obtained from naive tend to be small even for the negative class EEG signals,
indicating that they are not suitable for quantifying the reliability of salient subgraphs. In contrast, the
p-values of proposed are generally large for positive data and small for negative data. This result suggests
that proposed can effectively detect true positive cases while avoiding false positive detections. For more
examples, see Appendix H.2. We also conducted experiments with modified real datasets, demonstrating
that proposed can control the Type I error rate when the real dataset is modified to follow the null hypothesis
assumptions; see Appendix H.3.
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Figure 4: Positive example. The left figure shows the saliency map, where brighter nodes indicate higher
importance. In this figure, the x-axis corresponds to the anterior direction of the scalp, while the y-axis
corresponds to the rightward direction, providing a spatial interpretation of the saliency distribution. The
middle figure shows the obtained subgraphs, where the red nodes are selected as salient subgraph and the blue
nodes are selected as non-salient subgraph. The right figure shows the EEG signals of the most salient channel
and its salient and non-salient segments (red and blue, respectively). CAM successfully identifies the segments
of EEG signals that exhibit a potential shift. Notably, the identified salient segments correspond to positive
deflections occurring approximately 300–600 milliseconds post-stimulus, predominantly over parietal and
frontal scalp regions—characteristics consistent with the well-documented features of the P300 component.
Furthermore, the waveform morphology of the salient segment shown in the right figure closely resembles
the pattern reported in Figure 6 of Won et al. (2022), further supporting the neurophysiological plausibility
of the identified explanation. Below the example, we report the corresponding p-values, demonstrating that
the proposed method correctly detects the positive sample.
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Figure 5: Negative example. See Figure 4 for the interpretation. Our selective p-value is sufficiently large,
indicating correct exclusion of spurious saliency, whereas the naive p-value is misleadingly small.
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7 Conclusion

In this study, we proposed a novel statistical testing framework for assessing the reliability of GNN saliency
maps by leveraging SI. Our framework computes statistically valid p-values, ensuring that extracted salient
subgraphs reflect meaningful contributions rather than arising by chance. Through extensive experiments on
synthetic and real-world datasets, we demonstrated that our method effectively mitigates Type I errors. As
explainability in GNNs continues to be a crucial research area, our approach provides a rigorous statistical
foundation for evaluating model interpretations, paving the way for more reliable and trustworthy GNN-
based decision-making systems.

Broader Impact

The selective inference framework proposed in this study mathematically underpins the reliability of GNN
saliency explanations by rigorously controlling the Type I error rate at any chosen threshold. This enables
safer and more transparent operation of decision-making systems based on GNNs—for example, in health-
care (such as EEG analysis and other biomedical data), weather and environmental modeling, or industrial
anomaly detection—by mitigating decisions based on spurious or overly optimistic interpretations. In par-
ticular, noisy biomedical signals are known to carry the risk of false positive saliency leading to diagnostic
errors, and our method helps extract only statistically significant patterns, providing clinicians, researchers,
and engineers with trustworthy grounds for interpretation and supporting reliable explanations.
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A Graph Neural Network Architecture

GCN layer. The GCN layer is a layer that computes the output of the GNN by aggregating the information
of the neighbors of each node. The GCN layer is defined as

Xl = σ
(
ÃXl−1W

)
,

where l ∈ [L] is the layer index, Xl−1 ∈ Rn×dl−1 is the input of the layer, Xl ∈ Rn×dl is the output of the
layer, and Wl−1 ∈ Rdl−1×dl is the weight matrix. σ is the activation function, which is typically a nonlinear
function such as ReLU. Ã ∈ Rn×n is the normalized adjacency matrix which is defined as Ã = D−1/2AD−1/2,
where D = diag(A1) ∈ Nn×n is the degree matrix.

CAM layer. The CAM layer is a layer that computes the saliency map, which is the contribution of each
node to the decision of the GCN-based GNN. The use of the CAM layer assumes that the class score of the
GNN uses the output of the GAP layer. The GAP layer is defined as

e = 1
n

Xl
⊤1,

where Xl ∈ Rn×dl is the output of the GCN layer just before the GAP layer, and e ∈ Rdl is the output vector
of the GAP layer, which is the aggregation of the features of the entire graph for each feature dimension.
The classification score of class c is defined as

yc = e⊤wc,

where wc ∈ Rd(l) is the weight vector of class c. The CAM layer utilizes wc and the output of the GCN
layer just before the GAP layer Xl to compute the class c saliency map, wchich is defined as

σ (Xlwc) ∈ Rn,

where the activation function σ is the ReLU function.

B Detailed Definition of the Test Statistic

The weighted vector η ∈ Rnd in the test statistic T (X) = η⊤X in (7) is defined as follows:

η =
(
c1(X)⊤, c2(X)⊤, . . . , cn(X)⊤)⊤ ∈ Rnd,

with component-wise definition:

cv(X) =


1

|V+
X

| 1 ∈ Rd if v ∈ V+
X

− 1
|V−

X
| 1 ∈ Rd if v ∈ V−

X

0 ∈ Rd otherwise.
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C Proof of Theorem

C.1 Proof of Lemma 2

According to the conditioning on QX = QXobs , we have

QX = QXobs ⇐⇒
(

In −
Σηη⊤

η⊤Ση

)
X = QXobs ⇐⇒ X = a + bz,

Then, we have

{X ∈ Rn | VX = VXobs ,QX = QXobs} = {X ∈ Rn | VX = VXobs , X = a + bz, z ∈ R}
= {a + bz ∈ Rn | Va+bz = VXobs , z ∈ R}
= {a + bz ∈ Rn | z ∈ Z}.

C.2 Proof of Theorem 1

Based on intervals set Z in Lemma 2, we can derive the null distribution of the test statistic in (12) as a
truncated normal distribution. Specifically, under the null hypothesis H0 in (5), the conditional test statistic
in (12) follows the truncated standard normal distribution TN(0, 1,Z) with mean 0 and standard deviation
1, where Z is the truncation intervals defined in Lemma 2. Thus, by probability integral transformation, we
have

pselective | {VX = VXobs ,QX = QXobs} ∼ Unif(0, 1),

which leads to

PH0

(
pselective ≤ α | VX = VXobs ,QX = QXobs

)
= α, ∀α ∈ (0, 1).

For any α ∈ (0, 1), by marginalizing nuisance parameters, we have

PH0

(
pselective ≤ α | VX = VXobs

)
=

∫
PH0

(
pselective ≤ α | VX = VXobs ,QX = QXobs

)
× PH0

(
QX = QXobs | VX = VXobs

)
dQXobs

= α

∫
PH0

(
QX = QXobs | VX = VXobs

)
dQXobs

= α.

Therefore, we also obtain

PH0

(
pselective ≤ α

)
=

∑
V

Xobs

PH0(VXobs)PH0

(
pselective ≤ α | VX = VXobs

)
= α

∑
V

Xobs

PH0(VXobs)

= α.
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D Details of Algorithm

D.1 How to Identify the Interval of z

From Lemma 1 about the piecewise linearity of the GNN saliency map and Lemma 2, we can see that the
saliency map S(GX(z)) is a piecewise linear function of z, i.e., ∀r ∈ [L′

z, U ′
z], ∀i ∈ [n], Si

(
GX(r)

)
= ci + βir.

If we have the interval [L′
z, U ′

z], we can compute the interval [Lz, Uz] by the following formula:

[Lz, Uz] =
[
L+

z , U+
z

]
∩

[
L−

z , U−
z

]
, (16)

where [L+
z , U+

z ] and [L−
z , U−

z ] are the intervals V+
a+bz is same and V−

a+bz is same, respectively. Specifically,
they are defined as

[L+
z , U+

z ] =
⋂

i∈[n]

[L+
z (i), U+

z (i)],

[L+
z (i), U+

z (i)] =


[
max

(
L′

z, τu−ci

βi

)
, U ′

z

]
if

(
βi > 0 ∧ i ∈ V+

a+bz

)
∨

(
βi < 0 ∧ i /∈ V+

a+bz

)[
L′

z, min
(

U ′
z, τu−ci

βi

)]
if

(
βi < 0 ∧ i ∈ V+

a+bz

)
∨

(
βi > 0 ∧ i /∈ V+

a+bz

)
,
(17)

[L−
z , U−

z ] =
⋂

i∈[n]

[L−
z (i), U−

z (i)],

[L−
z (i), U−

z (i)] =


[
max

(
L′

z, τl−ci

βi

)
, U ′

z

]
if

(
βi > 0 ∧ i /∈ V−

a+bz

)
∨

(
βi < 0 ∧ i ∈ V−

a+bz

)[
L′

z, min
(

U ′
z, τl−ci

βi

)]
if

(
βi < 0 ∧ i /∈ V−

a+bz

)
∨

(
βi > 0 ∧ i ∈ V−

a+bz

)
.

(18)

D.2 Normalization of Saliency Map

In Appendix D.1, we consider the case where the saliency map is not normalized. Here, we consider the case
where we want to normalize the saliency map before applying a threshold. With a slight abuse of notation,
we denote the saliency of i-th node Si(GX) as Si. The normalized saliency Snorm

i is then defined as:

Snorm
i = Si −min(Si)

max(Si)−min(Si)
,

provided that max Si ̸= min Si. Then subgraphs V+
X and V−

X are defined as

V+
X = {i ∈ [n] | Snorm

i > τu} ,

V−
X = {i ∈ [n] | Snorm

i < τl} .

In this case, the interval [L+
z , U+

z ] in (17) and [L−
z , U−

z ] in (18) are modified as follows:

[L+
z , U+

z ] =
⋂

i∈[n]

[L+
z (i), U+

z (i)],

[L+
z (i), U+

z (i)] =
{

[max (L′
z, fi(τu)) , U ′

z] if
(
βi > β∗ ∧ i ∈ V+

a+bz

)
∨

(
βi < β∗ ∧ i /∈ V+

a+bz

)
[L′

z, min (U ′
z, fi(τu))] if

(
βi < β∗ ∧ i ∈ V+

a+bz

)
∨

(
βi > β∗ ∧ i /∈ V+

a+bz

)
,

[L−
z , U−

z ] =
⋂

i∈[n]

[L−
z (i), U−

z (i)],

[L−
z (i), U−

z (i)] =
{

[max (L′
z, fi(τl)) , U ′

z] if
(
βi > β∗ ∧ i /∈ V−

a+bz

)
∨

(
βi < β∗ ∧ i ∈ V−

a+bz

)
[L′

z, min (U ′
z, fi(τl))] if

(
βi < β∗ ∧ i /∈ V−

a+bz

)
∨

(
βi > β∗ ∧ i ∈ V−

a+bz

)
,

where β∗ = τβp + (1− τ)βq for p = arg min
i

(Si) and q = arg max
i

(Si), and fi is defined as

fi(τ) = τcp + (1− τ)cq − ci

βi − β∗ .
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D.3 Algorithm for Computing the Selective p-value

Algorithm 1: Computation of the selective p-value
Input: GXobs

Output: pselective
Z ← ∅ ;
Obtain VXobs from GXobs by (3) ;
Compute a, b by Lemma 2 ;
Initialize z to a sufficiently small value ;
while z is not sufficiently large do

Compute [Lz, Uz] and VX(z) by (16) for z ;
if VX(z) = VXobs then
Z ← Z ∪ [Lz, Uz] ;

z ← Uz + γ, where 0 < γ ≪ 1 ;
Compute pselective by (13) ;
return pselective ;
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E Evaluation of Robustness

In this experiment, we confirmed the robustness of the proposed method to two factors that may affect the
Type I error rate control. First, we evaluate the robustness to non-Gaussian noise. Second, we evaluate the
robustness to estimated variance.

E.1 Robustness to Non-Gaussian Noise

In this experiment, we confirmed the proposed method can control the Type I error rate when the data
is generated from a non-Gaussian distribution. As non-Gaussian noise, we considered the following five
distribution families:

• skewnorm: Skew normal distribution family.

• exponorm: Exponentially modified normal distribution family.

• gennormsteep: Generalized normal distribution family (where the shape parameter β is con-
strained to be steeper than that of the normal distribution, i.e., β < 2).

• gennormflat: Generalized normal distribution family (where the shape parameter β is constrained
to be flatter than that of the normal distribution, i.e., β > 2).

• t: Student’s t-distribution family.

Note that all of these distribution families include the Gaussian distribution and were standardized in the
experiment.

To conduct the experiment, we first obtained a distribution such that the 1-Wasserstein distance from
N (0, 1) was ∆ for each distribution family, with ∆ ∈ {0.01, 0.05, 0.1, 0.15}. Other settings were the same as
the default settings in the Type I error rate evaluation in Section 6.2. The results are shown in Figure 6
demonstrating that our proposed method can effectively control the Type I error rate for non-Gaussian noise.
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Figure 6: Type I error rate for non-Gaussian noise.
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E.2 Robustness to Estimated Variance

In this experiment, we confirmed that the proposed method can control the Type I error rate when
the variance is estimated as sample variance from the same data. We varied the number of nodes
n ∈ {32, 64, 128, 256} and evaluated the Type I error rate at three significance levels: α = 0.01, 0.05, 0.10.
Other settings were the same as the Type I error rate evaluation in Section 6.2. The results are shown in
Figure 7, demonstrating that our proposed method can effectively control the Type I error rate.
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Figure 7: Type I error rate for estimated variance.
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F Sensitivity of the Threshold Parameters

In this experiment, we confirmed that the proposed method can control the Type I error rate when the
threshold τu in (1) and τl in (2) are varied. We varied the threshold pair (τl, τu) over {0.1, 0.3, 0.5, 0.7} ×
{0.2, 0.4, 0.6, 0.8} such that τl < τu. Other settings were the same as the Type I error rate evaluation in
Section 6.2. The results are shown in Figure 8, demonstrating that our proposed method can effectively
control the Type I error rate at the α = 0.05 level for all combinations of τl and τu.
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Figure 8: Type I error rate when varying the threshold parameters τl and τu.
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G Evaluation with Various GNN Architectures and Saliency Map Methods

In this experiment, we confirmed that the proposed method can control the Type I error rate across various
combinations of GNN architectures and saliency map methods, which satisfy the assumptions of piecewise
linearity. We compared the following four methods:

• GCN+CAM: This setting is the same as in Section 6, where the GNN architecture is GCN and
the saliency map method is CAM.

• GCN+GradCAM: The GNN architecture is GCN and the saliency map method is Grad-CAM.
We used the same 3-layer GCN as in Section 6 and applied Grad-CAM to the output of the second
layer.

• GIN+Grad: The GNN architecture is GIN (Graph Isomorphism Network) and the saliency map
method is Grad (Shrikumar et al., 2017). In this setting, we implemented GIN based on the standard
formulation (Xu et al., 2019), where v-th node features hv = Xv,: at l-th layer are updated as follows
in the GINLayer:

h(l+1)
v = MLP

(
(1 + ϵ)hv + Σu∈N (v)hu

)
,

The MLP consisted of two layers with 64 hidden units and a 64-dimensional output, and used ReLU
as the activation function. The parameter ϵ was learned. After three GINLayers, the node features
were aggregated via global add pooling to obtain a graph-level representation, which was then passed
through a fully connected layer to compute the logits for two classes.

• GIN+GradInput: The GNN architecture is GIN and the saliency map method is GradIn-
put (Shrikumar et al., 2017). The GIN architecture is the same as in the GIN+Grad method.

All methods satisfied the assumptions of piecewise linearity. All saliency maps were normalized to the range
[0, 1] before applying thresholds to extract salient and non-salient subgraphs.

Other settings were the same as the Type I error rate evaluation in Section 6.2. The results are shown
in Figure 9, demonstrating that our proposed method can effectively control the Type I error rate at the
α = 0.05 level for all settings.
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Figure 9: Type I error rate for various GNN architectures and saliency map methods.
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H Experiments on EEG Dataset

H.1 Detail of Dataset

The EEG dataset provided by Won et al. (2022) consists of high-resolution brain activity recordings obtained
from 55 participants performing the Rapid Serial Visual Presentation (RSVP) task. In this dataset, each
trial comprises a sequence of visual stimuli presented at a rapid rate, with participants required to identify
target stimuli among distractors. The EEG signals are labeled based on whether a stimulus was a target
(positive category) or a non-target (negative category). The event-related potential (ERP) component of
interest in this study is the P300 response, a well-established neural marker for target detection in RSVP
paradigms.

The dataset includes signals collected from 32 electrodes positioned according to the international 10-20
system, sampled at 512 Hz. The original recordings spanned from -200 to 1000 ms relative to stimulus onset,
capturing both pre-stimulus baseline and post-stimulus neural activity. Each participant’s dataset consists
of 40 positive and 560 negative samples.

The preprocessing and filtering steps adhered to standard EEG signal processing practices; for further details,
refer to Won et al. (2022). However, specific modifications were made in this study to enhance data quality.
To mitigate the influence of eye movement artifacts, four sensors near the eyes were excluded from analysis,
leaving 28 sensors for further processing. Only the post-stimulus interval (0 to 1,000 ms) was analyzed, as
the primary interest lies in stimulus-evoked activity rather than pre-stimulus baseline fluctuations. Each
1,000 ms segment was then downsampled from 512 Hz to 50 Hz, reducing the time series to 50 points while
preserving the relevant frequency components associated with cognitive processing.
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H.2 Examples of Individual Results
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Figure 10: Positive examples. See Figure 4 for the interpretation of the visual elements. Below each example,
we report the corresponding p-values, demonstrating that the proposed method correctly detects the positive
samples.
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Figure 11: Negative examples. See Figure 4 for the interpretation of the visual elements. Below each example,
we report the p-values for both the proposed and naive methods. The selective p-values are sufficiently large,
indicating correct exclusion of spurious saliency, whereas the naive p-values are misleadingly small.
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H.3 Experiments on Modified Datasets

In this experiment, we evaluated the proposed method using modified real datasets.

The primary objective of this study is to develop a valid hypothesis testing framework under the assumption
that the data follows the model presented in Section 3. However, real-world data do not always adhere to
these assumptions, making direct evaluation challenging. In Section 6, we demonstrated several case studies
to illustrate our approach.

In this section, we evaluate the Type I error rate by modifying the real datasets used in Section 6 to better
conform to the assumed model. For the experiment, we estimated the mean vector µ+ from the positive
class and the covariance matrix Σ from the negative class in the real dataset. To investigate the effect of
covariance structures, we considered two different settings for Σ: (i) the sample covariance matrix, normalized
so that its largest eigenvalue is one and then scaled by a factor γ ∈ R (denoted as full), and (ii) a diagonal
covariance matrix set to γI (denoted as eye). The scalar factor γ was varied over {0.25, 0.5, 0.75, 1.0}. Using
these estimates, we generated 1,000 test samples following X ∼ N (0, Σ) for Type I error rate evaluation and
X ∼ N (µ+, Σ) for power analysis.

The results are presented in Figure 12. The proposed method effectively controls the Type I error rate while
achieving a detection rate above the significance level α.
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Figure 12: Results for modified real datasets
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