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Abstract

In automatic driving, it is important to convey the in-001
tention of the driving behavior of the ego car to the driver002
or passengers to achieve reliable and trustworthy driving.003
Most conventional methods that explain the intention and004
justification of the ego car use only image input without tra-005
jectory information, which is insufficient for explaining the006
intention of the ego car. In this study, we propose a multi-007
modal large language model based explanation method for008
trajectory planning that uses not only the frontal image but009
also the trajectory planning information of the ego car as010
input. Based on a dedicated dataset in which both the011
frontal video and trajectory planning information are simul-012
taneously acquired, we confirm that this method can give013
effective results compared with the case without trajectory014
information.015

1. Introduction016

In autonomous driving, it is important to increase the in-017
terpretability of the vehicle behavior to realize trustworthy018
autonomous driving for the driver. Particularly, the explana-019
tion of the behavior using language deepens human under-020
standing. It not only enhances the driver’s trust and social021
acceptance from a social perspective, but also contributes to022
deepening the system understanding of developers and re-023
searchers from the perspective of the development process024
[2].025

BDD-X [5] is a pioneering study that describes and justi-026
fies driving behavior. BDD-X builds a driving behavior cap-027
tion dataset comprising approximately 40 s of video, accel-028
eration and direction information, and approximately 7,000029
textual descriptions of the behavior and justifications for the030
behavior.031

ADAPT [4] is a study utilizing the BDD-X driving be-032
havior caption dataset. ADAPT simultaneously optimizes033
the control signal prediction and driving caption generation034
of the vehicle. From the viewpoint of generating a driving035

action caption, the input is only a recorded video without 036
any control signal. However, in practice, the input informa- 037
tion was insufficient to generate descriptions and justifica- 038
tions for actions from video information only. 039

In recent years, studies have used not only video in- 040
formation but also control information as input to gener- 041
ate descriptions and justifications of actions. For exam- 042
ple, DriveGPT4 [14] uses a multi-modal large language 043
model (LLM), and the inputs of the multi-modal LLM are 044
a video token, the text of a question, a past control value, 045
the text of an answer, and a next control value. However, 046
because BDD-X is a dataset cpmprising video and control 047
information (acceleration and direction), and the descrip- 048
tion/justification of behavior at each instance, it is a suit- 049
able model for explaining the description/justification of 050
behavior at the current time based on a past control value 051
sequence. Although it is possible to generate captions for 052
explanations and justifications for past actions, it is not pos- 053
sible to generate captions for explanations and justifications 054
of future trajectories (intentions). 055

Therefore, herein, we aim to generate captions for ex- 056
plaining the future trajectory (intention). If the trajectory 057
planning information can be explained to the driver, the 058
sense of security and trustworthiness for autonomous driv- 059
ing can be enhanced. However, because there is no dataset 060
available or publicly available to obtain the trajectory plan- 061
ning information at each instance, it is necessary to collect 062
the data independently. In conventional methods, past con- 063
trol information was input to the multi-modal LLM as text 064
information. Herein, we propose a method, in which we 065
train and link the video and trajectory information, thereby 066
improving the accuracy of caption generation. 067

The proposed method makes three contributions: 068
• It generates captions for explanations and justifications of 069

future trajectories (intentions). 070
• An overlaid method is built to link and train video and 071

trajectory information. 072
• We compile and annotate a new dataset consisting of 073

video and captions for trajectory planning information. 074
This paper first describes related studies and then de- 075
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Figure 1. The pipeline of the proposed method

scribes the proposed method. The dataset, quantitative076
evaluation results, and qualitative evaluation results are de-077
scribed as the experimental results and conclusion.078

2. Related works079

This section describes the related studies of caption genera-080
tion as well as a study on a driving behavior caption dataset.081

2.1. Caption generation082

Caption generation is a task to generate text describing an083
image by inputting the image, and Show and Tell [12] and084
Neural Baby Talk[7] using LSTM[3] have been proposed.085
In recent years, the performance of transformers has im-086
proved dramatically as datasets have become larger. BLIP2087
[6], A well-known model for caption generation, leverages088
the existing vision encoder and LLM model, and combines089
them via a transformer-based network called the Q-Former090
to achieve image caption generation and visual question an-091
swering. The study aimed to reduce the cost of training and092
maintain the performance of the vision encoder and LLM093
by training only the Q-Former. It is a pioneering research094
that is the basis of several applied studies.095

Moreover, a study was conducted on the generation of096
captions about driving behavior in ADAPT [4]. ADAPT097
simultaneously optimizes the control signal prediction and098
driving caption generation of the vehicle. It optimizes a099
module that uses a transformer to convert a video into a100
video token and uses the video token as input to predict101
acceleration and direction information, and a module that102
generates the description and justification of the action by103
multi-task learning.104

In recent years, studies have used not only video in- 105
formation but also control information as input to gener- 106
ate descriptions and justifications of actions. For example, 107
DriveGPT4 [14] uses a multi-modal LLM, and the inputs 108
of the multi-modal LLM are a video token, the text of a 109
question, a past control value, the text of an answer, and a 110
next control value. However, because BDD-X is a dataset 111
cpmprising video and control information (acceleration and 112
direction), and the description/justification of behavior at 113
each instance, it is a suitable model for explaining the de- 114
scription/justification of behavior at the current time based 115
on a past control value sequence. 116

In this paper, we generate captions about explanations 117
and justifications for future trajectories (intentions). 118

2.2. Driving action caption dataset 119

BDD-X [5] is a pioneering study that describes and justi- 120
fies of driving behavior. BDD-X builds a driving behavior 121
caption dataset consisting of approximately 40 s of video, 122
acceleration and direction information, as well as approx- 123
imately 7,000 textual descriptions of behavior and justifi- 124
cations for behavior. For example, the description of the 125
driving behavior can be ”The car moves back into the left 126
lane,” and the justification for that driving behavior can be 127
”because the school bus in front of it is stopping”. 128

In recent years, research has been conducted to describe 129
scenes more comprehensively. For example, in DriveLM 130
[10], the question & answering (QA) for the object, situa- 131
tion, and control instructions for the vehicle are described 132
in text. It is a dataset in which the text is added to a dataset 133
with three-dimensional annotations referred to as nuScenes 134
[1]. In addition, nuScenesQA [8] describes the QA to an 135
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(a) (b) (c) (d)

(a) I will drive at a steady speed. , Because there is a safe distance from the front vehicle.

(b) I will slow down. , Because the front vehicle is stopped.

(c) I will maintain the parked state. , Because the traffic light is red.

(d) I will drive at a steady speed. , Because there is a safe distance from the front vehicle.

Figure 2. The examples of the dedicated dataset

object. Many studies have recently been conducted to gen-136
erate captions in nuScenes such as adding text to nuScenes137
as a base. However, these studies are only concerned with138
the objects and situations in a scene, and objects and con-139
trol instructions to be observed. Only the BDD-X dataset140
explains the behavior of the vehicle and its justification.141

In this study, we generate captions on explanations and142
justifications for future trajectories (intentions). However,143
because there is no dataset that can acquire the future tra-144
jectory (intention) at each instance, we collect the data in-145
dependently, and establish a new dataset.146

3. Method147

3.1. Overview148

In autonomous driving, it is important to increase the in-149
terpretability of the vehicle behavior to realize trustworthy150
autonomous driving for the driver. Here we describe the151
pipeline of our method that takes the image and trajectory152
planned by the autonomous driving system.153

3.2. Pipeline154

Fig. 1 shows the pipeline of the proposed method. In the155
proposed method, not only frontal camera image of the ego156
car but also trajectory planning information are used as in-157
puts. The planning information consists of the trajectory,158
a pair of road boundaries and a pair of lane lines, and it is159
transformed and overlaid on the frontal image. Herein, we160
draw each line in different colors. For examples, we draw a161
pair of road boundary in yellow, a pair of lane line in blue.162
Furthermore, to keep the velocity information of the trajec-163
tory we vary the color of the trajectory line with the veloc-164
ity; fast in red and slow in green. The overlaid images are165
encoded by image encoder. Owing to the robustness when166
dealing with an out-of-distribution sample[9, 11], we use167

the CLIP visual encoder as an image encoder. Because the 168
CLIP visual encoder needs to be fine-tuned carefully[13], 169
we decided to freeze the parameters of the visual encoder 170
during the training phase. After that, Q-Former, language 171
projection and LLM decoder based on BLIP2 are processed, 172
and outputs the explanation and justification of the action. 173

3.3. Trajectory overlaid images 174

In this subsection, we introduce the detail of tra- 175
jectory overlaid images. The trajectories Pi = 176
((x1, y1), ..., (xN , yN )); i = (1, ..., T ) on the ith frame 177
consist of a group spatial coordinate on the Cartesian co- 178
ordinate generated from the autonomous vehicle. T repre- 179
sents the total frame number and N represents the number 180
of coordinates on the future trajectory. In DriveGPT4, tra- 181
jectory information is treated as text information to input 182
into a multi-modal LLM, but we decided to directly convert 183
the spatial coordinate on the ground to image coordinate by 184
using perspective projection transform after translation and 185
rotation operations. Then we connect the points on image 186
coordinates and draw a line on the image. 187

4. Experiment 188

4.1. Implementation 189

We compared the proposal method with the baseline 190
method. A model for generating captions only from im- 191
ages was used as the baseline method. A model for generat- 192
ing a caption from an image overlaid by trajectory planning 193
information was used as the proposal method. The same 194
implementation method as BLIP2 was employed for both 195
baseline and overlaid methods except for the input image. 196
The number of training epochs is approximately 5 for both 197
methods. In training, the parameters of image encoder, Q- 198
Former and LLM decoder are frozen. 199
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4.2. Dataset200

In this study, we generate explanation and justification cap-201
tions for trajectory planning (intentions). However, because202
there is no dataset that can acquire the trajectory planning203
information at each instance, it is necessary to collect the204
data independently. This study constructs a new dataset of205
its own.206

For the hardware configuration, a comma 3X device de-207
veloped by Comma.ai, which can easily generate the trajec-208
tory, was installed at the front of the vehicle to verify the209
value of adding the trajectory planning information. The210
frontal image and the trajectory planning informaton were211
simultaneously acquired. The data collected in the urban212
district of Japan for approximately 120 min was used as the213
driving data. It consists of 69 min on main roads where214
vehicles mainly drive, and 51 min on narrow streets where215
pedestrians may cross. For each image data, the explanation216
and justification of the action were described in English.217
Fig. 2 shows the examples of our dedicated dataset.218

4.3. Quantitative evaluation219

The generated sentences were evaluated using BLEU-4 and220
ROUGE-L, which are general metrics of the caption gener-221
ation task. Each metric aims to measure a distinct aspect of222
the generated sentences: BLEU-4 assesses the precision of223
the generated sentences, where ROUGE-L evaluates their224
recall. The generated sentences were evaluated for expla-225
nation of action and justification each. The results obtained226
are presented in Tab. 1.227

In the proposed method, the results were better than the228
baseline method for all tasks and metrics. This is because,229
since the trajectory information can be used in addition to230
the image, action description generation can be performed231
in consideration of the trajectory planning information that232
are difficult to read directly from the image.233

Model Action Justification

B-4↑ R-L↑ B-4↑ R-L↑
Baseline 0.40 0.57 0.23 0.48
Proposed 0.44 0.61 0.26 0.50

Table 1. Evaluation results of three methods on two metrics (B-4:
BLEU-4, R-L: ROUGE-L)

4.4. Qualitative evaluation234

Fig. 3 shows the difference between the results of the base-235
line method and that of the proposed method. In the scene236
shown in the figure, the vehicle is moving straight ahead237
diagonally to the right, and is decelerating due to the con-238
gestion ahead. Because a single image is input to the model239
in both the baseline method and the proposed method, they240

cannot estimate that the vehicle ahead is decelerating. As a 241
result, these methods erroneously assume that the ego vehi- 242
cle is running at a constant speed. 243

Fig. 3 shows the differences between the results of the 244
proposed method and the baseline method. In the scenario 245
shown in the figure, the vehicle is moving straight ahead di- 246
agonally to the right, and is decelerating due to the conges- 247
tion ahead. Because the trajectory planning information is 248
not utilized, the baseline method misinterpreted that the ego 249
car continues to remain stationary. On the other hand, the 250
proposed method using trajectory planning information on 251
the overlaid image was able to estimate that the ego car is in 252
driving and decelerating. This implies the proposed method 253
understands that the vehicle is decelerating because the line 254
representing the trajectory planning gradually changes from 255
yellow to green. 256

original image overlaid image
GT: “I will slow down. Because the front vehi-
cle slowed down.”
Baseline: “I will maintain the parked state. Be-
cause the front vehicle is stopped.”
Proposed: “I will drive slowly. Because the
front vehicle is stopped.”

Figure 3. Examples of generated results

5. Conclusion 257

It is important to increase the interpretability of the driv- 258
ing behavior in autonomous driving to realize the driver’s 259
trustworthiness. Herein, we developed a method to gener- 260
ate captions for explanations and justifications for trajec- 261
tory planning information (intentions). Because there was 262
no dataset that could acquire the trajectory planning infor- 263
mation (intention) at each instance, we collected the data in- 264
dependently and constructed the dataset. In addition, in the 265
conventional method, past control information was input to 266
the multi-modal LLM as text information; However, in the 267
proposed method, the accuracy of the caption generation of 268
justification was improved by overlaying the video informa- 269
tion with the trajectory planning information. Therefore, it 270
was confirmed that the proposed method can give effective 271
results compared with the case without trajectory informa- 272
tion. 273
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