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Abstract

Understanding temporal concepts and answer-001
ing time-sensitive questions is crucial yet a chal-002
lenging task for question-answering systems003
powered by large language models (LLMs).004
Existing approaches either update the paramet-005
ric knowledge of LLMs with new facts, which006
is resource-intensive and often impractical, or007
integrate LLMs with external knowledge re-008
trieval (i.e., retrieval-augmented generation).009
However, off-the-shelf retrievers often strug-010
gle to identify relevant documents that require011
intensive temporal reasoning. To systemati-012
cally study time-sensitive question answering,013
we introduce the TEMPRAGEVAL benchmark,014
which repurposes existing datasets by incorpo-015
rating complex temporal perturbations and gold016
evidence labels. As anticipated, all existing017
retrieval methods struggle with these tempo-018
ral reasoning-intensive questions. We further019
propose Modular Retrieval (MRAG), a train-020
less framework that includes three modules: (1)021
Question Processing that decomposes question022
into a main content and a temporal constraint;023
(2) Retrieval and Summarization that retrieves,024
splits, and summarize evidence passages based025
on the main content; (3) Semantic-Temporal026
Hybrid Ranking that scores semantic and tem-027
poral relevance separately for each fine-grained028
evidence. On TEMPRAGEVAL, MRAG sig-029
nificantly outperforms baseline retrievers in re-030
trieval performance, leading to further improve-031
ments in final answer accuracy.1032

1 Introduction033

Facts are constantly evolving in our ever-changing034

world. This dynamic nature highlights the need for035

natural language processing (NLP) systems capable036

of updating information (Liška et al., 2022; Zhang037

et al., 2024; Kasai et al., 2024) and providing ac-038

curate responses to time-sensitive questions (Chen039

1Our code and data are available at https://github/ano
nymous.

UK Prime Minister 

2022 20242019

Boris Johnson Rishi Sunak

Original question
Who is the UK Prime Minister as of 2019?

Boris Johnson | … He was 
appointed as the Prime 
Minister on 24 July 
2019 …

Nicola Sturgeon | … She was 
re-elected in May 2021 as 
the First Minister of 
Scotland …

Baseline Retrieval

Inaccurate Documents Accurate Documents

Perturbed question
Who is the UK Prime Minister as of 6 May 2021?

Modular Retrieval

A: Nicola Sturgeon A: Boris Johnson 

Keir Starmer

Figure 1: A time-sensitive question example that
requires temporal reasoning (as of 6 May 2021 →
2019 - 2022) to both retrieve documents and generate
answers. State-of-the-art retrieval systems struggle to
conduct in-depth reasoning to identify relevant docu-
ments. We provide a new diagnostic benchmark TEM-
PRAGEVAL, and propose a new modular framework to
tackle this challenge.

et al., 2021; Chu et al., 2024). For instance, a com- 040

mon query like “Who is the UK Prime Minister?” 041

sees the answer transition from “Boris Johnson” 042

to “Rishi Sunak” in 2022 (Figure 1). 043

With developments of large language models 044

(LLMs), existing approaches rely on the parametric 045

knowledge of LLMs to answer time-sensitive ques- 046

tions directly, and constantly update the parametric 047

knowledge on new facts (Rozner et al., 2024; Wu 048

et al., 2024b; Wang et al., 2024). However, updat- 049

ing LLM parameters are often resource-intensive. 050

An alternative line of research explores Retrieval- 051

Augmented Generation (RAG), which integrates 052

LLMs with external knowledge (e.g., Wikipedia) 053
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through information retrieval (Izacard et al., 2020).054

While RAG allows for the incorporation of new055

facts with minimal effort, its performance heavily056

relies on off-the-shelf retrieval systems, which are057

often limited to keywords or semantic matching.058

Time-sensitive questions, however, often require059

intensive temporal reasoning to identify relevant060

documents, i.e., reasoning-intensive retrieval (Su061

et al., 2024a). For example, in Figure 1, retrievers062

should infer the date “24 July 2019” as relevant063

to the constraint “as of 6 May 2021”, rather than064

only match with date like “May 2021”. Despite065

widespread recognition of the temporal reasoning066

challenge, there remains a lack of research for tem-067

poral reasoning-intensive retrieval systems. We fill068

that lacuna.069

We begin by conducting a diagnostic evalua-070

tion of existing retrieval approaches for tempo-071

ral reasoning-intensive retrieval. Following the072

idea of systematic evaluation with contrast set073

(Gardner et al., 2020), we repurpose two existing074

datasets, TIMEQA (Chen et al., 2021) and SITU-075

ATEDQA (Zhang and Choi, 2021), to introduce076

the Temporal QA for RAG Evaluation benchmark077

(TEMPRAGEVAL). We manually augment the078

test questions with complex temporal perturbations079

(e.g., modifying the time period to avoid textual080

overlap). In addition, we annotate gold evidence081

on Wikipedia for more accurate retrieval evalua-082

tion. As expected, current retrieval methods exhibit083

limited temporal reasoning capabilities, especially084

on perturbed questions.085

To address time-sensitive questions, we pro-086

pose a training-free Modular Retrieval framework087

(MRAG) to enhance temporal reasoning-intensive088

retrieval. MRAG contains three key modules: (1)089

Question Processing, which decomposes each090

question into a main content and a temporal con-091

straint; (2) Retrieval and Summarization, which092

utilizes off-the-shelf retrievers to find evidence pas-093

sages based on the main content, segments them094

into independent sentences, and guides LLMs to095

condense the most relevant passages into query-096

specific sentences.(3) Semantic-Temporal Hybrid097

Ranking, which ranks each evidence sentence us-098

ing a combination of a semantic score measuring099

semantic similarity, and a temporal score, a novel100

symbolic component that assesses temporal rele-101

vance to the query’s temporal constraint.102

Compared to the classic retrieve-then-rerank sys-103

tems, MRAG offers several advancements: (1) It104

disentangles relevance-based retrieval from tem-105

poral reasoning through question preprocessing, 106

avoiding distractions of off-the-shelf retrievers; 107

(2) It introduces a temporal scoring mechanism 108

that evaluates whether the temporal information in 109

the evidence (e.g., “2019 – 2022”) satisfies the 110

query’s temporal relations (e.g., “before 2023”); 111

(3) The modular framework enhances transparency, 112

enabling users to easily identify which component 113

leads to an incorrect answer. 114

On TEMPRAGEVAL, our proposed MRAG 115

framework achieves substantial improvements in 116

performance, with 9.3% top-1 answer recall and 117

11% top-1 evidence recall. We also incorporate 118

state-of-the-art (SOTA) answer generators (Asai 119

et al., 2024; Yan et al., 2024; Wei et al., 2022), 120

and demonstrate that the improvements in retrieval 121

from MRAG propagate to enhanced final QA ac- 122

curacy, with 4.5% for both exact match and F1. 123

Detailed case studies further confirms MRAG’s 124

robustness to temporal perturbations qualitatively. 125

Our contributions can be summarized as follows. 126

• We introduce TEMPRAGEVAL, a time-sensitive 127

QA benchmark dataset to diagnostically evaluate 128

each component of existing retrieval-augmented 129

generation systems. 130

• We propose MRAG, a new modular framework 131

to identify evidence through separating relevance- 132

based retrieval and temporal reasoning. 133

• On TEMPRAGEVAL, MRAG significantly out- 134

performs all baseline retrieval systems, and the 135

improvements lead to better answer generation. 136

2 Background 137

In this section, we first define the time-sensitive 138

question answering task (§2.1), and then introduce 139

the baseline retrieval-augmented generation QA 140

based systems (§2.2). 141

2.1 Time-sensitive Question Answering 142

Our task is to predict an answer y, to a time- 143

sensitive question q, in which the input question q 144

also includes temporal relations t1, ..., tn.2 145

With advancements in LLMs, a straightforward 146

approach is to directly ask these questions to LLMs. 147

To capture the ever-changing world knowledge, it 148

is required to constantly update the parameters of 149

LLMs (e.g., Llama 3.1) with new facts, i.e., knowl- 150

edge editing (Wu et al., 2024b; Wang et al., 2024). 151

2To simplify our setting, we make sure each question has
a valid answer.
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However, this approach is resource-intensive and152

often impractical for very large LLMs (e.g., GPT-153

4o). Moreover, knowledge editing is not always ef-154

fective. Recent studies reveal that even after param-155

eter updates, LLMs fail to accurately answer ques-156

tions about new facts (Liška et al., 2022; Rozner157

et al., 2024; Wang et al., 2024), let alone related158

facts (Zhong et al., 2023; Wu et al., 2024b,c).159

Therefore, our study focuses on an alternative160

approach that leverages external text collections161

as a knowledge source, integrating relevant infor-162

mation into existing LLMs to answer questions163

(detailed in §2.2). RAG approaches supplement164

factual evidence, mitigating errors in LLMs’ inter-165

nal knowledge (Niu et al., 2024). While we use166

Wikipedia3 as the text collection D, our approach167

is broadly applicable to any corpus, e.g., New York168

Times Annotated Archive (Sandhaus, 2008) and169

ClueWeb (Overwijk et al., 2022).170

2.2 Retrieval-Augmented Generation171

The goal of RAG is to address the limitations in172

the parametric knowledge of LLMs (Izacard et al.,173

2020). RAG involves a retrieval system to find174

relevant evidence from a large corpus and a LLM175

to generate a response based on the evidence (Wu176

et al., 2024a).177

Passage retrieval and reranking. Retrieval178

methods are typically categorized into sparse re-179

trieval and dense retrieval. Sparse retrieval meth-180

ods, like TF-IDF (Das and Chakraborty, 2018)181

and BM25 (MacAvaney et al., 2020), rely on lex-182

ical matching. In contrast, dense retrieval models183

(Karpukhin et al., 2020; Zhao et al., 2021; Thakur184

et al., 2021; Izacard et al., 2021) use LLMs (e.g.,185

BERT) encode the question q and the passage p186

separately using two independent encoders (i.e., bi-187

encoders). These models learn a scoring function188

(e.g., dot product) between question and passage189

vectors to capture semantic similarities:190

f(q, p) = sim(EncQ(q),EncP (p)), p ∈ D. (1)191

Dense retrieval models are highly scalable, since192

passages can be encoded offline, and are effi-193

ciently retrieved over maximum inner product194

search (MIPS) with the question (Shrivastava and195

Li, 2014).196

However, bi-encoder models may lack the abil-197

ity to capture fine-grained interactions between198

3We utilize the December 2021 Wikipedia dump, compris-
ing 33.1 million text chunks.

the query and passage. A common optional4 ap- 199

proach is to have another cross-encoder model to 200

rerank top retrieved passages. Cross-encoder mod- 201

els (Khattab and Zaharia, 2020; Wang et al., 2020; 202

Gemma et al., 2024) jointly encode the query q and 203

the passage p together by concatenating them as 204

input into a single model as: 205

f(q, p) = sim(Enc([q; p])), p ∈ D. (2) 206

Answer generation. The answer generation com- 207

ponent takes the question and support passages as 208

input to generate the answer. A widely used ap- 209

proach is Fusion-in-Decoder (Izacard et al., 2020), 210

which fine-tunes an encoder-decoder LLM (e.g., T5 211

(Raffel et al., 2020)). FiD independently encodes 212

each passage and question, then concatenates their 213

representations into the decoder, as formulated be- 214

low: 215

y = Dec([Enc([q; p1]); . . . ;Enc([q; pk])]), pk ∈ D.
(3) 216

With decoder-only LLMs (OpenAI et al., 2024; 217

Dubey et al., 2024), the support passages and the 218

question are concatenated into a single sequence. 219

To unlock the reasoning capabilities of LLMs, 220

Chain-of-Thought (CoT) prompting (Wei et al., 221

2022) introduces intermediate reasoning steps 222

within prompt examples, significantly improving 223

performance on various reasoning tasks. Self-RAG 224

(Asai et al., 2024) predicts answers for each pas- 225

sage independently, and then adopts self-reflect 226

mechanisms (Yao et al., 2022) into prompts to se- 227

lect the best answer. Self-RAG achieve SOTA re- 228

sults on multiple knowledge-intensive QA datasets. 229

3 TEMPRAGEVAL Benchmark 230

In this section, we first present existing time- 231

sensitive QA datasets (§3.1), then introduce our 232

diagnostic benchmark dataset TEMPRAGEVAL 233

(§3.2), finally we evaluate existing retrieval ap- 234

proaches on TEMPRAGEVAL (§3.3). 235

3.1 Existing Time-Sensitive QA Datasets 236

There are several existing QA datasets that focus 237

on temporal reasoning. The most representative 238

ones are the following:5 239

4Note that reranking is not always adopted, as it adds
additional computational cost.

5We mainly focus on these two datasets, while others,
such as Liška et al. (2022); Dhingra et al. (2022); Gruber
et al. (2024), serve as alternatives. Datasets such as Tan et al.
(2023); Virgo et al. (2022) that are not knowledge-intensive,
are excluded from this work (Appendix B).
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Dataset # Eval. Evid. Natu. Comp.

ComplexTQA 10M ✓
StreamingQA 40K ✓ ✓
TempLAMA 35K
SituatedQA 2K ✓
TimeQA 3K ✓
MenatQA 2K ✓
TempRAGEval 1K ✓ ✓ ✓

Table 1: Comparison of temporal QA datasets. TEM-
PRAGEVAL is featured by manual evidence annota-
tions, human-written question (i.e., Naturalness), and
higher complexity in temporal reasoning.

• SITUATEDQA (Zhang and Choi, 2021) is a time-240

sensitive QA dataset where the answer to an241

information-seeking question varies based on242

temporal context. These questions contain a sin-243

gle type of temporal constraint (e.g., “as of”)244

that directly align with the answers. Retrievers245

with surface-form date matching often exploit246

these shortcuts to bypass the need for temporal247

reasoning.248

• TIMEQA (Chen et al., 2021) is another time-249

sensitive QA dataset. Unlike SITUATEDQA, the250

questions in hard split include complex tempo-251

ral constraints (e.g., “between 2012 to 2018”).252

However, question-answer pairs are synthetically253

generated from time-evolving WikiData facts us-254

ing templates. In addition, TIMEQA does not255

include evidence annotations, making it impre-256

cise to evaluate retrieval results.257

According to Table 1, we observe that none of258

existing datasets include these key factors for sys-259

tematically evaluating current retrieval (and answer260

generation) systems: (1) Evidence annotation; (2)261

Natural questions from users; (3) Complex tempo-262

ral constraints. Therefore, as we will show in the263

following section, we aim to address this limitation264

by creating TEMPRAGEVAL.265

3.2 TEMPRAGEVAL Construction266

We create TEMPRAGEVAL, a time-sensitive QA267

benchmark for rigorously evaluating temporal rea-268

soning in both retrieval and answer generation.269

Perturbed question-answer pair generation.270

Annotators first select question-answer pairs from271

the SITUATEDQA and TIMEQA datasets6 that can272

6Since both datasets lack questions about knowledge be-
yond the cutoff date of existing LLMs, we primarily focus on

be grounded in Wikipedia facts with key times- 273

tamps or durations. They then revise temporal per- 274

turbations by selecting implicit conditions, tempo- 275

ral relations, and alternative dates to include com- 276

plex temporal reasoning, without changing the final 277

answer7. Annotators are also required to edit the 278

question text to improve naturalness. We include 279

detailed guidelines in Appendix C. 280

Evidence annotation. To better evaluate the per- 281

formance of retrieval systems, we supplement 282

question-answer pairs with up to two annotated 283

gold evidence passages. A passage is relevant to 284

the question if annotators can obtain the correct 285

answer based on the passage. Specifically, for each 286

question, annotators are asked to manually review 287

top-20 passages retrieved by Contriever (Izacard 288

et al., 2021) and reranked by the best GEMMA (Li 289

et al., 2023) reranker. If there is no relevant pas- 290

sage, annotators are required to search Wikipedia 291

pages related to the query entities to locate the 292

gold evidence (around 12.7% of questions). We 293

create 1,000 test examples with human-annotated 294

evidence. Appendix D presents sample statistics, 295

revealing that SITUATEDQA questions include pop- 296

ular entities while the entities for TIMEQA ques- 297

tions are long-tailed. 298

3.3 Preliminary Evaluation on 299

TEMPRAGEVAL 300

In TEMPRAGEVAL, we first evaluate the perfor- 301

mance on SOTA retrieval systems as a sanity check. 302

Experimental Setup. We follow the popular 303

retrieve-then-rerank pipeline, using the dense re- 304

triever Contriever (Izacard et al., 2021) and the 305

LLM-based reranker GEMMA (Gemma et al., 306

2024). The retriever finds top 1,000 passages, and 307

among them, the reranker reorders the top 100 pas- 308

sages. We use two evaluation metrics: Answer 309

Recall (AR@k) that measures the proportion of 310

samples where at least one answer appears within 311

the top-k retrieved passages, and Gold Evidence 312

Recall (ER@k) that assesses the percentage of 313

samples where at least one gold evidence docu- 314

ment is included in the top-k passages. 315

Performance degradation on perturbed ques- 316

tions. As shown in Figure 2, we observe a 317

historical knowledge and discuss potential future directions
on recent knowledge in the Limitations section.

7Questions with the same content but different temporal
constraints and answers are considered different samples. Per-
turbations are introduced for each sample.
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Figure 2: The retrieval performance degradation of the
GEMMA baseline on TEMPRAGEVAL-SITUATEDQA,
comparing original and perturbed questions (see TEM-
PRAGEVAL-TIMEQA in Appendix E).

significant degradation in retrieval performance318

caused by temporal perturbations. For instance,319

for the GEMMA baseline, the top-1 answer recall320

and evidence recall drop from 85.8% to 54.7%321

and from 45.0% to 20.3% on TEMPRAGEVAL-322

SITUATEDQA. This is because the perturbed tem-323

poral constraints avoid matching between times-324

tamps in the questions and the passages. Conse-325

quently, retrievers must conduct in-depth temporal326

reasoning to identify the relevant passages.327

We further conduct a controlled experiment to328

reveal the temporal reasoning capabilities of exist-329

ing retrieval methods. Specifically, we compute330

the similarity scores for query-evidence pairs by331

varying the temporal relation in the query, e.g.,332

“before”, “after”, and “as of”, and the times-333

tamp in the evidence, e.g., from “1958” to “1965”.334

Experiments confirm that all methods prioritize335

matching exact dates indicating a shortcut for tem-336

poral reasoning in retrieval. We present full results337

in Figure 5 in Appendix.338

4 MRAG: Modular Retrieval339

Motivated by the performance degradation of the340

existing retrieval methods in the preliminary eval-341

uation, we propose a Modular Retrieval (MRAG)342

framework (as shown in Figure 3) to enhance tem-343

poral reasoning-intensive retrieval. At a high level,344

MRAG disentangles relevance-based retrieval from345

temporal reasoning, leveraging a dense embed-346

ding model for semantic scoring and a set of sym-347

bolic heuristics for temporal scoring. Specifically,348

MRAG has three key modules: question process- 349

ing, retrieval and summarization, and semantic- 350

temporal hybrid ranking. 351

Question processing. We prompt LLMs to de- 352

compose each time-sensitive question into a main 353

content (MC) and a temporal constraint (TC). This 354

approach disentangles temporal relevance from se- 355

mantic relevance: MC measures the semantic rel- 356

evance of the evidence, while TC determines its 357

temporal relevance. 358

Retrieval and summarization. We apply off-the- 359

shelf retrievers (e.g., Contriever) to find relevant 360

passages to MC in Wikipedia. Then we employ 361

reranker models to reorder these passages by se- 362

mantic similarity to MC. 363

It is common for a passage to contain multi- 364

ple pieces of temporal information, most of which 365

are unrelated to the question and can distract the 366

temporal scoring component introduced next. For 367

example, the relevant passage in Figure 3 includes 368

the sentence, “it was filmed in 2017”, which 369

satisfies the TC but is irrelevant. Therefore, we 370

split passages into individual sentences to elimi- 371

nate temporal distractors. However, as shown in 372

Figure 3, critical information from the most rel- 373

evant passages—such as “America’s Next Top 374

Model”, “The winner of the competition”, 375

and ”January 9, 2018”—can be scattered across 376

different sentences. Relying solely on sentence 377

splitting would miss key details. To overcome this 378

challenge, we additionally employ LLMs to sum- 379

marize each of the top-k passages into a single 380

sentence condensing relevant phrases and temporal 381

information, as analyzed in §6.1.8 382

Semantic-temporal hybrid ranking. We rerank 383

each sentence (summarized from a LLM or seg- 384

mented from the original passage) with two distinct 385

scores: a semantic score and a temporal score. The 386

semantic score is calculated from the similarity be- 387

tween the evidence sentence and MC. For temporal 388

score, we first extract the timestamp from each sen- 389

tence (e.g., “2018”). Based on the timestamp and 390

TC (e.g., “as of 2021”), we compute a temporal 391

score using symbolic functions similar to tempo- 392

ral activation functions in Chen et al. (2022). The 393

final score for each sentence is obtained by multi- 394

plying the semantic score and the temporal score. 395

8While using LLMs to summarize passages can introduce
hallucinations, we mitigate this by summarizing only the top-k
passages.
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Q: Who won the latest America’s 
Next Top Model as of 2021?

MC: Who won 
the America’s 

Next Top Model?

Segmentation

(1) Question Processing (2) Retrieval & Summarization (3) Semantic-Temporal 
Hybrid Ranking

TC: latest … 
as of 2021

RetrievalMC

America’s Next Top 
Model 24 | … it was 
filmed in 2017 ... Next 
Top Model premiered 
on January 9, 
2018 … The winner
of the competition 
was Kyla Coleman
from Lacey …

Kyla Coleman is the 
winner of America’s 
Next Top Model in 
2018.

MC Summarization
MC Semantic 

Scoring

TC Temporal 
Scoring

#1

#2

A: Kyla ColemanQ
… Next Top Model premiered on 
January 9, 2018 …

… The winner of the competition 
was Kyla Coleman from Lacey …

Q

Figure 3: An overview of the MRAG framework, consisting of three key modules: question processing, retrieval and
summarization, and semantic-temporal hybrid ranking. The question processing module separates each query into
the main content (i.e., MC) and the temporal constraint (i.e., TC). The retrieval and summarization module finds
the most relevant evidence based on the main content and summarizes or splits these evidence into fine-grained
sentences. The hybrid ranking module combines symbolic temporal scoring and dense embedding-based semantic
scoring at a fine-grained level to determine the final evidence ranking.

Finally, we select the passages that contains the396

highest-scoring sentences. We include the details397

of symbolic functions in Appendix G.398

5 Experiments399

In this section, we evaluate MRAG and baseline400

systems on TEMPRAGEVAL.401

5.1 Experimental Setup402

Baselines. For retrieval, we include BM25, Con-403

triever, and a hybrid method (Jedidi et al., 2024).404

Reranking methods include ELECTRA (Clark405

et al., 2020), MiniLM (Wang et al., 2020), Jina(Jina,406

2024), BGE (Xiao et al., 2023), NV-Embed (Lee407

et al., 2024), and GEMMA (Gemma et al., 2024).408

We follow state-of-the-art answer generation ap-409

proaches based on prompting LLMs (§2.2). We410

evaluate four approaches, Direct Prompt that411

adopts question-answer pairs as few-shot examples;412

Direct CoT that adds rationals into prompts (Wei413

et al., 2022); RAG-Concat, where passages are414

concatenated into a LLM; and Self-RAG, which415

processes each passage independently and selects416

the best answer (Asai et al., 2024).417

Metrics. We use the same setup in §3.3 for re-418

trieval evaluation. For answer evaluation, we use419

Exact Match (EM) that measures the exact match420

to the gold answer, and F1 score (F1) that measures421

the word overlap to the gold answer.422

Implementation details. Due to limited bud-423

get, we evaluate GPT-4o mini (OpenAI et al.,424

2024) with direct prompting, and three open-source425

LLMs: TIMO, a LLaMA2-13B model fine-tuned426

for temporal reasoning (Su et al., 2024b), and two427

general-purpose models, Llama3.1-8B-Instruct and428

Llama3.1-70B-Instruct (Dubey et al., 2024). We 429

use 10 examples in prompts. To eliminate the 430

impact of input length constraints across models, 431

we conduct parametric studies as described in Ap- 432

pendix K and report each LLM’s performance with 433

its optimal number of input passages in Table 3. 434

5.2 Main Results 435

MRAG enhances retrieval performance for 436

time-sensitive questions. According to Table 2, 437

MRAG significantly outperform all retrieve then 438

rerank baselines, which highlight the superior tem- 439

poral reasoning capabilities. For example, MRAG 440

improves the best baselines Contriver + GEMMA 441

significantly, with 7.7% top-5 evidence recall in 442

TEMPRAGEVAL-TIMEQA and 13.9% top-5 evi- 443

dence recall in TEMPRAGEVAL-SITUATEDQA. 444

Retrieval augmentation improves time-sensitive 445

QA performance. According to Table 3, we ob- 446

serve that LLMs relying solely on their paramet- 447

ric knowledge struggle to accurately answer time- 448

sensitive questions, with limited QA accuracy. In- 449

corporating retrieval-augmented generation signif- 450

icantly improves QA accuracy. Notably, we ob- 451

serve larger improvements on TEMPRAGEVAL- 452

TIMEQA, which primarily focuses on less frequent 453

entities that pose greater challenges to the paramet- 454

ric knowledge of LLMs (Kandpal et al., 2023). 455

Enhanced retrieval contributes to improved 456

time-sensitive QA performance. As shown in 457

Table 3, MRAG outperforms baseline RAG ap- 458

proaches in QA accuracy, for instance 49.2% 459

EM (MRAG) over 44.0% EM (RAG) in TEM- 460

PRAGEVAL-TIMEQA for Llama3.1-8B. Incorpo- 461

rating a self-reflection strategy improves perfor- 462

mance for Llama3.1 models but not for TIMO, 463
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Method TEMPRAGEVAL-TIMEQA TEMPRAGEVAL-SITUATEDQA
AR @ ER @ AR @ ER @

1st 2nd # QFS 1 5 1 5 1 5 1 5
BM25 - - 17.5 39.0 4.2 14.1 27.6 58.2 6.8 18.4
Cont. - - 18.8 49.9 9.6 28.7 22.6 51.1 6.8 17.1

Hybrid - - 18.8 51.2 9.6 28.1 22.6 55.8 6.8 19.7
Cont. ELECTRA - 40.1 76.9 21.8 58.6 35.5 71.3 15.3 37.1
Cont. MiniLM - 34.0 76.1 16.2 57.3 36.8 73.4 20.0 40.3
Cont. Jina - 42.4 77.2 23.6 58.6 47.9 78.4 19.5 41.1
Cont. BGE - 40.3 80.9 23.3 61.3 36.3 74.2 14.5 35.0
Cont. NV-Embed - 49.9 81.2 33.4 62.9 47.4 81.3 23.4 46.1
Cont. Gemma - 46.7 82.5 26.0 66.6 54.7 82.6 20.3 45.3
Cont. MRAG - 57.6 89.4 32.4 73.5 61.1 88.2 27.4 56.3
Cont. MRAG 5 58.6 90.0 37.1 74.3 61.3 89.0 31.1 59.2
Cont. MRAG 10 56.0 88.1 35.5 73.2 62.1 87.9 30.8 57.9

Table 2: The answer recall (AR@k) and gold evidence recall (ER@k) of each retrieval method on perturbed
temporal queries in TIMEQA and SITUATEDQA subsets of TEMPRAGEVAL. 1st means the first-stage retrieving
method; 2nd means the second-stage reranking method; # QFS means the number of top passages to be summarized.
Bold numbers indicate the best performance. We include complete results in Appendix I.

Method TEMPRAGEVAL-TimeQA TEMPRAGEVAL-SituatedQA
# Docs EM F1 # Docs EM F1

GPT4o-mini
Direct Prompt - 19.6 30.6 - 54.2 58.6

TIMO
Direct Prompt - 16.2 24.8 - 50.6 53.1
Direct CoT - 15.8 28.2 - 49.4 53.9
RAG-Concat 3 43.4 55.2 3 55.8 58.1
MRAG-Concat 3 48.2 57.2 3 61.4 63.6
Self-MRAG 3 44.6 54.9 3 62.4 64.5

Llama3.1-8B-Instruct
Direct Prompt - 16.0 23.9 - 42.8 45.0
Direct CoT - 16.8 27.8 - 49.6 54.5
RAG-Concat 5 44.0 52.8 5 60.0 62.7
MRAG-Concat 5 49.2 59.2 5 65.8 68.0
Self-MRAG 5 54.2 65.6 5 66.4 68.2

Llama3.1-70B-Instruct
Direct Prompt - 31.0 42.3 - 59.0 62.1
Direct CoT - 33.2 45.8 - 69.0 72.6
RAG-Concat 5 54.4 63.2 20 67.0 69.8
MRAG-Concat 5 58.0 68.4 20 69.2 72.5
Self-MRAG 5 61.2 75.3 20 72.2 76.0

Table 3: End-to-end QA performance comparison for various generation strategies and LLMs on TEMPRAGEVAL.
Bold numbers indicate the best performance the each backbone LLM. The second best is underlined. TIMO has
a limited input length with up to three passages. We report the best number of passages for Llama models, and
provide ablation on different numbers in Appendix K.

likely due to the limited reasoning capacity of its464

backbone model, Llama 2.465

6 Analysis466

This section presents a detailed analysis of the re-467

sults and the contribution of each MRAG module.468

6.1 Ablation Study 469

The impact of the number of passages for sum- 470

marization. Our LLM based summarization re- 471

moves irrelevant temporal information but may also 472

introduce hallucinations (details in Appendix H). 473

We conduct a parametric study to evaluate the im- 474
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pact of the number of passages used for summariza-475

tion. As shown at the bottom of Table 2, summa-476

rizing top-five passages achieves the best balance.477

In addition, we compare the RAG setup with the478

long-document QA setup bypassing retrievers in479

Appendix L. RAG achieves a better accuracy, as480

retrievers select the most relevant passages, which481

is helpful the answer generation.482

The impact of the number of passages for an-483

swer generation. Our experiments show that the484

optimal number of passages depends on the LLMs.485

TIMO can handle a maximum of 3 passages, while486

the optimal number for LLaMA 3.1-8B is five, and487

for LLaMA 3.1-70B, it is twenty. Full results are488

presented in Appendix K.489

Computational Overhead. As MRAG involves490

retrieval, summarization, and re-ranking, it incurs491

approximately twice the computational overhead492

of standard RAG pipelines, which is manageable.493

We provide a detailed analysis in Appendix M.494

6.2 Human Evaluation495

One limitation of the retrieval metrics is that AR@k496

overestimates performance, as a passage might in-497

cidentally contain an answer without directly sup-498

porting it. Conversely, ER@k acts as a conservative499

lower bound, potentially overlooking other relevant500

but unannotated passages. To address this, we con-501

duct a human evaluation on a random subset of 200502

examples to assess actual retrieval performance.503

The results validate the advantages of MRAG over504

GEMMA in retrieval accuracy with full results pre-505

sented in Appendix J.506

6.3 Case Study507

We analyze retrieval errors qualitatively to high-508

light the advantages of MRAG over the GEMMA509

baseline. As shown in Figure 4, the top-1 passage510

by GEMMA matches the query date “1988” but511

discusses a father-son record set in 2007. In con-512

trast, MRAG retrieves a passage about a teammate513

combination record from the same season, despite514

the differing date (“1961” vs. “1988”). Additional515

cases and answer generation error cases are pro-516

vided in Appendix N.1 and Appendix N.2.517

7 Other Related Works518

LLM embeddings. Recent research has explored519

LLM embeddings for retrieval. Some studies focus520

on distilling or fine-tuning LLM embeddings for521

Question:
Who had the most home runs by two teammates in 
a season as of 1988?

Gemma #1 Passage:
Bobby Bonds | ... until José Canseco of the Oakland 
Athletics in 1988. Barry and Bobby had 1,094 
combined home runs through 2007 — a record for a 
father-son combination …

MRAG #1 Passage:
50 home run club | M&M Boys—are the only 
teammates … hitting a combined 115 home runs in 
1961 and breaking the single-season record for 
home runs by a pair of teammates.

Figure 4: A case study for top-1 passage retrieved by
GEMMA and MRAG from TEMPRAGEVAL.

reranking tasks, such as GEMMA (Gemma et al., 522

2024) and MiniCPM (Hu et al., 2024). Others aim 523

to develop generalist embedding models capable of 524

performing a wide range of tasks including retrieval 525

and reranking, e.g., gte-Qwen (Yang et al., 2024) 526

and NV-Embed (Lee et al., 2024). These LLM- 527

based methods have demonstrated unprecedented 528

performance in benchmarks such as MTEB (Muen- 529

nighoff et al., 2023) and our TEMPRAGEVAL. 530

Reasoning intensive retrieval. Existing retrieval 531

benchmarks primarily target keyword-based or 532

semantic-based retrieval. Su et al. (2024a) intro- 533

duces BRIGHT, a new retrieval task emphasizing 534

intensive reasoning. We focus on temporal rea- 535

soning, one aspect of a broader class of reasoning- 536

intensive retrieval. MRAG is expected to gener- 537

alize to other forms of symbolic reasoning, such 538

as numeric ranges and geospatial constraints. It 539

mitigates direct numeric matching in retrieval and 540

enhances reasoning capabilities. 541

8 Conclusion 542

This study focuses on time-sensitive QA, a task 543

that challenges LLM based QA systems. We first 544

present TEMPRAGEVAL, a diagnostic benchmark 545

featuring natural questions, evidence annotations, 546

and temporal complexity. We further propose a 547

training-free MRAG framework, which disentan- 548

gles relevance-based retrieval from temporal rea- 549

soning and introduces a symbolic temporal scoring 550

mechanism. While existing systems struggle on 551

TEMPRAGEVAL due to limited temporal reason- 552

ing capacities in retrieval, MRAG shows significant 553

improvements. We hope this work advances future 554

research on reasoning-intensive retrieval. 555
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Limitations556

There are still some limitations in our work: (1)557

Our proposed benchmark is designed to evaluate558

time-sensitive questions with explicit temporal con-559

straints. However, addressing questions with im-560

plicit temporal constraints presents a more complex561

challenge for retrieval systems. We could extend to562

implicit temporal reasoning by associating explicit563

information to the implicit one using LLM com-564

mon sense and background knowledge like (Chen565

et al., 2022). (2) Our dataset does not include time-566

sensitive questions that fall outside the LLM knowl-567

edge cutoff. We could extend our dataset with568

questions from RealTime QA (Kasai et al., 2024)569

and AntiLeak-Bench (Wu et al., 2024c). (3) Our570

main objective is to improve temporal reasoning571

in retrieval, which has not been tackled by previ-572

ous works. More complex scenarios like multi-hop573

and recursive reasoning require further research574

efforts. (4) The proposed framework introduces575

computational overhead for improved performance576

as detailed in Appendix M. (5) We analyze knowl-577

edge conflicts between LLMs and passages in Ap-578

pendix O and leave conflicts among passages for579

future work.580

Ethics Statement581

TEMPRAGEVAL were constructed upon the test582

set of TIMEQA (Chen et al., 2021) and SITUAT-583

EDQA (Zhang and Choi, 2021) datasets, which584

are publicly available under the licenses BSD-3-585

Clause license9 and Apache-2.0 license10. These586

licenses all permit us to compose, modify, publish,587

and distribute additional annotations upon the orig-588

inal dataset. All the experiments in this paper were589

conducted on 4 NVIDIA L40S 46G GPUs. We590

hired 3 graduate students in STEM majors as an-591

notators. We recommended that annotators spend592

at most 2 hours per day for annotation in order to593

reduce pressure and maintain a comfortable pace.594

The whole annotation work lasted about 5 days.595
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A Controlled Experiments1185

We conduct controlled experiments to investigate1186

the behaviors of retrieval methods on temporally1187

constrained queries, including the bi-encoder re-1188

triever Contriever (Izacard et al., 2021), the cross-1189

encoder reranker MiniLM (Wang et al., 2020), and1190

the LLM embedding-based reranker GEMMA (Li1191

et al., 2023). As shown in Figure 5, all methods1192

prioritize date-matching, having the highest scores1193

when the query and document share the same year.1194

Besides, the score is unusually high when the query1195

and document share the same month and day but1196

differ in year, e.g., orange triangles in the diagrams.1197

The Contriever retriever is less sensitive to docu-1198

ment dates than the MiniLM reranker. Both meth-1199

ods exhibit similar trends across varying tempo-1200

ral relations, indicating their inability to differen-1201

tiate effectively between different relations, e.g.,1202

“before” and “after”. Notably, documents with-1203

out specific dates receive unusually low scores,1204

even lower than those with irrelevant dates, e.g.,1205

orange dash lines in the diagrams.1206

The LLM embedding based reranker Gemma ex-1207

hibits stronger temporal reasoning capabilities. For1208

the “after” relation, documents with dates later1209

than the query date are assigned relatively high and1210

consistent scores. So all temporally relevant doc-1211

uments will be retained. However, for “before”1212

and “as of”, despite their temporal relevance, doc-1213

uments with earlier dates fail to achieve sufficiently1214

high similarity scores, potentially leading to their1215

exclusion from the retrieval process.1216

In summary, existing retrieval methods demon-1217

strate limited temporal reasoning capabilities. The1218

LLM embedding-based method shows better per-1219

formance than others. Our proposed MRAG frame-1220

work is retriever-agnostic, which aims to improve1221

temporal reasoning capabilities for any type of re-1222

trieval models.1223

B Dataset Selection Criteria1224

Our benchmark focuses on time-sensitive question1225

answering, which is knowledge-intensive. There-1226

fore, datasets designed for only temporal reasoning1227

(e.g., “What is the time 5 year and 5 month after1228

Oct, 1444”) are not considered, such as TempRea-1229

son (Tan et al., 2023) and DurationQA (Virgo et al.,1230

2022). Aggregated benchmarks (e.g., TimeBench1231

(Chu et al., 2024) and TRAM (Wang and Zhao,1232

2024)) focus on evaluating diverse temporal reason-1233

ing capabilities, which have a broader scope than1234
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Figure 5: Similarity scores of query-document pairs by
varying the temporal relation in the query and the date
in the document.

our focus. MenatQA (Wei et al., 2023) is built by 1235

adding counterfactual and order factors to TimeQA 1236

(Chen et al., 2021) questions, which is similar to 1237

our approach. Other knowledge-intensive temporal 1238

QA datasets can serve as alternative sample sources 1239

including StreamingQA (Liška et al., 2022), Tem- 1240

pLAMA (Dhingra et al., 2022), and concurrent 1241

dataset ComplexTQA (Gruber et al., 2024). We 1242

select SITUATEDQA (Zhang and Choi, 2021) for 1243

its human-written questions, distinguishing it from 1244

other temporal QA datasets that are typically syn- 1245

thetic. Additionally, we opt for TIMEQA (Chen 1246

et al., 2021) due to its hard split, which already in- 1247
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cludes complex temporal questions. Notably, both1248

SITUATEDQA and TIMEQA can be grounded in1249

the Wikipedia corpus.1250

C Annotation Guidelines1251

C.1 Annotating Perturbations1252

Given a question-answer pair sourced from1253

TIMEQA or SITUATEDQA (e.g., Q: “Arnolfini1254

Portrait was owned by whom between Jul 18421255

and Nov 1842?” A: “National Gallery”), annota-1256

tors should ground the pair to facts in Wikipedia1257

(e.g., “The Arnolfini Wedding by Jan van Eyck,1258

has been part of the National Gallery’s collec-1259

tion in London since 1842.”). Then they iden-1260

tify the key timestamps or durations of Wikipedia1261

facts (e.g., 1842). To create temporal perturba-1262

tions, annotators are asked to come up with com-1263

binations of implicit conditions, temporal rela-1264

tions, and alternative dates to form complex tem-1265

poral constraints. The implicit condition can be1266

“None” or selected from a list of 4 types: “first”,1267

“earliest”, “last”, and “latest”. The tempo-1268

ral relation should be selected from a list of 111269

types: “as of”, “from to”, “until”, “before”,1270

“after”, “around”, “between”, “by”, “in”, “on”,1271

and “since”. Finally, annotators rewrite ques-1272

tions naturally (e.g., “Who is the last one owned1273

Arnolfini Portrait after 1700?”) by introducing1274

perturbed temporal constraints (e.g., “last ... after1275

1700”) and ensure that the answers (e.g., “National1276

Gallery”) remain unchanged. After different anno-1277

tators create perturbed question-answer pairs, they1278

exchange these pairs with each other to validate1279

the correctness of the answers. Only the perturbed1280

samples validated by two annotators are kept.1281

C.2 Annotating Gold Evidences1282

For gold evidence annotations, annotators are as-1283

signed different perturbed question-answer pairs.1284

For each pair, 20 context passages are provided1285

to annotators, which are retrieved by the leading1286

retriever Contriever (Izacard et al., 2021), and the1287

best reranker GEMMA (Li et al., 2023). Annota-1288

tors are asked to identify up to two gold evidence1289

passages from these passages. A passage is re-1290

garded as relevant and annotated as gold evidence1291

if annotators can obtain the correct answer from1292

this passage. If there is no relevant passage among1293

these 20 retrieved ones, annotators should search1294

Wikipedia pages related to the query entities to lo-1295

cate the gold evidence passages manually. Lastly,1296

annotators exchange samples to validate gold evi- 1297

dence annotated by others. Only the gold evidence 1298

annotations validated by two annotators are kept. 1299

D Sample Statistics 1300

We gather a similar size of examples as previous 1301

temporal QA benchmarks (e.g., 3K for TimeQA 1302

(Chen et al., 2021) and 2K for MenatQA (Wei et al., 1303

2023)), which is enough for an evaluation set (see 1304

examples in Appendix P). As we manually anno- 1305

tate gold evidence passages in Wikipedia, it is time- 1306

consuming to scale up like other synthetic datasets 1307

(Dhingra et al., 2022; Gruber et al., 2024). To un- 1308

derstand the difference between two subsets, we 1309

summarize the statistics in Appendix D. The aver- 1310

age length of questions is measured by the GPT-2 1311

tokenizer (Radford et al., 2019). We assess the 1312

popularity of key entities in questions using the av- 1313

erage monthly page view counts of the correspond- 1314

ing Wikipedia page in 2024 (Pageviews, 2024). As 1315

we can see, the main difference lies in the ques- 1316

tion entity popularity. TEMPRAGEVAL-TIMEQA 1317

questions typically inquire about lesser-known indi- 1318

viduals and are generally straightforward and clear. 1319

In contrast, TEMPRAGEVAL-SITUATEDQA ques- 1320

tions commonly ask about a sports team and cham- 1321

pionship, which are more general and sometimes 1322

ambiguous. This difference may explain varying 1323

retrieval and QA performance across the two sub- 1324

sets. 1325

TimeQA SituatedQA

# original questions 123 120
# perturbed questions 377 380
# total questions 500 500
Temporal complexity hard hard
Avg. question length 15.2 15.6
Avg. entity popularity 7,456 57,521

Table 4: Sample statistics for TEMPRAGEVAL-
TIMEQA and TEMPRAGEVAL-SITUATEDQA.

E Retrieval Performance Degradation 1326

Due to Perturbations 1327

As shown in Figure 6, we compare the retrieval per- 1328

formance between original queries and perturbed 1329

queries using the same baseline retrieval system 1330

(i.e., Contriever retriever and GEMMA reranker). 1331

For both the TIMEQA and SITUATEDQA subsets, 1332

the perturbed questions significantly increase the 1333
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Figure 6: Retrieval performance difference between original queries and perturbed queries in TEMPRAGEVAL
subsets for the baseline GEMMA retrieval.

difficulty of retrieving relevant documents, partic-1334

ularly when evaluating the top-1 and top-5 ranked1335

documents. This suggests that the introduction of1336

perturbations introduces greater complexity. The1337

existing retrieval method has limited temporal rea-1338

soning capabilities and is not robust to such varia-1339

tions.1340

F Evaluation Experiment1341

Implementation Details1342

We conduct empirical evaluations for MRAG and1343

SOTA retrieving-and-reranking systems on TEM-1344

PRAGEVAL. In baselines, due to limited comput-1345

ing resources, we use LLM-based embedding mod-1346

els as a reranking model, such as GEMMA (Gemma1347

et al., 2024) and NV-Embed (Lee et al., 2024).1348

MRAG consists of functional modules, which can1349

be based on algorithms, models, or prompting1350

methods. In implementation, algorithm based mod-1351

ules include question normalization, keyword rank-1352

ing, time extraction, and semantic-temporal hybrid1353

ranking. Model based modules are retrieving, se-1354

mantic ranking, sentence tokenization. To ensure1355

fair comparison, we use the same retriever model,1356

i.e., Contriever (Izacard et al., 2021), as the first1357

stage method for MRAG and two-stage systems.1358

We use GEMMA embeddings (Li et al., 2023) as1359

the main tool to measure semantic similarity for1360

passages and sentences in MRAG. NLTK package1361

is used for sentence tokenization (Bird and Loper,1362

2004). LLM prompting based modules are key-1363

word extraction, query-focused summarization. As1364

shown in Appendix I, we have tested Llama3.1-8B-1365

Instruct and Llama3.1-70B-Instruct models (Dubey1366

et al., 2024) for LLM prompting based modules. 1367

Detailed prompts are listed in Appendix Q. The 1368

evaluation metrics are computed based on retrieved 1369

passages not sentences. 1370

G Implementations for 1371

Semantic-Temporal Hybrid Scoring 1372

The Retrieval and Summarization module in 1373

MRAG splits and summarizes top relevant pas- 1374

sages into independent sentences for the down- 1375

stream fine-grained reranking, which is inspired 1376

by Yang (2023). The Semantic-Temporal Hybrid 1377

Scoring module is designed to assess the seman- 1378

tic relevance and temporal relevance between the 1379

question and the evidence sentence. To quantify 1380

the semantic relevance, we apply an embedding 1381

model (e.g., GEMMA) to the question main content 1382

and the sentence. 1383

For temporal relevance, we employ a symbolic 1384

scoring approach, wherein the module automati- 1385

cally generates scoring functions for each question 1386

and computes temporal scores for individual sen- 1387

tences. 1388

To generate scoring functions, we classify ques- 1389

tion temporal constraints into six categories and 1390

define a template for each. A scoring function 1391

is instantiated using the corresponding template 1392

and extracted timestamp(s) from the question. The 1393

six constraint types include: “first - before”, 1394

“first - after”, “first - between”, “last 1395

- before”, “last - after”, and “last - 1396

between”. Here, “last” denotes that the ques- 1397

tion seeks the most recent event, while “before” 1398

indicates that the event must precede a specified 1399
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Figure 7: Pre-defined spline functions for temporal relevance scoring. The title of each subplot represents the type
of query temporal constraint. The horizontal coordinate of each subplot is the date in the document sentence.

date. For instance, the question “Who won the1400

latest game as of 1981?” corresponds to “last -1401

before - 1981”, as illustrated in the top-left sub-1402

plot of Figure 7.1403

Afterwards, the module extracts the times-1404

tamp(s) from the evidence sentence. It computes1405

the temporal score based on the extracted times-1406

tamp and the corresponding scoring function. If1407

multiple timestamps are present, the highest tem-1408

poral score is selected. For example, as depicted1409

in Figure 7, for the constraint “last - before1410

- 1981”, an evidence sentence mentioning “1970”1411

would receive a temporal score around 0.9.1412

The final score of each evidence sentence for1413

each question is obtained by multiplying the tempo-1414

ral score and the semantic score. Finally, we select1415

the passages that contains the highest-scoring sen-1416

tences. The passages are fed into the later answer1417

generation stage rather than the sentences. The1418

passages provide better background information,1419

which leads to higher generation quality for reader1420

systems.1421

H LLM-based Summarization Case 1422

Study 1423

LLM-based query-focused summarization en- 1424

hances retrieval performance by distilling key infor- 1425

mation from passages while filtering out irrelevant 1426

context, as demonstrated in Table 5. In the sec- 1427

ond success case, the summarization effectively 1428

converts structured data into natural language, ben- 1429

efiting retrievers that are primarily trained on free- 1430

text retrieval tasks. However, LLM-generated sum- 1431

maries may introduce hallucinations and errors, 1432

though their occurrence is infrequent. As shown 1433

in Table 5, erroneous summaries can mislead the 1434

retriever with non-factual events or incorrect dates, 1435

resulting in irrelevant passages ranking higher. To 1436

balance retrieval improvements with the risk of er- 1437

rors, we summarize only the top-k passages per 1438

query, which also reduces computational overhead. 1439

Furthermore, to prevent error propagation, we pro- 1440

vide the reader model with original passages rather 1441

than their summaries. 1442

18



Success Cases

Question Who won the latest America’s Next Top Model by May 8, 2021?
Answer Kyla Coleman
Passage America’s Next Top Model (season 24) | The twenty-fourth cycle of America’s

Next Top Model premiered on January 9, 2018 ... The winner of the competition
was 20 year-old Kyla Coleman from Lacey, Washington with Jeana Turner
placing as the runner up.

Summarization Kyla Coleman, a 20-year-old from Lacey, Washington, won the competition in
2018.

Question When was the last time Kentucky won NCAA in basketball after 2010?
Answer 2012
Passage Kentucky Wildcats | Men (8) ; Basketball (8): 1948, 1949, 1951, 1958, 1978,

1996, 1998, 2012 ; Women (2) ... List of NCAA schools with the most NCAA
Division ... Kentucky has won 13 NCAA team national championships.

Summarization The Kentucky Wildcats won the NCAA basketball championship in 1948, 1949,
1951, 1958, 1978, 1996, 1998, and 2012.

Failure Cases

Question When was the last time the Ducks won the Stanley Cup as of 2010?
Answer 2007
Passage Anaheim Ducks | ... Despite the arenas being six hours away from each other, the

teams have developed a strong rivalry, primarily from the 2009 and 2018 Stanley
Cup playoffs. The Ducks won the series in 2009, but the Sharks came back in
2018.

Summarization The Anaheim Ducks won the Stanley Cup in 2009.
True fact The Anaheim Ducks won the Stanley Cup in 2007. That was their first and only

championship so far.

Question How many times has South Korea held the Winter Olympics as of 2018?
Answer 1 | one
Passage 2018 Winter Olympics | The 2018 Winter Olympics ... This marked the second

time that South Korea had hosted the Olympic Games (having previously hosted
the 1988 Summer Olympics in Seoul) ...

Summarization South Korea held the Winter Olympics in 2018 and previously in 1988.
True fact South Korea held the Winter Olympics in 2018 and Summer Olympics in 1988.

Table 5: Success and error cases of LLM-based query-focused summarization using Llama3.1-8B-Instruct.
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I Complete Retrieval Evaluation Results1443

We evaluate MRAG on TEMPRAGEVAL with1444

baseline retrieval methods, including ELECTRA11,1445

MiniLM12, Jina13, BGE14, NV-Embed15, and1446

GEMMA16. Complete rsults are presented in Ta-1447

ble 6 and Table 7.1448

J Human Evaluation of Retrieval1449

The Answer Recall (AR@k) represents the upper1450

bound of the retrieval performance, while the Evi-1451

dence Recall (ER@k) signifies the lower bound. As1452

shown in Figure 8 and Figure 9, the gray areas are1453

delineated by the AR@k and ER@k lines, within1454

which the actual performance remains uncertain.1455

To address this, we conduct a human evaluation of1456

ranked document passages retrieved by MRAG and1457

GEMMA (denoted as “Standard” in the figures) on1458

a subset of 200 randomly selected examples from1459

TEMPRAGEVAL.1460

The metric for the actual retrieval performance,1461

termed Ground Truth Recall (GR@k), is com-1462

puted based on the annotations of the highest-1463

ranking passages supporting the answers. As il-1464

lustrated, the gray areas for MRAG are positioned1465

higher in the plots than those for GEMMA. Fur-1466

thermore, the actual performance curves (purple1467

lines) for MRAG are consistently closer to the1468

upper boundaries compared to those for GEMMA1469

(green lines). These two observations demonstrate1470

the superior performance of MRAG in temporal1471

reasoning-intensive retrieval.1472

11cross-encoder/ms-marco-electra-base
12cross-encoder/ms-marco-MiniLM-L-12-v2
13jinaai/jina-reranker-v2-base-multilingual
14BAAI/bge-reranker-large
15nvidia/NV-Embed-v1
16BAAI/bge-reranker-v2-gemma
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Method Answer Recall @ Gold Evidence Recall @
1st 2nd LLM # QFS 1 5 10 20 1 5 10 20

BM25 - - - 17.5 39.0 49.1 59.0 4.2 14.1 22.6 33.7
Cont. - - - 18.8 49.9 62.1 72.9 9.6 28.7 39.5 51.5

Hybrid - - - 18.8 51.2 65.0 75.3 9.6 28.1 41.1 55.2
Cont. ELECTRA - - 40.1 76.9 83.6 86.7 21.8 58.6 66.8 71.6
Cont. MiniLM - - 34.0 76.1 84.4 87.0 16.2 57.3 68.2 72.4
Cont. Jina - - 42.4 77.2 86.2 87.5 23.6 58.6 68.2 71.4
Cont. BGE - - 40.3 80.9 85.7 87.0 23.3 61.3 68.7 72.2
Cont. NV-Embed - - 49.9 81.2 85.7 87.5 33.4 62.9 70.6 72.7
Cont. Gemma - - 46.7 82.5 86.5 87.8 26.0 66.6 71.6 73.2
Cont. MRAG Llama3.1 - 57.6 89.4 93.6 94.2 32.4 73.5 82.8 84.1
Cont. MRAG Llama3.1 5 58.6 90.0 93.4 94.2 37.1 74.3 82.5 84.1
Cont. MRAG Llama3.1 10 56.0 88.1 93.6 94.2 35.5 73.2 82.2 84.4
Cont. MRAG Llama3.1♭ - 57.6 89.4 93.6 94.2 32.1 73.5 82.5 84.1
Cont. MRAG Llama3.1♭ 5 57.0 90.5 93.6 94.2 34.5 75.3 82.5 84.1
Cont. MRAG Llama3.1♭ 10 53.3 90.7 93.6 94.2 33.2 74.8 82.8 84.1

Table 6: The answer recall (AR@k) and gold evidence recall (ER@k) performance of each retrieval system on
perturbed temporal queries in TEMPRAGEVAL − TIMEQA subset. ♭Meta-Llama-3.1-70B-Instruct.

Method Answer Recall @ Gold Evidence Recall @
1st 2nd LLM # QFS 1 5 10 20 1 5 10 20

BM25 - - - 27.6 58.2 69.0 80.8 6.8 18.4 25.8 34.7
Cont. - - - 22.6 51.1 65.5 79.5 6.8 17.1 22.9 30.5

Hybrid - - - 22.6 55.8 71.8 81.6 6.8 19.7 26.6 35.0
Cont. ELECTRA - - 35.5 71.3 82.4 88.4 15.3 37.1 45.0 52.9
Cont. MiniLM - - 36.8 73.4 86.3 90.8 20.0 40.3 50.5 54.2
Cont. Jina - - 47.9 78.4 87.6 93.2 19.5 41.1 48.2 54.2
Cont. BGE - - 36.3 74.2 86.3 92.9 14.5 35.0 44.7 54.2
Cont. NV-Embed - - 47.4 81.3 88.7 92.4 23.4 46.1 50.5 55.0
Cont. Gemma - - 54.7 82.6 89.5 94.0 20.3 45.3 51.8 55.5
Cont. MRAG Llama3.1 - 61.1 88.2 92.1 93.7 27.4 56.3 64.0 68.7
Cont. MRAG Llama3.1 5 61.3 89.0 93.4 94.2 31.1 59.2 65.8 69.0
Cont. MRAG Llama3.1 10 62.1 87.9 92.6 94.2 30.8 57.9 66.1 70.3
Cont. MRAG Llama3.1♭ - 61.1 86.3 92.4 94.0 27.1 54.5 63.4 67.6
Cont. MRAG Llama3.1♭ 5 63.2 86.1 92.6 93.7 29.7 56.6 64.0 67.1
Cont. MRAG Llama3.1♭ 10 62.1 86.8 92.1 93.7 27.1 56.1 64.2 69.0

Table 7: The answer recall (AR@k) and gold evidence recall (ER@k) performance of each retrieval system on
perturbed temporal queries in TEMPRAGEVAL − SITUATEDQA subset. ♭Meta-Llama-3.1-70B-Instruct.
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K Parametric Study on the Optimal1476

Number of Passages for Concatenation1477

The number of concatenated passages and their or-1478

der significantly impact the accuracy of reader QA1479

tasks. This is largely due to the inherent primacy1480

and recency biases exhibited by LLMs, where in-1481

formation presented earlier or later in the input1482

sequence tends to be weighted more heavily dur-1483

ing processing (Liu et al., 2024). Therefore, the1484

retrieval performance is of great importance.1485

We evaluate the Llama reader accuracy with1486

a varying number of concatenated documents re-1487

trieved by GEMMA and MRAG in Figure 10. The1488

rapid accuracy improvement within the first five1489

passages highlights the effectiveness of RAG in1490

enhancing LLMs’ performance by supplementing1491

their knowledge with external information. In both1492

TEMPRAGEVAL subsets, the reader demonstrates1493

higher accuracy with MRAG-retrieved documents1494

in most cases. Notably, MRAG achieves peak ac-1495

curacy with only the top 5 retrieved documents,1496

whereas GEMMA might require more, as illustrated1497

in Figure 10b. For Llama3.1-8B, using 5 docu-1498

ments is optimal, as including more passages in the1499

input may introduce noise and distractors, leading1500

to errors made by the reader.1501

L RAG vs. Long-Document QA1502

TEMPRAGEVAL-TIMEQA is derived from1503

TIMEQA, a dataset originally designed for1504

long-document QA. TIMEQA questions are1505

constructed using Wikipedia pages as evidence,1506

ensuring answer presence in the source. The page1507

name is explicitly included in each question (Chen1508

et al., 2021). We compare retrieval-augmented1509

generation (RAG) with GEMMA and MRAG1510

retrievers against the long-document QA setup1511

(without retrieval) using two Llama3.1 models1512

(Table 8). In the long-document QA setup, the1513

entire Wikipedia page is provided as context,1514

leading to longer inputs with numerous distrac-1515

tors. Our results show that RAG, when using a1516

high-quality retriever, outperforms long-document1517

QA, validating our hypothesis that supplying full1518

Wikipedia pages introduces noise that degrades1519

performance. Although these LLMs have strong1520

long-context reasoning capabilities (Dubey et al.,1521

2024), they can still be misled by irrelevant1522

passages. The RAG approach mitigates this issue1523

by limiting input passages and excluding irrelevant1524

passages, thereby improving QA accuracy.1525

M Computational Overhead Assessment 1526

As MRAG involves multiple processing steps, in- 1527

cluding retrieval, re-ranking, summarization, and 1528

hybrid ranking, which could introduce compu- 1529

tational overhead compared to standard RAG 1530

pipelines. To assess real-world scalability, we as- 1531

sess the average processing (inference) time in sec- 1532

onds per query in comparison to baseline retrieval 1533

methods (i.e., MiniLM and GEMMA). Given re- 1534

trieved passages by Contriever for each query, these 1535

methods rerank the top-100 passages. The process- 1536

ing time of MRAG is further broken down by each 1537

module in Table 9. The assessment is conducted 1538

on a machine with one NVIDIA L40S 46G GPU 1539

and one AMD EPYC 9554 64-Core CPU. MRAG 1540

is implemented using GEMMA for pure semantic 1541

scoring. The inference time can be significantly 1542

reduced by using MiniLM. Compared to GEMMA, 1543

MRAG incurs approximately twice the runtime 1544

overhead. 1545
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Figure 10: Llama3.1-8B-Instruct reader performance versus number of concatenated context passages retrieved by
the GEMMA and MRAG methods. Standard refers to RAG-Concat and MRAG refers to MRAG-Concat.

Method TEMPRAGEVAL-TimeQA
# Docs EM F1

Llama3.1-8B-Instruct
Direct Prompt - 16.0 23.9
Direct CoT - 16.8 27.8
RAG-Concat 5 44.0 52.8
MRAG-Concat 5 49.2 59.2
Long-Doc QA 16.4♯ 45.2 54.9

Llama3.1-70B-Instruct
Direct Prompt - 31.0
Direct CoT - 33.2 45.8
RAG-Concat 5 54.4 63.2
MRAG-Concat 5 58.0 68.4
Long-Doc QA 16.4♯ 48.1 59.0

Table 8: End-to-end QA performance comparison for RAG and long-document QA setups. ♯The average number of
passages in Wikipedia pages corresponding to TEMPRAGEVAL-TIMEQA questions.

Question
Processing

Retrieval &
Summarization

Temporal-Semantic
Hybrid Ranking Total

MiniLM - - - 0.14
GEMMA - - - 1.03
MRAG 0.06 1.23 1.04 2.33

Table 9: Latency assessment (in seconds) for MRAG and baseline retrieval methods.
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N Case Studies1546

N.1 Retrieval Failure Case Study1547

We conducted five case studies to qualitatively evaluate the advantages of MRAG over the GEMMA1548

retriever as below. The results demonstrate MRAG’s robustness to temporal perturbations and its ability1549

to retrieve relevant context passages. For instance, in Case 1, the top-1 passage retrieved by GEMMA1550

matches the query date “1988” but discusses a father-son record set in 2007. In contrast, the first passage1551

retrieved by MRAG focuses on a teammate combination record in the same season, despite the date “1961”1552

differing from the query date “1988”. Since semantic relevance outweighs strict date matching in this1553

situation, MRAG provides more contextually appropriate results for the time-sensitive question.1554

Question Gemma-based Retrieval Modular Retrieval
(1) Who had the
most home runs by
two teammates in a
season as of 1988?

#7 is the top true evidence #1 is the top true evidence
#1 Bobby Bonds | ... until José
Canseco of the Oakland Athletics
in 1988. Barry and Bobby had
1,094 combined home runs through
2007 — a record for a father-son
combination.

#2 1987 in baseball | ... With
teammate Howard Johnson already
having joined, it marks the first time
that two teammates achieve 30–30
seasons in the same year.

#3 1988 Toronto Blue Jays season
| April 4, 1988: George Bell set a
major league record for the most
home runs hit on Opening Day, with
three ...

#7 50 home run club | M&M
Boys—are the only teammates to
reach the 50 home run club in the
same season, hitting a combined 115
home runs in 1961 and breaking the
single-season record for home runs
by a pair of teammates.

#1 50 home run club | M&M
Boys—are the only teammates to
reach the 50 home run club in the
same season, hitting a combined 115
home runs in 1961 and breaking the
single-season record for home runs
by a pair of teammates.

#2 1987 Major League Base-
ball season | Cal Ripken, Jr. is lifted
from the lineup and replaced by Ron
Washington ... it marks the first time
that two teammates achieve 30–30
seasons in the same year.

#3 1987 in baseball | Whitt
connects on three of the home runs
... it marks the first time that two
teammates achieve 30–30 seasons in
the same year.
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Question Gemma-based Retrieval Modular Retrieval
(2) Who had the
most home runs by
two teammates in a
season by August 17,
1992?

No true evidence retrieved #1 is the top true evidence
#1 1992 in baseball | ... August
28 – The Milwaukee Brewers lash
31 hits in a 22-2 drubbing of the
Toronto Blue Jays , setting a record
for the most hits by a team in a single
nine-inning game.

#2 1997 in baseball | ... McG-
wire, who hit a major league-leading
52 homers for the Oakland Athletics
last season, becomes the first player
with back-to-back 50-homer seasons
since Ruth did it ...

#1 50 home run club | M&M
Boys—are the only teammates to
reach the 50 home run club in the
same season, hitting a combined 115
home runs in 1961 and breaking the
single-season record for home runs
by a pair of teammates.

#2 List of career achievements
by Babe Ruth | 1927 (Ruth 60, Lou
Gehrig 47) ... Achieved by several
other pairs of teammates since ...
Two teammates with 40 or more
home runs, season: Thrice Clubs
with three consecutive home runs in
inning ...

(3) Who won the
latest America’s
Next Top Model as
of 2021?

No true evidence retrieved #3 is the top true evidence
#1 America’s Next Top Model
(season 17) | the final season for
Andre Leon Talley as a judge. The
winner of the competition was
30-year-old Lisa D’Amato from Los
Angeles, California, who originally
placed sixth on Cycle 5 making her
the oldest winner at the age of 30.
Allison Harvard, who originally
placed second on cycle 12 ...

#2 Germany’s Next Topmodel
| that Soulin Omar who was the sec-
ond runner up, should’ve won based
on her performance throughout the
season. German Magazine "OK!"
and "Der Westen" stated ...

#3 America’s Next Top Model
(season 21) | (Ages stated are at
start of contest) Indicates that the
contestant died after filming ended

#1 America’s Next Top Model
(season 23) | The twenty-third
cycle of America’s Next Top Model
premiered on December 12, 2016 ...
The winner of the competition was
20 year-old India Gants from Seattle
...

#2 America’s Next Top Model
| ... five contestants were featured
modeling Oscar gowns: ... On May
12, 2010, Angelea Preston, Jessica
Serfaty, and Simone Lewis (all cycle
14) appeared on a Jay Walking ...
On February 24, 2012, Brittany
Brower (cycle 4), Bre Scullark
(cycle 5) (both cycle 17), and Lisa
D’Amato (cycle 5 and cycle 17
winner) appeared on a Jay

#3 America’s Next Top Model
(season 24) | The twenty-fourth
cycle of America’s Next Top Model
premiered on January 9, 2018 ... The
winner of the competition was 20
year-old Kyla Coleman from Lacey,
Washington ...
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Question Gemma-based Retrieval Modular Retrieval
(4) When did
Dwight Howard play
for Los Angeles
Lakers between
2000 and 2017?

#5 is the top true evidence #1 is the top true evidence
#1 List of career achievements by
Dwight Howard | Defensive re-
bounds, 5-game series: 58, Orlando
Magic vs. Los Angeles Lakers, 2009

#2 Dwight Howard | wanted".
In a 2013 article titled "Is Dwight
Howard the NBA’s Worst Team-
mate?" ... When he was traded from
the Atlanta Hawks to the Charlotte
Hornets, some of his Hawks team-
mates reportedly cheered. After
Charlotte traded Howard to the
Washington Wizards, Charlotte
player Brendan Haywood asserted ...

#5 2012-13 Los Angeles Lak-
ers season | In a March 12, 2013
game against his former team, the
Orlando Magic, Dwight Howard tied
his own NBA record of 39 free throw
attempts ...

#1 Dwight Howard | On August
10, 2012, Howard was traded from
Orlando to the Los Angeles Lakers in
a deal that also involved the Philadel-
phia 76ers and the Denver Nuggets ...

#2 Dwight Howard | ... In 2012, after
eight seasons with Orlando, Howard
was traded to the Los Angeles Lakers
... Howard returned to the Lakers
in 2019 and won his first NBA
championship in 2020.
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Question Gemma-based Retrieval Modular Retrieval
(5) Which political
party did Clive
Palmer belong to on
Apr 20, 1976?

No true evidence retrieved #3 is the top true evidence
#1 Clive Palmer | ... On 25 April
2013, Palmer announced a "refor-
mation" of the United Australia
Party, which had been folded into the
present-day Liberal Party in 1945, to
stand candidates in the 2013 federal
election, and had applied for its
registration in Queensland ...

#2 Clive Palmer | de-registering the
party on 5 May 2017, Palmer revived
his party as the United Australia
Party, announcing that he would
be running candidates for all 151
seats in the House of Representatives
and later that he would run as a
Queensland candidate for the Senate.
In the 2019 federal election, despite
extensive advertising ...

#3 United Australia Party (2013) |
Clive Palmer of bullying, swearing
and yelling at people. Lazarus stated
"I have a different view of team work.
Given this, I felt it best that I resign
from the party and pursue my senate
role as an independent senator." ...

#1 Clive Palmer | Palmer deregis-
tered the party’s state branches in
September 2016, initially intending
to keep it active at the federal
level. However, in April 2017, he
announced that the party would
be wound up. In February 2018,
Palmer announced his intention
to resurrect his party and return
to federal politics. The party was
revived in June under its original
name, the United Australia Party ...

#2 Clive Palmer | ... Palmer re-
signed his life membership of the
Liberal National Party. His member-
ship of the party had been suspended
on 9 November 2012, following
his comments on the actions of
state government ministers. He
was re-instated to the party on 22
November, but resigned the same
day ...

#3 Clive Palmer | Palmer was
instrumental in the split of the
South Australian conservatives in
the 1970s, and was active in the
Liberal Movement headed by former
Premier of South Australia, Steele
Hall. Palmer joined the Queensland
division of the Nationals in 1974 ...
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N.2 Downstream QA Failure Case Study1555

To identify the most error-prone component (re-1556

trieval or generation), we manually analyze 501557

random failure cases for GEMMA and another1558

50 for MRAG from TEMPRAGEVAL-TIMEQA.1559

The same analysis is applied to TEMPRAGEVAL-1560

SITUATEDQA, focusing on the RAG-Concat and1561

MRAG-Concat methods using the Llama3.1-8B-1562

Instruct model. We categorize each failure by root1563

cause: retrieval, format, or reader. Failures are at-1564

tributed to the retriever when it fails to find at least1565

one relevant passage within the top-5 retrieved re-1566

sults. In cases where the reader model receives1567

relevant passages, errors are classified as format if1568

the generated answer is correct but in a different1569

format, or as reader errors if the model fails to per-1570

form temporal reasoning correctly, despite having1571

access to relevant knowledge. Our analysis, shown1572

in Figure 11, reveals that the majority of errors1573

stem from the reader, indicating that both retriev-1574

ers perform well. Compared to GEMMA, MRAG1575

exhibits a lower percentage of retrieval errors, e.g.,1576

Figure 11(b) vs. Figure 11(a), demonstrating the1577

effectiveness of our proposed retrieval approach.1578

(a) TimeQA - Gemma  (b) TimeQA - MRAG

(c) SituatedQA - Gemma (d) SituatedQA - MRAG

Figure 11: Percentage distribution of error case
root causes on TEMPRAGEVAL-TIMEQA and TEM-
PRAGEVAL-SITUATEDQA. Gemma refers to RAG-
Concat and MRAG refers to MRAG-Concat.

O Knowledge Conflicts Between 1579

Parametric Knowledge and External 1580

Passages 1581

RAG systems commonly confront knowledge con- 1582

flicts either between LLM internal knowledge and 1583

external passage knowledge or across different pas- 1584

sages (Jin et al., 2024). We illustrate two cate- 1585

gories of examples where the LLM internal knowl- 1586

edge conflicts with the retrieved passage, using the 1587

GEMMA retriever and the Llama3.1-8B-Instruct 1588

model. RAG systems typically prioritize external 1589

knowledge in the retrieved context. Therefore, we 1590

observe a significant amount of errors in parametric 1591

knowledge are avoided by providing relevant pas- 1592

sages as examples in the top of Table 10. Besides, 1593

when only irrelevant passages are retrieved, the cor- 1594

rect parametric knowledge can be misled by the 1595

the distracting context as examples in the bottom 1596

of Table 10. Thus, the retriever performance is of 1597

great importance. 1598

External passages may have conflicting knowl- 1599

edge, requiring LLMs to make nuanced judgments 1600

in such cases (Pham et al., 2024). In our experi- 1601

ments on time-sensitive question answering using 1602

the Wikipedia corpus, we rarely observe conflicting 1603

passages within Wikipedia. Different answers typi- 1604

cally correspond to different temporal constraints. 1605

To gain a deeper understanding of conflicting pas- 1606

sages, one approach would be to introduce coun- 1607

terfactual documents. However, as our research fo- 1608

cuses on temporal reasoning in retrieval, we leave 1609

this direction for future work. 1610
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Wrong parametric predictions with relevant passages.

Query Relevant passage CoT pred. RAG pred.

Who owned the New-
ton D. Baker House in
Washington DC from
1978 to 1982?

Newton D. Baker House | . . . Straight and
his wife lived in the home from until 1976.
In 1976, Yolande Bebeze Fox, the former
Miss America 1951, bought the home from
Straight. Fox lived in the home until her
death in February 2016.

American En-
terprise Insti-
tute

Yolande Be-
beze Fox

What was the last po-
sition of Homer Thorn-
berry between 1941 to
1943?

Homer Thornberry | Thornberry was born
in Austin, Texas . . . He was district attor-
ney of Travis County, Texas from 1941 to
1942. He was a United States Navy Lieu-
tenant Commander from 1942 to 1946 . . .

United States
Senator from
Texas

United
States Navy
Lieutenant
Commander

Who was the chair of
National Council of
French Women in Dec
1951?

National Council of French Women | . . .
Marguerite Pichon-Landry (1878–1972)
chaired the Legislation section of the CNFF
from 1914 to 1927, and was secretary-
general from 1929 to 1932. She was presi-
dent from 1932 to 1952 . . .

Éliane Brault Marguerite
Pichon-
Landry

Warlugulong was
owned by whom in
1997?

Warlugulong | . . . the work was sold by art
dealer Hank Ebes on 24 July 2007, setting a
record price for a contemporary Indigenous
Australian art work bought at auction when
it was purchased by the National Gallery
of Australia for A$2.4 million.

the Pritzker
family

Hank Ebes

Correct parametric predictions with irrelevant (distracting) passages.

Query Irrelevant passage CoT pred. RAG pred.

What was the first U-
boat unit Erich Topp
commanded between 5
October 1937 and De-
cember 1941?

Erich Topp | World War II commenced fol-
lowing the German invasion of Poland on
1 September 1939. U-46, under the com-
mand of Sohler, had already been at sea
since 19 August, returning to port on 15
September.

1st U-boat
Flotilla

U-46

Who is the first one
owned Arnolfini Por-
trait after 1900?

Arnolfini Portrait | The Arnolfini Por-
trait (or The Arnolfini Wedding, The
Arnolfini Marriage, the Portrait of Gio-
vanni Arnolfini and his Wife, or other titles)
is a 1434 oil painting on oak panel by the
Early Netherlandish painter Jan van Eyck
. . .

The National
Gallery

There is no
information
about who
owned the
Arnolfini
Portrait after
1900 in the
given con-
text.

Table 10: Examples of LLM parametric knowledge and retrieved passages.
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P TEMPRAGEVAL Examples1611

TEMPRAGEVAL-SITUATEDQA

Question When did Dwight Howard play for Los Angeles Lakers between 2000 and
2017?

Answer 2012 | 2013 | 2012-2013
Gold evidence Dwight Howard | ... On August 10, 2012, Howard was traded from Orlando to

the Los Angeles Lakers in a deal that also involved the Philadelphia 76ers and
the Denver Nuggets ...

Question When was the earliest time Dwight Howard play for the Lakers after August
10, 2014?

Answer 2019 | 2020 | 2019-2020
Gold evidence Dwight Howard | ... On August 26, 2019, Howard signed a $2.6 million

veteran’s minimum contract with the Los Angeles Lakers, reuniting him with
his former team ...

Question When did the last season on The 100 come out between 2018 and 2021?
Answer May 20, 2020 | 2020
Gold evidence (1) The 100 (TV series) | ... The CW renewed the series for a seventh season, that

would consist of 16 episodes and premiered on May 20, 2020 ...
Gold evidence (2) The 100 season 7 | ... On March 4, 2020, it was revealed that the last season of

The 100 would premiere on The CW on May 20, 2020 ...

Question Who was the leader of the Ontario PC Party after 2020?
Answer Doug Ford
Gold evidence (1) Progressive Conservative Party of Ontario | ... On March 10, 2018, Doug Ford,

former Toronto city councillor ... was elected as leader of the PC Party ...
Gold evidence (2) New Blue Party of Ontario | ... on March 10, 2018, Doug Ford was elected as

leader of the Progressive Conservative Party of Ontario ...

TEMPRAGEVAL-TIMEQA

Question Oliver Bulleid was an employee for whom as of Oct 1905?
Answer Great Northern Railway
Gold evidence Oliver Bulleid | ... In 1901 ... he joined the Great Northern Railway (GNR) at

Doncaster at the age of 18, as an apprentice under H. A. Ivatt ...

Question Fred Hoiberg was the coach of which team between 2016 and 2017?
Answer Chicago Bulls | Bulls
Gold evidence Fred Hoiberg | On June 2, 2015, the Chicago Bulls hired Hoiberg as head coach

... On December 3, 2018, the Bulls fired Hoiberg ...

Question Who was the first spouse of Merle Oberon since May 7, 1948?
Answer Lucien Ballard
Gold evidence Merle Oberon | ... She divorced him in 1945, to marry cinematographer Lucien

Ballard ...

Question When was the last airplane crashing for All Nippon Airways as of 1970?
Answer 13 November 1966 | 1966
Gold evidence All Nippon Airways | ... On 13 November 1966, Flight 533 operated by a

NAMC YS-11, crashed in the Seto Inland Sea off ...
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Q Prompts List 1612

Keyword Extraction Prompting
Your task is to extract keywords from the question. Response by a list of keyword strings. Do not
include pronouns, prepositions, articles.

There are some examples for you to refer to:
<Question>
When was the last time the United States hosted the Olympics?
</Question>
<Keywords>
["United States", "hosted", "Olympics"]
</Keywords>

<Question>
Who sang 1 national anthem for Super Bowl last year?
</Question>
<Keywords>
["sang", "1", "national anthem", "Super Bowl"]
</Keywords>

<Question>
Who runs the fastest 40-yard dash in the NFL?
</Question>
<Keywords>
["runs", "fastest", "40-yard", "dash", "NFL"]
</Keywords>

<Question>
When did Khalid write Young Dumb and Broke?
</Question>
<Keywords>
["Khalid", "write", "Young Dumb and Broke"]
</Keywords>

Now your question is
<Question>
{normalized question}
</Question>
<Keywords>

Table 11: Detailed prompts for Keyword Extraction.
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Query-Focused Summarization Prompting
You are given a context paragraph and a specific question. Your goal is to summarize the context
paragraph in one standalone sentence by answering the given question. If dates are mentioned
in the paragraph, include them in your answer. If the question cannot be answered based on the
paragraph, respond with "None". Ensure that the response is relevant, complete, concise and directly
addressing the question.

There are some examples for you to refer to:
<Context>
Houston Rockets | The Houston Rockets have won the NBA championship twice in their history.
Their first win came in 1994, when they defeated the New York Knicks in a seven-game series. The
following year, in 1995, they claimed their second title by sweeping the Orlando Magic. Despite
several playoff appearances in the 2000s and 2010s, the Rockets have not reached the NBA Finals
since their last championship victory in 1995.
</Context>
<Question>
When did the Houston Rockets win the NBA championship?
</Question>
<Summarization>
The Houston Rockets have won the NBA championship in 1994 and 1995.
</Summarization>

<Context>
2019 Grand National | The 2019 Grand National (officially known as the Randox Health 2019
Grand National for sponsorship reasons) was the 172nd annual running of the Grand National horse
race at Aintree Racecourse near Liverpool, England. The showpiece steeplechase is the pinnacle of
a three-day festival which began on 4 April, followed by Ladies’ Day on 5 April.
</Context>
<Question>
Who won the Grand National?
</Question>
<Summarization>
None
</Summarization>

Now your question and paragraph are
<Context>
{title} | {text}
</Context>
<Question>
{normalized question}
</Question>
<Summarization>

Table 12: Detailed prompts for Query-Focused Summarization.
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Reader Direct Prompting
As an assistant, your task is to answer the question directly after <Question>. Your answer should
be after <Answer>.

There are some examples for you to refer to:
<Question>
When did England last get to the semi final of a World Cup before 2019?
</Question>
<Answer>
2018
</Answer>

<Question>
Who sang the national anthem in the last Super Bowl as of 2021?
</Question>
<Answer>
Eric Church and Jazmine Sullivan
</Answer>

<Question>
What’s the name of the latest Pirates of the Caribbean by 2011?
</Question>
<Answer>
On Stranger Tides
</Answer>

<Question>
What was the last time France won World Cup between 2016 and 2019?
</Question>
<Answer>
Priscilla Joan Torres
</Answer>

<Question>
Which school did Marshall Sahlins go to from 1951 to 1952?
</Question>
<Answer>
Columbia University
</Answer>

Now your Question is
<Question>
{question}
</Question>
<Answer>

Table 13: Detailed prompts for Reader Direct Question Answering.
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Reader Chain-of-Thought Prompting
As an assistant, your task is to answer the question after <Question>. You should first think step by
step about the question and give your thought and then answer the <Question> in the short form.
Your thought should be after <Thought>. The direct answer should be after <Answer>.

There are some examples for you to refer to:
<Question>
When did England last get to the semi final of a World Cup before 2019?
</Question>
<Thought>
England has reached the semi-finals of FIFA World Cup in 1966, 1990, 2018. The latest year before
2019 is 2018. So the answer is 2018.
</Thought>
<Answer>
2018
</Answer>

<Question>
Who sang the national anthem in the last Super Bowl as of 2021?
</Question>
<Thought>
The last Super Bowl as of 2021 is Super Bowl LV, which took place in February 2021. In Super
Bowl LV, the national anthem was performed by Eric Church and Jazmine Sullivan. So the answer
is Eric Church and Jazmine Sullivan.
</Thought>
<Answer>
Eric Church and Jazmine Sullivan
</Answer>

<Question>
Where was the last Rugby World Cup held between 2007 and 2016?
</Question>
<Thought>
The Rugby World Cup was held in 1987, 1991, 1995, 1999, 2003, 2007, 2011, 2015, 2019. The last
Rugby World Cup held between 2007 and 2016 is in 2015. The IRB 2015 Rugby World Cup was
hosted by England. So the answer is England.
</Thought>
<Answer>
England
</Answer>

Now your Question is
<Question>
{question}
</Question>
<Thought>

Table 14: Detailed prompts for Reader Chain-of-Thought Question Answering.
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Retrieval-Augmented Reader Prompting
As an assistant, your task is to answer the question based on the given knowledge. Your answer
should be after <Answer>. The given knowledge will be after the <Context> tage. You can refer
to the knowledge to answer the question. If the context knowledge does not contain the answer,
answer the question directly.

There are some examples for you to refer to:
<Context>
Sport in the United Kingdom Field | hockey is the second most popular team recreational sport in
the United Kingdom. The Great Britain men’s hockey team won the hockey tournament at the 1988
Olympics, while the women’s hockey team repeated the success in the 2016 Games.

Three Lions (song) | The song reached number one on the UK Singles Chart again in 2018 following
England reaching the semi-finals of the 2018 FIFA World Cup, with the line "it’s coming home"
featuring heavily on social media.

England national football team | They have qualified for the World Cup sixteen times, with fourth-
place finishes in the 1990 and 2018 editions.
</Context>
<Question>
When did England last get to the semi final of a World Cup before 2019?
</Question>
<Answer>
2018
</Answer>

<Context>
Bowl LV | For Super Bowl LV, which took place in February 2021, the national anthem was
performed by Eric Church and Jazmine Sullivan. They sang the anthem together as a duet.

Super Bowl LVI | For Super Bowl LVI, which took place in February 2022, the national anthem
was performed by Mickey Guyton. She delivered a powerful rendition of the anthem.
</Context>
<Question>
Who sang the national anthem in the last Super Bowl as of 2021?
</Question>
<Answer>
Eric Church and Jazmine Sullivan
</Answer>

Now your question and context knowledge are
<Context>
{texts}
</Context>
<Question>
{question}
</Question>
<Answer>

Table 15: Detailed prompts for Retrieval-Augmented Question Answering.

35



Relevance Checking Prompting
You will be given a context paragraph and a question. Your task is to decide whether the context is
relevant and contains the answer to the question. Requirements are as follows:
- First, read the paragraph after <Context> and the question after <Question> carefully.
- Then you should think step by step and give your thought after <Thought>.
- Finally, write the response as "Yes" or "No" after <Response>.

There are some examples for you to refer to:
<Context>
Petronas Towers | From 1996 to 2004, they were officially designated as the tallest buildings in the
world until they were surpassed by the completion of Taipei 101. The Petronas Towers remain the
world’s tallest twin skyscrapers, surpassing the World Trade Center towers in New York City, and
were the tallest buildings in Malaysia until 2019, when they were surpassed by The Exchange 106.
</Context>
<Question>
Tallest building in the world?
</Question>
<Thought>
The question asks what the tallest building in the world is. The context paragraph talks about the
Petronas Towers. The context paragraph states that Petronas Towers were officially designated as
the tallest buildings in the world from 1996 to 2004. And the Taipei 101 became the tallest building
in the world after 2004. This context paragraph contains two answers to the question. Therefore,
the response is "Yes".
</Thought>
<Response>
Yes
</Response>

Now your context paragraph and question are:
<Context>
{context}
</Context>
<Question>
{normalized question}
</Question>
<Thought>

Table 16: Detailed prompts for relevance checking.
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Independent Reading Prompting
You are a summarizer summarizing a retrieved document about a user question. Keep the key dates
in the summarization. Write "None" if the document has no relevant content about the question.

There are some examples for you to refer to:
<Document>
David Beckham | As the summer 2003 transfer window approached, Manchester United appeared
keen to sell Beckham to Barcelona and the two clubs even announced that they reached a deal for
Beckham’s transfer, but instead he joined reigning Spanish champions Real Madrid for C37 million
on a four-year contract. Beckham made his Galaxy debut, coming on for Alan Gordon in the 78th
minute of a 0–1 friendly loss to Chelsea as part of the World Series of Soccer on 21 July 2007.
</Document>
<Question>
David Beckham played for which team?
</Question>
<Summarization>
David Beckham played for Real Madrid from 2003 to 2007 and for LA Galaxy from July 21, 2007.
</Summarization>

<Document>
Houston Rockets | The Houston Rockets have won the NBA championship twice in their history.
Their first win came in 1994, when they defeated the New York Knicks in a seven-game series. The
following year, in 1995, they claimed their second title by sweeping the Orlando Magic. Despite
several playoff appearances in the 2000s and 2010s, the Rockets have not reached the NBA Finals
since their last championship victory in 1995.
</Document>
<Question>
When did the Houston Rockets win the NBA championship?
</Question>
<Summarization>
The Houston Rockets won the NBA championship twice in 1994 and 1995.
</Summarization>

Now your document and question are:
<Document>
{document}
</Document>
<Question>
{normalized question}?
</Question>
<Summarization>

Table 17: Detailed prompts for Independent Reading.
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Combined Reading Prompting
As an assistant, your task is to answer the question based on the given knowledge. Answer the
given question; you can refer to the document provided. Your answer should follow the <Answer>
tag. The given knowledge will be after the <Context> tag. You can refer to the knowledge to
answer the question. Answer only the name for ’Who’ questions. If the knowledge does not
contain the answer, answer the question directly.

There are some examples for you to refer to:
<Context>
In 1977, Trump married Czech model Ivana Zelníčková. The couple divorced in 1990, following
his affair with actress Marla Maples.

Trump and Maples married in 1993 and divorced in 1999.

In 2005, Donald Trump married Slovenian model Melania Knauss. They have one son, Barron
(born 2006).
</Context>
<Question>
Who was the spouse of Donald Trump between 2010 and 2014?
</Question>
<Thought>
According to the context, Donald Trump married Melania Knauss in 2005. The period between
2010 and 2014 is after 2005. Therefore, the answer is Melania Knauss.
</Thought>
<Answer>
Melania Knauss
</Answer>

Now your question and context knowledge are:
<Context>
{generations}
</Context>
<Question>
{question}
</Question>
<Thought>

Table 18: Detailed prompts for Combined Reading.
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