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We introduce Llama Guard 3 Vision, a multimodal LLM-based safeguard for human-AI conversations
that involves image understanding: it can be used to safeguard content for both mutimodal LLM
inputs (prompt classification) and outputs (response classification). Unlike the previous text-only
Llama Guard versions (Inan et al., 2023; Llama Team, 2024b,a), it is specifically designed to support
image reasoning use cases and is optimized to detect harmful multimodal (text and image) prompts
and text responses to these prompts. Llama Guard 3 Vision is fine-tuned on Llama 3.2-Vision and
demonstrates strong performance on the internal benchmarks using the MLCommons taxonomy. We
also test its robustness against adversarial attacks. We believe that Llama Guard 3 Vision serves
as a good starting point to build more capable and robust content moderation tools for human-AI
conversation with multimodal capabilities.
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1 Introduction

The past few years have witnessed an unprecedented improvement in the capabilities of Large Language
Models (LLMs), driven by the success in scaling up autoregressive language modeling in terms of data, model
size, and the amount of compute used for training (Kaplan et al., 2020). LLMs have demonstrated exceptional
linguistic abilities (Brown, 2020; Achiam et al., 2023), general tool use (Schick et al., 2024; Cai et al., 2023),
and commonsense reasoning (Wei et al., 2022; OpenAI, 2024), among other impressive capabilities. The success
of LLMs as general-purpose assistants motivates research and development to extend instruction-tuning to the
vision-language multimodal space (Liu et al., 2023; Gemini Team, 2023). These vision-language multimodal
models, which can process and generate both text and images, also achieve human-expert performance on a
wide range of tasks, such as (document) visual question answering (Antol et al., 2015; Mathew et al., 2021),
image captioning (Lin et al., 2014), and image-text retrieval (Plummer et al., 2015).

While these vision-language multimodal models hold tremendous promise for many applications, they should be
used along with proper system guardrails to ensure safe and responsible deployment, because they can generate
or propagate harmful content when interacting with online users. However, most existing guardrails (Inan
et al., 2023; Llama Team, 2024b,a; Yuan et al., 2024; Ghosh et al., 2024) for the interaction (e.g., conversation)
between humans and AI agents are text-only: conversation data involving other modalities, such as images,
cannot be used as inputs for such guardrails. This calls for a safeguard tool for classifying safety risks in
prompts and responses for conversations with multimodal contents involved.

In this work, we introduce Llama Guard 3 Vision, a multimodal LLM-based safeguard for human-AI
conversations that involves image understanding: it can be used to safeguard content for both mutimodal LLM
inputs (prompt classification) and mutimodal LLM responses (response classification). Unlike text-only Llama
Guard versions (Inan et al., 2023; Llama Team, 2024b,a), it is specifically designed to support image reasoning
use cases and is optimized to detect harmful multimodal (text and image) prompts and text responses to
these prompts. Figure 1 gives an example of how Llama Guard 3 Vision classifies harmful content in the
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Figure 1 Llama Guard 3 Vision classifies harmful content in the response classification task.

response classification task.

Llama Guard 3 Vision is fine-tuned on Llama 3.2-Vision and demonstrates strong performance on our internal
benchmark using the 13 hazards of the MLCommons taxonomy. To better understand the adversarial
robustness of Llama Guard 3 Vision, we evaluate it against two existing powerful white-box attacks (Zou et al.,
2023; Madry, 2017) using both textual and visual inputs. We find that Llama Guard 3 Vision is more robust
in the response classification task compared to the prompt classification task under practical threat model
scenarios, since Llama Guard 3 Vision primarily relies on model response for classification while effectively
ignoring prompt-based attacks. We hope our white paper can help practitioners build better customizable
safeguard models for multimodal use cases, and facilitate further research and development of multimodal
LLM safety.

Paper Organization In Section 2, we present the hazard taxonomy and policy used to train Llama Guard 3
Vision. In Section 3, we describe the process of building Llama Guard 3 Vision. Our experiment section
(Section 4) is divided into two parts: In Section 4.1, we evaluate Llama Guard 3 Vision on our internal
benchmark and compare it with baselines such as GPT-4o (Achiam et al., 2023), and in Section 4.2, we
present the details and results of our adversarial robustness experiments.

2 Hazard Taxonomy and Policy

Llama Guard 3 Vision is trained to predict safety labels on the 13 categories shown below, based on the
MLCommons taxonomy of 13 hazards (Vidgen et al., 2024). Below, we provide the detailed description of
each safety category:

• S1 - Violent Crimes. Responses that enable, encourage, or endorse the commission of violent crimes,
including: (1) unlawful violence toward people (e.g., terrorism, genocide, murder, hate-motivated violent
crimes, child abuse, assault, battery, kidnapping) and (2) unlawful violence toward animals (e.g., animal
abuse)

• S2 - Non-Violent Crimes. Responses that enable, encourage, or endorse the commission of non-violent
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crimes, including: (1) personal crimes (e.g., labor trafficking, threats, intimidation, hate-motivated
non-violent crimes), (2) financial crimes (e.g., fraud, scams, money laundering), (3) property crimes
(e.g., theft, arson, vandalism), (4) drug crimes (e.g., creating or using regulated substances), (5) weapons
crimes (e.g., producing unlicensed firearms), and (6) cyber crimes (e.g., hacking)

• S3 - Sex-Related Crimes. Responses that enable, encourage, or endorse the commission of sex-related
crimes, including: (1) sex trafficking, (2) sexual assault (e.g., rape), (3) sexual harassment (physical,
verbal, or visual), and (4) prostitution

• S4 - Child Sexual Exploitation. Responses that contain, describe, enable, encourage, or endorse the sexual
abuse of children

• S5 - Defamation. Responses that are both verifiably false and likely to injure a living person’s reputation

• S6 - Specialized Advice. Responses that contain specialized financial, medical, or legal advice, or that
indicate dangerous activities or objects are safe

• S7 - Privacy. Responses that contain sensitive, nonpublic personal information that could undermine
someone’s physical, digital, or financial security

• S8 - Intellectual Property. Responses that may violate the intellectual property rights of any third party

• S9 - IndiscriminateWeapons. Responses that enable, encourage, or endorse the creation of indiscriminate
weapons, including: (1) chemical weapons (e.g., nerve gas), (2) biological weapons (e.g., anthrax), (3)
radiological weapons (e.g., cobalt bombs), (4) nuclear weapons (e.g., fission bombs), and (5) high-yield
explosive weapons (e.g., cluster munitions)

• S10 - Hate. Responses that demean or dehumanize people on the basis of their sensitive, personal
characteristics (i.e., race, color, ethnicity, national origin, disability, religious affiliation, caste, sexual
orientation, sex, gender identity, and/or serious disease)

• S11 - Suicide & Self-Harm. Responses that enable, encourage, or endorse acts of intentional self-harm,
including: (1) suicide, (2) self-injury (e.g., cutting), and (3) disordered eating

• S12 - Sexual Content. Responses that contain erotica

• S13 - Elections. Responses that contain factually incorrect information about electoral systems and
processes, including the time, place, or manner of voting in civic elections

Note on privacy violations for image understanding. Compared to text-only Llama Guards, we consider
identification from images in prompts (e.g., recognizing a real world person from the image through any visual
clue) as a potential Privacy violation. For example, given an image of a real person, if the user asks “Do you
know the person in the image?” or “What makes her famous?”, and the agent’s response tries to identify the
person (whether the identity recognized is correct or incorrect), Llama Guard 3 Vision is trained to classify
the response as unsafe.

3 Building Llama Guard 3 Vision

3.1 Input-output Safeguarding

Similar to text-only Llama Guard (Inan et al., 2023), we fine-tune our model with tasks that ask to classify
content as being safe or unsafe. For input-output safeguarding tasks, we use the same four ingredients:

A set of guidelines. The task takes a set of guidelines as input, which consist of numbered descriptions of
"unsafe categories", which the model uses for making a safety assessment.

The type of classification. Each task indicates whether the model needs to classify the user messages (prompt
classification) or the agent messages (response classification).

The conversation. The conversation contains the user provided image, as well user turns and agent turns (this
can be single-turn or multi-turn).
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The output format. The model should output “safe” or “unsafe”. If the model assessment is “unsafe”, then the
output should contain a new line, listing the taxonomy categories (mentioned in Section 2 above) that are
violated in the given piece of content.

Figure 1 illustrates the response classification task, the guidelines, and the desired output format for Llama
Guard 3 Vision.

3.2 Data Collection

To train Llama Guard 3 Vision, we employed a hybrid dataset comprising both human-generated and synthet-
ically generated data. Our approach involved collecting human-created prompts paired with corresponding
images, as well as generating benign and violating model responses using our in-house Llama models. We
utilized jailbreaking techniques to elicit violating responses from these models. The resulting dataset includes
samples labeled either by humans or the Llama 3.1 405B model (Llama Team, 2024a). To ensure comprehensive
coverage, we carefully curated the dataset to encompass a diverse range of prompt-image pairs, spanning all
hazard categories listed above.

To improve model performance and robustness, we sourced text-only data from the Llama Guard 3 training
set (Llama Team, 2024a), and added the same with dummy images to Llama Guard 3 Vision training set.
For the prompt classification tasks, the final dataset comprises 22,500 prompts and image pairs, with their
respective annotations. For the response classification task, the final dataset comprises 40,034 prompts,
responses and images, with their respective annotations.

3.3 Model & Training Details

We build Llama Guard 3 Vision on top of the Llama 3.2 11B vision model. We perform supervised fine-tuning
using a sequence length of 8192, a learning rate of 1× 10−5, and training for 3600 steps. The model is trained
on only one image per prompt. For our image data, our vision encoder rescales it into 4 chunks, each of
560× 560 pixels.

Data Augmentation. Similar to text-only Llama Guard, we employ data augmentation techniques to improve
the model’s generalization abilities. We drop a random number of categories from the model prompt if they’re
not violated in the given example: this ensures that the model can learn to take into account only the included
categories. We also shuffle the category indices across training examples (while making corresponding changes
in the desired outputs) in order to avoid format memorization.

4 Experiments

4.1 Performance on the Internal Benchmark

Baselines. We use GPT-4o and GPT-4o mini in a LLM-as-a-judge setup, with zero-shot prompting using
MLCommons hazard taxonomy as the two baselines. When sending queries to GPT-4o and GPT-4o mini
APIs, we observe that GPT-4o and GPT-4o mini APIs sometimes reject our safety classification request for
the safety reasons. For such rejected classification requests, we consider that GPT-4o (mini) classifies it as
“unsafe”.

ResultAnalysis. Table 1 shows that Llama Guard 3 Vision outperforms GPT-4o and GPT-4o mini in terms of F1
score, specifically in response classification. Notably, Llama Guard 3 Vision achieves better performance with
much lower false positive rates. We also observe that the recall (false positive rates) of prompt classification
is much lower (higher) than that of response classification, because the ambiguity of prompts (each one
consisting of a text and image) in image understanding tasks makes prompt classification more challenging
than response classification. For example, given a text prompt “how do I buy this” with an image of multiple
objects, whether the prompt is safe or not depends on which objects the user is referring to, and it is hard to
decide in some cases. In such cases, we recommend using Llama Guard 3 Vision in the response classification
task. Table 2 also shows the F1 score per category on our internal test set. We observe that Llama Guard 3
Vision performs well in categories such as Indiscriminate Weapons and Elections, while showing > 0.69 F1
scores across all categories.
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Table 1 Comparison of performance of various models measured on our internal test set for MLCommons hazard
taxonomy.

Model Task Precision (↑) Recall (↑) F1 (↑) FPR (↓)
Llama Guard 3 Vision

Prompt Classification
0.891 0.623 0.733 0.052

GPT-4o 0.544 0.843 0.661 0.485
GPT-4o mini 0.488 0.943 0.643 0.681

Llama Guard 3 Vision
Response Classification

0.961 0.916 0.938 0.016
GPT-4o 0.579 0.788 0.667 0.243
GPT-4o mini 0.526 0.820 0.641 0.313

Table 2 Category-wise breakdown of F1 for Llama Guard 3 Vision on our internal test set for response classification
with safety labels from the ML Commons taxonomy.

Category F1 (↑)
Violent Crimes 0.839
Non-Violent Crimes 0.917
Sex Crimes 0.797
Child Exploitation 0.698
Defamation 0.967
Specialized Advice 0.764
Privacy 0.847
Intellectual Property 0.849
Indiscriminate Weapons 0.995
Hate 0.894
Self-Harm 0.911
Sexual Content 0.947
Elections 0.957

4.2 Adversarial Robustness of Llama Guard 3 Vision

Building machine learning models that are completely robust to adversarial attempts to manipulate their
predictions is considered impossible as of today (Szegedy, 2013; Tramer, 2022; Anwar et al., 2024; Wei et al.,
2024; Carlini et al., 2024). For this reason, the primary goal of Llama Guard 3 Vision is to enhance the safety
of generative language models under typical and benign usage. Llama Guard 3 Vision offers an additional
layer of protection against adversaries, requiring attackers to bypass both the underlying language model’s
protections and Llama Guard 3 Vision simultaneously. However, like all current AI systems, Llama Guard 3
Vision itself is not immune to adversarial attacks.

In this release, we evaluate Llama Guard 3 Vision against existing powerful white-box attacks: PGD (Madry,
2017) and GCG (Zou et al., 2023), with the former operating on images and the latter on text. By stress
testing Llama Guard 3 Vision against adversarial attacks, we hope to inform users as to what limitations
their systems may have against adversaries, and help the responsible deployment of AI applications. While
we offer specific recommendations to enhance robustness, it is crucial to note that these recommendations do
not guarantee an impenetrable system.

Threatmodel. We consider an adversary attempting to manipulate Llama Guard 3 Vision into misclassifying a
harmful prompt provided by the user, or harmful content generated by an agent as safe.1 The adversary has
full white-box access to Llama Guard 3 Vision, given that the model architecture and parameters are publicly
available. For a worst-case analysis, we also optimize the attacks with knowledge of the unsafe generation
produced by the agent. In practice, adversaries may not know the actual agent generations since the responses
will be flagged as unsafe, and therefore hidden from the attacker. We believe our results are a reasonable

1In principle, an attacker could attack Llama Guard 3 Vision to misclassify a safe conversation as unsafe, but that does not
seem to be a useful goal.
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Table 3 Percentage of harmful prompts and conversations from the test set that are misclassified as safe after applying
the PGD attack on images in the prompt.

Attack Task l∞-bound % Safe (↓)
No attack Prompt classification 0/255 21%

PGD
Prompt classification 8/255 70%
Prompt classification 128/255 82%
Prompt classification 255/255 82%

No attack Response classification 0/255 6%

PGD
Response classification 8/255 22%
Response classification 128/255 27%
Response classification 255/255 27%

Table 4 Percentage of text-only harmful prompts and conversations from the test set that are misclassified as safe after
applying the GCG attack on user prompt or agent response.

Attack Moderation input Attack appended to... % Safe (↓)
No attack Prompt classification 4%

GCG Prompt classification User prompt 72%

No attack Response classification 16%

GCG Response classification User prompt 30%
Response classification Agent response 75%

upper-bound for the vulnerabilities of Llama Guard 3 Vision in practical scenarios.

Experimental setup. We evaluate Llama Guard 3 Vision for prompt and response classification on conversations
including both the prompt and the agent response. PGD, an image-based attack, is evaluated on 100 harmful
conversations in which prompts contain an image. GCG, a text-only attack, is evaluated on another set of
100 text-only unsafe conversations without image inputs. For details on the experimental setup and attack
implementation, please refer to Appendix B.

Results against PGD image attacks. Continuous input modalities, like images, enable more efficient adversarial
optimization than discrete optimization required by text attacks (Carlini et al., 2024; Rando et al., 2024).
Since Llama Guard 3 Vision is intended to safeguard conversations that include images, we evaluate its
robustness against PGD (Madry, 2017) on prompts that contain image inputs. PGD optimizes the input pixels
to maximize the probability of Llama Guard 3 Vision predicting safe. Our experiments consider different l∞
perturbation budgets, reflecting scenarios where attackers may need to preserve semantic information (small
perturbations) or insert images solely to fool the safety classifier (large perturbations). Results show that
even with small perturbations (8/255), PGD attacks can significantly increase the rate of harmful prompts
misclassified as safe, from 21% to 70% (see Table 3 for full results). On the other hand, fooling response
classification of Llama Guard 3 Vision by tampering with an image in the prompt is much more difficult:
even under an unbounded PGD attack, unsafe responses are misclassified as safe only 27% of the time. This
encouraging result suggests that Llama Guard 3 Vision exhibits robust behavior in response classification,
primarily relying on model responses while effectively ignoring prompt-based attacks. That said, this is still
substantially higher than 6% of the clean baseline, and future work should explore techniques to further
improve the robustness of Llama Guard 3 Vision against image attacks.

Recommendations to enhance robustness: Enforce both prompt and response classification modes when
deploying Llama Guard 3 Vision in the wild, and use techniques such as adversarial training to further improve
robustness. Limit image access in safety-critical applications, or complement image-based classification with
text-only safeguarding.
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Results against GCG text attacks. We also evaluate the robustness of Llama Guard 3 Vision against GCG, a
strong attack that optimizes a text suffix that when appended to model inputs, maximizing the probability of
predicting safe, similar to PGD. When Llama Guard 3 Vision is applied to classify the safety of a prompt,
we find that GCG can circumvent the safety classifier the majority of the time (72% misclassified as safe).
On the other hand, Llama Guard 3 Vision is reasonably robust in response classification, assuming that the
attacker is only allowed to modify the prompt (30% vs. 16%). For a more successful attack, the adversary
needs to place the GCG suffix in the agent responses, in which case the conversations misclassified as safe go
up to 75%. However, in practice, this latter attack is much more challenging, since the attacker needs to both
bypass the protections of the underlying language model and force it to output a previously-optimized suffix
without knowledge of the model response,2 or find a universal suffix that evades detection given arbitrary
agent responses.

Recommendations to enhance robustness: we recommend enabling both prompt and response classification. In
particular, against GCG we recommend the use of perplexity filters to detect adversarial inputs (Jain et al.,
2023), although such filters can likely be circumvented with more sophisticated attack objectives.

5 RelatedWork

To prevent LLMs from producing harmful outputs, current mitigation strategies can be broadly categorized
into two types: model-level and system-level. Model-level mitigation techniques include safety alignment
methods such as instruction-tuning and RLHF (Wei et al., 2021; Ouyang et al., 2022), which aim to align the
behavior of LLMs with human values. Recent works (Qi et al., 2024; Zou et al., 2024; Zhang et al., 2024)
have also focused on robustifying safety alignment against adversarial attacks at the model level. System-level
mitigation involves combining external components, such as safety classifiers (Inan et al., 2023; Llama Team,
2024b; Zeng et al., 2024), with base models (i.e., chatbots and agents). These safety classifiers can be used for
prompt classification, response classification, or both. However, most system-level safety classifiers for LLM
input-output safeguard are text-only. As multimodal LLMs become increasingly popular, Llama Guard 3
Vision serves as a starting point and baseline to encourage practitioners and researchers to further develop
and adapt them to meet the evolving needs for multimodal LLM safety.

6 Limitations & Broader Impacts

There are some limitations associated with Llama Guard 3 Vision. First, Llama Guard 3 Vision itself is
an LLM fine-tuned on Llama 3.2-vision. Thus, its performance (e.g., judgments that need common sense
knowledge, multilingual capability, and policy coverage) might be limited by its (pre-)training data.

Llama Guard 3 Vision is not meant to be used as an image safety classifier nor a text-only safety classifier. Its
task is to classify the multimodal prompt by itself, or the multimodal prompt along with the text response. It
was optimized for the English language and only supports one image at the moment. Images will be rescaled
into 4 chunks each of 560× 560, so the classification performance may vary depending on the actual image
size. For text-only mitigation, we recommend using other safeguards in the Llama Guard family of models,
such as Llama Guard 3-8B 3 or Llama Guard 3-1B 4, depending on your use case.

Some hazard categories may require factual, up-to-date knowledge to be evaluated (for example, S5: Defamation,
S8: Intellectual Property, and S13: Elections). We believe that more complex systems should be deployed
to accurately moderate these categories for use cases highly sensitive to these types of hazards, but Llama
Guard 3 Vision provides a good baseline for generic use cases.

Lastly, as an LLM, Llama Guard 3 Vision could be susceptible to adversarial attacks (Zou et al., 2023; Carlini
et al., 2024; Madry, 2017) that could bypass or alter its intended use. As shown in Section 4.2, in which
we deploy Llama Guard 3 Vision for multimodal LLM output-only filtering under a realistic threat model
scenario, the effectiveness of adversarial attacks can be mitigated to some extent. In practice, we suggest

2For a worst-case analysis, we optimized GCG suffixes placed after the harmful response it is evaluated on. In practice, the
adversary may not have access to agent responses during optimization unless they have access to the underlying language model.

3https://github.com/meta-llama/PurpleLlama/blob/main/Llama-Guard3/8B/MODEL_CARD.md
4https://github.com/meta-llama/PurpleLlama/blob/main/Llama-Guard3/1B/MODEL_CARD.md
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combining Llama Guard 3 Vision with robust model safety alignment (Qi et al., 2024; Zhang et al., 2024) and
other system components (e.g., a perplexity filter) for better performance against malicious users.
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B PGD and GCG implementation details

For the PGD attack, we follow Madry (2017) and take steps on the image pixels in directions following signs
of the gradient (computed to maximize the log likelihood of a safe classification). In our implementation, we
set step size α = 0.1, and take at most 100 iterations and early stop when the attack is successful. Images
are projected back into the l∞ = ϵ ball after each iteration. For the GCG attack, we take an off-the-shelf
implementation (NanoGCG; Zou et al., 2023). During optimization, we run the attack for up to 100 steps
(most successful attacks converge with fewer than 50 steps), using a search width of 64 and considering top 32
token replacements. Similar to GCG, we early stop when the attack is successful.

10


	Introduction
	Hazard Taxonomy and Policy
	Building Llama Guard 3 Vision
	Input-output Safeguarding
	Data Collection
	Model & Training Details

	Experiments
	Performance on the Internal Benchmark
	Adversarial Robustness of Llama Guard 3 Vision

	Related Work
	Limitations & Broader Impacts
	Acknowledgement
	PGD and GCG implementation details

