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Abstract
Auto-labeling techniques produce labeled data with minimal manual annotations1

using the representations from self-supervised models and confidence scores. A2

popular technique, threshold-based auto-labeling (TBAL) trains model using these3

representations and manual annotations, and assigns model’s prediction as label4

to the points where model’s confidence score is greater than certain threshold.5

However, the model’s scores can be overconfident and lead to poor performance.6

We show that, calibration, a common remedy for the overconfidence problem, falls7

short in tackling this problem for TBAL. Thus, instead of using existing calibration8

methods, we introduce a framework for optimal confidence functions for TBAL9

and develop Colander, a method designed to maximize auto-labeling performance.10

We perform an extensive empirical evaluation of Colander and other confidence11

functions, using representations from CLIP and text embedding models for image12

and text data respectively. We find Colander achieves up to 60% improvement13

on coverage (the proportion of points labeled by model) over the baselines while14

maintaining error level below 5% and using the same amount of labeled data.15

1 Introduction16

The demand for labeled data in machine learning (ML) is perpetual. Threshold-based auto-labeling17

(TBAL) is a promising solution to obtain high-quality labeled data at low cost [41, 37, 49] using18

model’s confidence scores and self-supervision. It powers industry products like Amazon SageMaker19

Ground Truth [41]. The confidence function is critical to the TBAL workflow. Existing TBAL systems20

rely on common choices like softmax outputs from neural networks [37, 49]. These functions are21

not well aligned with the objective of the auto-labeling system. Using them results in substantially22

suboptimal coverage (Figure 1(a)). For this reason, we ask:23

What are the right choices of confidence functions for TBAL and how can we obtain them?
24

An ideal confidence function for auto-labeling will achieve the maximum coverage at a given auto-25

labeling error tolerance and thus will bring down the labeling cost significantly. Finding such an ideal26

function, however, is difficult because of the inherent tension between accuracy and coverage.27

Overconfidence further stymies hopes of balancing accuracy and coverage. While overconfidence28

is a challenge in general, it is exacerbated in TBAL: since models are trained on a small amount of29

labeled data, making the problem of designing confidence functions even more challenging. Figure30

1(a) shows that softmax scores are overconfident, resulting in poor auto-labeling performance.31

Several methods have been introduced to address overconfidence [10]. Applying these miss out on32

significant performance (Figure 1(b)), since the calibration goal differs from auto-labeling. From33

the auto-labeling standpoint, we seek minimum overlap between the correct and incorrect model34

prediction scores.35
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Figure 1: Scores distributions (Kernel Density Estimates) of a CNN model trained on CIFAR-10 data. (a)
softmax scores of the vanilla training procedure (SGD) (b) scores after post-hoc calibration using temperature
scaling and (c) scores from our Colander procedure applied on the same model. For training the CNN model
we use 4000 points drawn randomly and 1000 validation points (of which 500 are used for Temp. Scaling and
Colander ). The test accuracy of the model is 55%. Figures (d) and (e) show the coverage and auto-labeling
error of these methods. The dotted-red line corresponds to a 5% error threshold.

We tackle these challenges by proposing a framework to learn suitable confidence functions for36

TBAL. We summarize our contributions as follows,37

1. We propose a principled framework to study the choices of confidence functions suitable for auto-38

labeling and provide a practical method (Colander) to learn confidence functions for efficient39

and reliable auto-labeling.40

2. We systematically study commonly used choices of scoring functions and calibration methods41

and demonstrate that they lead to poor auto-labeling performance.42

3. Through extensive empirical evaluation on real-world datasets, we show that using the confidence43

scores obtained using our procedure boosts auto-labeling performance significantly in comparison44

to common choices of confidence functions and calibration methods.45

2 Background and Motivation46

Notation. Let [m] := {1, 2, . . . ,m} for any natural number m. Let Xu be a set of unlabeled points47

drawn from some instance (feature) space X. This could either be the space of raw features or the48

representation space from some self-supervised model. Let Y = {1, . . . , k} be the label space. There49

is an unknown ground truth labeling function f∗ : X → Y. Let O be a noiseless oracle that provides50

the true label for any point x ∈X. Denote the model (hypothesis) class by H, where each h ∈ H is51

a function h : X → Y. Each classifier h also has an associated confidence function g : X → ∆k52

that quantifies the confidence of the prediction by model h ∈ H on any data point x ∈ X. Here,53

∆k is a (k − 1)-dimensional probability simplex. Let v[i] denote the ith component for any vector54

v ∈ Rd. For any point x ∈X the prediction is ŷ := h(x) and the associated confidence is g(x)[ŷ].55

The vector t denotes scores over k-classes, and t[y] denotes its yth entry, i.e., score for class y. Table56

2 contains a summary of the notation.57

Threshold-based Auto-labeling. Threshold-based auto-labeling (TBAL) seeks to obtain labeled58

datasets while reducing the labeling burden on humans. The input is a pool of unlabeled data Xu.59

It outputs, for each x ∈ Xu, a label ỹ ∈ Y. The output label could be either y, from the oracle60

(representing a human-obtained label), or ŷ, from the model. Let Nu be the number of unlabeled61

points, A ⊆ [Nu] the set of indices of auto-labeled points, and Xu(A) be these points. Let Na denote62

the size of the auto-labeled set A. The auto-labeling error, denoted by Ê(Xu(A)), and the coverage,63

denoted by P̂(Xu(A)), are defined as follows:64

Ê(Xu(A)) :=
1

Na

∑
i∈A

1(ỹi ̸= f∗(xi)), and P̂(Xu(A)) := |A|/Nu = Na/Nu. (1)

The goal of an auto-labeling algorithm is to label the dataset so that Ê(Xu(A)) ≤ ϵa while maximizing65

coverage P̂(Xu(A)) for any given ϵa ∈ [0, 1]. The TBAL algorithm proceeds iteratively. In each66

iteration, it queries labels for a subset of unlabeled points from the oracle. It trains a classifier from67

the model class H on the oracle-labeled data acquired till that iteration. It then uses the model’s68

confidence scores on the validation data to identify the region in the instance space, where the current69

classifier is confidently accurate and automatically labels the points in this region.70
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Threshold-based Auto-labeling System + Colander

Unlabeled Data

Labeled Data

Train Model
Get Human-
labeled Data

Auto-label points with confidence  

Learn confidence function for auto-labeling

Colander

Estimate Thresholds

Estimate errors on superlevel sets of the confidence scores

Figure 2: Threshold-based Auto-labeling with Colander: takes unlabeled data as input, selects a small subset
of data points, and obtains human labels for them to create D(i)

train and D
(i)
val for the ith iteration. Trains model ĥi

on D
(i)
train. In contrast to the standard TBAL procedure, here we randomly split D(i)

val into two parts, D(i)
cal and

D
(i)
th . Colander kicks in, takes ĥi and D

(i)
cal as input and learns a coverage maximizing confidence function ĝi

for ĥi. Using D
(i)
th and ĝi auto-labeling thresholds t̂i are determined to ensure the auto-labeled data has error at

most ϵa. After obtaining the thresholds the rest of the steps are the same as standard TBAL. The whole workflow
runs until all the data is labeled or another stopping criterion is met.

3 Proposed Method (Colander)71

3.1 Auto-labeling optimization framework72

In any iteration of TBAL, we have a model h trained on a subset of data labeled by the oracle. This73

model may not be highly accurate. However, it could be accurate in some regions of the instance74

space, and with the help of a confidence function g, we want to identify the points where the model is75

correct and auto-label them. As we saw earlier, arbitrary choices of g perform poorly on this task.76

Instead, we propose a framework to find the right function from a sufficiently rich family.77

Optimization problem. Let σ(α, z) := 1/(1 + exp(−αz)) denote the sigmoid function on R78

with scale parameter α ∈ R. It is easy to see that, for any g, y and t, g(x)[y] ≥ t[y] ⇐⇒79

σ(α, g(x)[y]− t[y]) ≥ 1/2. Using this fact, we define the following surrogates of the auto-labeling80

error and coverage:81

P̃(g, t|h, Dcal) :=
1

|Dcal|
∑

(x,y)∈Dcal

σ
(
α, g(x)[ŷ]− t[ŷ]

)
, (2)

Ẽ(g, t | h, Dcal) :=

∑
(x,y)∈Dcal

1
(
y ̸= ŷ

)
σ
(
α, g(x)[ŷ]− t[ŷ]

)∑
(x,y)∈Dcal

σ
(
α, g(x)[ŷ]− t[ŷ]

) , (3)

and the surrogate optimization problem as follows,82

argmin
g∈G,t∈Tk

−P̃(g, t | h, Dcal) + λ Ẽ(g, t | h, Dcal) (P1)

83

Here, λ ∈ R+ is the penalty term controlling the relative importance of the auto-labeling error and84

coverage. We tune it with the procedure discussed in Appendix B.4. The gap between the surrogate85

and actual coverage diminishes as α → ∞. We discuss this in the Appendix. Our framework is86

flexible with respect to the choice of G. We use 2-layer neural nets for G and use representations87

from the last two layers of ĥ as input for g. See Appendix for further details.88

Solving the surrogate optimization. The optimization problem (P1) is non-convex. Nevertheless,89

it is differentiable and we can apply gradient-based methods. We solve for g and t simultaneously90

using Adam [19]. Appendix B.4 lists the detailed procedure of our method in a TBAL system.91

4 Empirical Evaluation92

We conduct extensive empirical evaluation with variety of train-time and post-hoc calibration methods,93

and feature choices. We use Vanilla training with SGD [1, 3, 10]. Squentropy [16], Correctness94
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Train-time Post-hoc MNIST CIFAR-10 20 Newsgroups Tiny-ImageNet
Err (↓) Cov (↑) Err (↓) Cov (↑) Err (↓) Cov (↑) Err (↓) Cov (↑)

Vanilla

Softmax 4.1±0.7 85.0±2.5 4.8±0.2 14.0±2.1 6.0±0.6 48.2±1.6 11.1±0.3 32.6±0.5

TS 7.8±0.6 94.2±0.5 7.3±0.3 23.2±0.7 9.7±0.6 60.7±2.3 16.3±0.5 37.4±1.5

Dirichlet 7.9±0.7 93.2±2.2 7.7±0.5 22.4±1.2 9.4±0.9 59.4±1.8 17.1±0.4 33.3±2.0

SB 6.7±0.5 92.6±1.5 6.1±0.4 18.6±1.1 8.1±0.6 58.1±1.8 15.7±0.6 35.4±1.2

Top-HB 7.4±1.4 93.1±3.6 6.0±0.7 15.6±1.9 9.2±1.0 59.0±2.0 16.6±0.5 37.6±2.2

Ours 4.2±1.5 95.6±1.4 3.0±0.2 78.5±0.2 2.5±1.1 80.6±0.7 1.4±2.1 59.2±0.8

CRL

Softmax 4.7±0.4 86.0±4.5 5.2±0.3 15.9±0.8 5.8±0.5 48.3±0.3 10.4±0.4 32.5±0.6

TS 8.0±0.8 94.8±0.8 6.8±0.8 20.3±1.1 9.5±1.0 61.7±1.6 15.8±0.6 37.4±1.7

Dirichlet 8.6±0.6 93.1±1.6 7.7±0.2 20.9±1.1 8.7±0.9 58.0±1.4 16.3±0.4 33.1±1.9

SB 7.4±0.8 93.1±2.7 5.9±0.9 17.9±1.5 8.9±1.1 57.9±3.9 15.0±0.4 35.5±1.2

Top-HB 7.7±0.8 94.1±1.5 4.4±0.5 12.3±0.4 8.8±1.0 58.8±2.7 16.5±0.5 38.9±1.6

Ours 4.5±1.4 95.6±1.3 2.2±0.6 77.9±0.2 1.8±1.2 81.3±0.5 2.8±2.1 61.2±1.4

FMFP

Softmax 4.8±0.8 84.2±4.1 4.9±0.4 15.6±1.7 5.4±0.7 45.4±1.9 10.5±0.3 32.4±1.4

TS 8.0±0.6 95.3±1.6 6.5±0.3 21.0±1.5 9.5±0.5 57.7±2.2 16.2±1.1 37.7±1.8

Dirichlet 8.2±1.3 94.0±2.2 6.9±0.4 21.7±1.2 8.9±1.0 56.6±2.4 17.4±0.8 33.0±1.8

SB 7.2±1.1 93.1±2.3 6.1±0.5 19.5±1.0 8.6±0.4 55.8±1.3 15.5±0.6 36.1±0.5

Top-HB 7.1±0.6 93.3±4.9 5.2±0.5 14.2±2.4 9.0±0.7 57.9±2.4 16.2±0.4 37.4±1.1

Ours 4.6±0.8 95.7±0.2 3.0±0.4 77.4±0.2 2.5±0.9 80.8±0.6 1.8±2.0 60.8±1.4

Squentropy

Softmax 3.7±1.0 88.2±3.9 5.2±0.5 21.2±1.8 4.6±0.4 52.0±1.2 7.8±0.3 36.2±0.8

TS 6.2±1.1 95.6±0.9 6.9±0.6 28.2±2.5 8.3±0.6 66.6±1.4 13.3±0.1 44.9±1.0

Dirichlet 6.5±1.2 95.9±0.8 7.3±0.3 29.4±1.1 7.8±0.6 64.0±1.3 14.1±0.3 42.5±0.7

SB 6.0±0.8 95.3±1.2 6.2±0.4 23.8±1.9 7.8±0.7 63.0±2.9 13.0±0.5 45.2±2.0

Top-HB 5.3±0.4 96.4±0.9 4.3±0.5 15.8±1.4 8.2±0.8 66.5±2.2 13.7±0.1 45.9±1.4

Ours 4.1±0.8 97.2±0.5 2.3±0.5 79.0±0.3 3.3±0.8 82.9±0.4 0.6±0.2 66.5±0.7

Table 1: In every round the error was enforced to be below 5%; ‘TS’ stands for Temperature Scaling,
‘SB’ stands for Scaling Binning, ‘Top-HB’ stands for Top-Label Histogram Binning. The column
Err stands for auto-labeling error and Cov stands for the coverage. Each cell value is mean ± std.
deviation observed on 5 repeated runs with different random seeds.

Ranking Loss (CRL) [30] and FMFP [53] as train-time methods. We pipe these with Colander95

and other post-hoc methods Temperature scaling [10], Top-Label Histogram-Binning [12], Scaling-96

Binning [24] and Dirichlet Calibration [22]. We use raw features for MNIST [26] and CIFAR-1097

[20], CLIP [38] embeddings for Tiny-ImageNet and FlagEmbedding [50] for 20 Newsgroups [29]98

The results are reported in Table 1.99

TBAL with Colander consistently achieves significantly higher coverage compared to vanilla100

training and softmax scores, especially on more complex datasets like Tiny-ImageNet, outperforming101

baseline models across all data settings. Post-hoc calibration techniques slightly improve coverage but102

at the cost of higher error, as their goal of mitigating overconfidence is not aligned with TBAL’s needs.103

Importantly, Colander is compatible with different train-time methods and amplifies performance104

gains, particularly when paired with Squentropy, where coverage increases by 6-7% and error105

decreases, outperforming other train-time approaches. In contrast, methods focused on ordinal106

ranking objectives, such as CRL and FMFP, perform poorly in the TBAL setting due to challenges107

like limited training data and reduced effectiveness in differentiating between correct and incorrect108

predictions when training error reaches zero after a few rounds.109

5 Conclusion110

We studied confidence scoring functions used in threshold-based auto-labeling (TBAL) and showed111

that the commonly used choices and calibration methods can often be a bottleneck, leading to poor112

performance. We proposed Colander to learn confidence functions that are aligned with the TBAL113

objective. We evaluated Colander extensively against common baselines on several real-world114

datasets and found that it improves the performance of TBAL significantly. A limitation of Colander115

is that, similar to other post-hoc methods it also requires validation data to learn the scores. Reducing116

(or eliminating) this dependence could be an interesting future work.117
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Supplementary Material Organization250

The supplementary material is organized as follows. We provide deferred details of background and251

motivation section in Appendix A of the method in Appendix B. Then, in Appendix C, we provide252

additional experimental results and details of the experiment protocol and hyperparameters used for253

the experiments. Our code with instructions to run, is uploaded along with the paper.254
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A Appendix to Section 2287

A.1 Detailed Comparison with Active Learning and Self Training288

To illustrate the differences between TBAL and the combination of Active Learning (AL) and Self-289

Training for the task of data labeling, we run an experiment on the 2 concentric circles data setting as290

used in [49]. The details are as follows:291

Data setting. We generate two concentric circles with points in the outer circle belonging to one292

class and the inner circle belonging to the other class. The total number of points generated is 10,000293

of which we use 2000 for validation.294
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Figure 3: Results of experiment on 2-concentric circles to show
the differences between TBAL, AL and ST.

Methods. We run TBAL, AL+Self-295

Training, and AL+Self-Training+SC,296

using logistic regression. The com-297

bination of AL+Self-Training means,298

in each iteration, the algorithm299

queries human-labeled data points and300

pseudo-labels the points in the un-301

labeled data using self-training and302

adds both the human-labeled and303

pseudo-labeled points in the training304

pool. With this procedure, AL+Self-305

Training first learns the best classifier306

(ĥal−st) with the given budget of max-307

imum training points (Nt) that can be308

queried from humans. Then it auto-labels all the remaining unlabeled points with this classifier’s pre-309

dictions. For AL+Self-Training+SC, we do selective auto-labeling using ĥal−st, i.e., only auto-label310

the points where the classifier will have an error at most ϵa. We use ϵa =1% here.311

Results and Discussion. The Figure 3 shows auto-labeling error and coverage achieved by these312

methods when run with different choices of human-labeled data budget for training. First, we can see313

that even with linear classifiers TBAL is able to auto-label a huge chunk of the data (high coverage)314

while maintaining auto-labeling error below the tolerance level of 1% On the other hand, methods315

like AL+Self-Training (+SC) that try to first learn the optimal classifier in the given function class316

either have high auto-labeling error or very low coverage. These results are also consistent with317

the observations in [49] on the comparison between TBAL and AL, AL+SC. While such findings318

confirm the notion that there are differences—and, at least in some settings, advantages—for the319

TBAL approach compared to other techniques, we reiterate that our goal is to understand and improve320

the role of the confidence function within TBAL, rather than comparing TBAL to other techniques.321

A.2 Details of the motivating experiment in Section 2322

We run TBAL for a single round on the CIFAR-10 dataset with a SimpleCNN classification model323

with around 5.8M parameters [17]. We randomly sampled 4,000 points for training the classifier and324

randomly sampled 1,000 points as validation data. We train the model to zero training error using325

minibatch SGD with learning rate 1e-3, weight decay 1e-3 [13, 21], momentum 0.9, and batch size326

32. The trained model has validation accuracy around 55%, implying we could hope to get coverage327

around 55%. We run the auto-labeling procedure with an error tolerance of 5%.328
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B Appendix on Our Method329

B.1 Detailed Algorithms330

See Algorithms 1 and 2.331

B.2 Tightness of surrogates.332

The surrogate auto-labeling error and coverage introduced to relax the optimization problem (??) is333

indeed a good approximation of the actual auto-labeling error and coverage. To see this, we use a334

toy data setting of x ∼ Uniform(0, 1) with 1−dimensional threshold classifier hθ(x) = 1(x ≥ θ).335

For any x, let true labels y = h0.5(x) and consider the confidence function gw(x) = |w − x|. Let336

ŷ = h0.25(x) and consider the points on the side where ŷ = 1. We plot actual and surrogate errors in337

Figure 4(a) and the surrogate and actual coverage in Figure 4(a).338
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Figure 4: Illustration of the tightness of surrogate error and
coverage functions based on the choice of α.

for three choices of α. As expected,339

the gap between the surrogates and340

the actual functions diminishes as we341

increase the α.342

B.3 Active Querying Strategy.343

We employ the margin-random query344

approach to select the next batch of345

training data. This method involves346

sorting points based on their margin347

(uncertainty) scores and selecting the348

top Cnb points, from which nb points349

are randomly chosen. This strategy350

provides a straightforward and com-351

putationally efficient way to balance352

the exploration-exploitation trade-off.353

It’s important to acknowledge the ex-354

istence of alternative active-querying355

strategies; however, we adopt the356

margin-random approach as our stan-357

dard to maintain a focus on evalu-358

ating various choices of confidence359

functions for auto-labeling. Note360

that while we use the new confidence361

scores computed using post-hoc methods for auto-labeling, we do not use these scores in active362

querying. Instead, we use the softmax scores from the model for this. We do this to avoid conflating363

the study with the study of active querying strategies. We use C = 2 for all experiments.364

B.4 TBAL procedure with Colander365

We take the workflow of TBAL and plugin our method Colander to learn the new confidence366

function and threshold. We discuss the updated workflow below and place the detailed Algorithms 1367

and 2 in the Appendix B due to space constraints.368

1. Initialization. First select ns points randomly from Xu and obtain human labels for them to369

create initial training data D
(1)
train. This is written as RANDOMQUERY(Xu, ns) in Algorithm 1. The370

procedure RANDOMQUERY(Xu, ns) selects ns points randomly from Xu and obtains human labels371

for them to create D
(1)
train.372

2. Train classification model. After obtaining human-labeled training data D
(i)
train for the current373

round i, the procedure TRAINMODEL(H, D
(i)
train) trains a model from model class H on the training374

data D(i)
train. Any training procedure can be used here. We use methods listed in Section ?? for model375

training. This step outputs a model ĥi trained on D
(i)
train.376
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3. Learn new confidence function using Colander . The model ĥi obtained in the previous step also377

produces softmax scores that can be used to for auto-labeling. However, as we saw earlier in Section378

2, using these scores may lead to poor auto-labeling performance. Thus, we plug in our procedure379

Colander to learn new scores that are designed to maximize the auto-labeling performance. We first380

randomly splits the validation data D(i)
val into D

(i)
cal and D

(i)
th using procedure RANDOMSPLIT(D

(i)
val, ν).381

The part D(i)
cal has a fraction ν of the points from D

(i)
val. Then we consider problem P1 with ĥi and382

D
(i)
cal. We solve it to obtain the post-hoc confidence function ĝi.383

4. Threshold estimation. The scores from the new confidence function ĝi on D
(i)
th are used to384

estimate auto-labeling thresholds in Algorithm 2. This procedure finds thresholds for each class385

separately. It first splits the points in D
(i)
th according to the ground truth class into subsets D(i,y)

th .386

Then, for each class y, it finds the auto-labeling threshold t̂[y] by selecting the minimum threshold t387

such that the estimate of auto-labeling error plus a confidence interval, estimated on points in D
(i,y)
th388

having scores above t, is at most the given error tolerance ϵa. While we get thresholds as output389

from Colander, it is important to estimate them again from the held-out data D
(i)
th to ensure the390

auto-labeling error constraint is not violated.391

5. Auto-labeling. This is a simple step. We computes the scores on the remaining unlabeled data392

X
(i)
u using the function ĝi and any point x ∈ X

(i)
u having score above t̂[ŷ] is assigned auto-label393

ŷ = ĥi(x), and the points that did not meet this criterion remain unlabeled.394

6. Remove auto-labeled points. The points that got auto-labeled in the previous steps are removed395

from the unlabeled pool. To make the validation data consistent with this unlabeled pool for the next396

round, the points in the validation data that fall into the auto-labeling region are also removed.397

7. Get more human-labeled data. Lastly, it calls the procedure ACTIVEQUERY(ĥi, X
(i)
u , nb) to398

select nb points from the remaining unlabeled pool using an active learning strategy. This newly399

acquired human-labeled data is added into the training data D
(i)
train. The details of the querying400

strategy are in Appendix B. The procedure then moves to step 2 and runs the loop until there are no401

more unlabeled points left or it has queried the stipulated number of human-labels Nt.402
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B.5 Glossary403

The notation is summarized in Table 2 below.

Symbol Definition

1(E) indicator function of event E. It is 1 if E happens and 0 otherwise.
X feature space.
Y label space i.e. 1, 2, . . . k.
H hypothesis space (model class for the classifiers).
G class of confidence functions.
k number of classes.
x, y x is an element in X and y is its true label.
h a hypothesis (model) in H.
g confidence function g : X → ∆k.
Xu given pool of unlabeled data points.
X

(i)
u unlabeled data left at the beginning of ith round.

ĥ(i) ERM solution and auto-labeling thresholds respectively in ith round.
D

(i)
query labeled data queried from oracle (human) in the ith round.

D
(i)
train training data to learn ĥ(i) in the ith round.

D
(i)
val validation data in the ith round.

D
(i)
cal calibration data in the ith round to learn a post-hoc g.

D
(i)
th part of validation data in the ith round to estimate threshold t.

D
(i)
auto part of X(i)

u that got auto-labeled in the ith round.
Dout Output labeled data, including auto-labeled and human labeled data.
t k dimensional vector of thresholds.
t[y] yth entry of t i.e. the threshold for class y.
g(x)[y] the confidence score for class y output by confidence function g on data point x.
ŷ predicted class for data point x.
f∗ unknown groundtruth labeling function.
Nu number of unlabeled points, i.e. size of Xu.
Nt number of manually labeled points that can be used for training h.
Na Total auto-labeled points in Dout.
ν fraction of Dval that can be used for training post-hoc calibrator.
A indices of points that are auto-labeled.
Xu(A) subset of points in Xu with indices in A, i.e. the set of auto-labeled points.
ỹi label assigned to the ith point by the algorithm. It could be either yi or ŷi.
yi groundtruth label for the ith point.
ŷi predicted label for the ith point by classifier.
ϵa auto-labeling error tolerance.
E(g, t | h) population level auto-labeling error, see eq. (??).
P(g, t | h) population level auto-labeling coverage, see eq. (??).
Ê(g, t | h, D) estimated auto-labeling error, see eq. (??).
P̂(g, t | h, D) estimated auto-labeling coverage, see eq. (??).
Ẽ(g, t | h, D) surrogate estimated auto-labeling error, see eq. (3).
P̃(g, t | h, D) surrogate estimated auto-labeling coverage, see eq. (2).

Table 2: Glossary of variables and symbols used in this paper.

404
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Algorithm 1 Threshold-based Auto-Labeling (TBAL)

Input: Unlabeled data Xu, labeled validation data Dval, auto labeling error tolerance ϵa, Nt training
data query budget, seed data size ns, batch size for active query nb, calibration data fraction ν, set of
confidence thresholds T , coverage lower bound ρ0, label space Y.

Output: Auto-labeled dataset Dout

1: procedure TBAL(Xu, Dval, ϵa, Nt, ns, nb, ν, ρ0, T,Y)
2: ▷ /*** Initialization. ***/
3: D

(1)
query ← RANDOMQUERY(Xu, ns) ▷ Randomly select ns points and get manual labels

for them.
4: X

(1)
u ← Xu \ {x : (x, y) ∈ D

(1)
query} ▷Remove the manually labeled points from the

unlabeled pool.

5: D
(1)
val ← Dval;D

(0)
train ← ∅ ▷Validation data for the first round is full Dval.

6: Dout ← D
(1)
query;n

(1)
t ← ns; i← 1 ▷Include the manually labeled data in Step 2. in the

output data Dout.

7: ▷ /*** Run the auto-labeling loop ***/
8: ▷ /* Until no more unlabeled points are left or the budget for manually labeled training data

is exhausted. */
9: while X

(i)
u ̸= ∅ and n

(i)
t ≤ Nt do

10: D
(i)
train ← D

(i−1)
train ∪D

(i)
query ▷Include the manually labeled points in the training data.

11: ĥi ← TRAINMODEL(H, D
(i)
train) ▷Train a classification model.

12: D
(i)
cal, D

(i)
th ← RANDOMSPLIT(D

(i)
val, ν) ▷Randomly split the current validation data

into two parts.

13: ▷ /*** Colander block, to learn the new confidence function ĝi***/

14: ĝi, t̂
′
i ← argming∈G,t∈Tk −P̃(g, t | ĥi, D

(i)
cal) + λ Ẽ(g, t | ĥi, D

(i)
cal) ▷ Colander

procedure.

15: ▷ /*** Estimate auto-labeling thresholds using ĝi and D
(i)
th . See Algorithm 2. ***/

16: t̂i ← ESTTHRESHOLD(ĝi, ĥi, D
(i)
th , ϵa, ρ0, T,Y)

17: ▷ /*** Auto-label the points having scores above the thresholds. ***/

18: D̃
(i)
u ← {(x, ĥi(x)) : x ∈ X

(i)
u }

19: D
(i)
auto ← {(x, ŷ) ∈ D̃

(i)
u : ĝi(x)[ ŷ] ≥ t̂i[ ŷ] }

20: X
(i)
u ← X

(i)
u \ {x : (x, ŷ) ∈ D

(i)
auto} ▷Remove auto-labeled points from the unlabeled

pool.

21: D̃
(i)
val ← {(x, ĥi(x)) : (x, y) ∈ D

(i)
val}

22: D
(i+1)
val ← {(x, ŷ) ∈ D̃

(i)
val : ĝi(x)[ŷ] < t̂i[ŷ]} ▷Remove validation points in the

auto-labeling region.
23: ▷ /*** Get the next batch of manually labeled data using an active querying strategy. ***/

24: D
(i+1)
query ← ACTIVEQUERY(ĥi, X

(i)
u , nb)

25: X
(i+1)
u ← X

(i)
u \ {x : (x, y) ∈ D

(i+1)
query} ▷Remove manually labeled data from the

unlabeled pool.

26: Dout ← Dout ∪D
(i)
auto ∪D

(i+1)
query ▷Add the auto-labeled and manually labeled points in

the output data.

27: n
(i+1)
t ← n

(i)
t + nb

28: i ← i+ 1
29: end while
30: return Dout

31: end procedure
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Algorithm 2 Estimate Auto-Labeling Threshold

Input: Confidence function ĝi, classifier ĥi, Part of validation data D
(i)
th for threshold estimation,

auto labeling error tolerance ϵa, set of confidence thresholds T , coverage lower bound ρ0, label space
Y.
Output: Auto-labeling thresholds t̂i, where t̂i[y] is the threshold for class y.

1: procedure ESTTHRESHOLD(ĝi, ĥi, D
(i)
th , ϵa, ρ0, T,Y)

2: ▷ /*** Estimate thresholds for each class. ***/
3: for y ∈ Y do
4: D

(i,y)
th ← {(x′, y′) ∈ D

(i)
th : y′ = y} ▷Group points class-wise.

5: ▷ /*** Only evaluate thresholds with est. coverage at least ρ0. ***/
6: T ′

y ← {t ∈ T : P̂
(
ĝi, t | ĥi, D

(i,y)
th

)
≥ ρ0} ∪ {∞}

7: ▷ /*** Estimate auto-labeling error at each threshold. Pick the smallest threshold with the
sum of estimated error and C1 times the standard deviation is below ϵa. C1 is set to 0.25 here.
***/

8: t̂i[y] ← min{t ∈ T ′
y : Êa(ĝi, t|ĥi, D

(i,y)
th ) + C1σ̂(ĥi, t,D

(i,y)
th ) ≤ ϵa}

9: end for
10: return t̂i
11: end procedure

14



C Additional Experiments and Details405

Choice of G. Our framework is flexible with respect to the choice of function class G. In this work,406

we use neural networks with at least two layers on model class H. We use representations from the last407

two layers of as input for the functions in G. Let z(1)(x; h) ∈ Rk and z(2)(x;h) ∈ Rd2 be the outputs408

of the last and the second-last layer of the net h for input x and let z(x;h) := [z(1)(x; h), z(2)(x; h)]409

denote the concatenation. This input is passed to network Gnn2
: Rk+d2 7→ ∆k; it outputs confidence410

scores for the k classes. Specifically g is defined as g(x) := softmax
(
W2tanh(W1z(x; h))

)
. Here411

W1 ∈ R(k+d2)×2(k+d2) and R2(k+d2)×k are the learnable weight matrices. As usual, for v ∈ Rd,412

softmax(v)[i] := exp(v[i])/(
∑

j exp(v[j])) and tanh(v)[i] := (exp(2v[i])−1)/(exp(2v[i])+1).413

C.1 Experiments on Nt, Nv and ν414

Figure 5: Autolabeling error and coverage of different post-hoc methods on CIFAR-10 for various Nt

Figure 6: Autolabeling error and coverage of different post-hoc methods on CIFAR-10 for various
Nv

Figure 7: Autolabeling error and coverage of different post-hoc methods on CIFAR-10 for various ν

We need to understand the effect of training data query budget i.e. Nt, the total validation data Nv,415

and the data that can be used for calibrating the model i.e. the calibration data fraction ν on the416
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auto-labeling objective. As varying these hyperparameters on each train-time method is expensive,417

we experimented with only Squentropy as it was the best-performing method across settings for418

various datasets.419

When we vary the budget for training data Nt, we observe from Figure 5 that our method does not420

require a lot of data to train the base model, i.e. achieving low auto-labeling error and high coverage421

with a low budget. While other methods benefit from having more training data for auto-labeling422

objectives, it comes at the expense of reducing the available data for validation.423

From figure 6, we observe that, while the coverage of our method remains the same across different424

Nv , it reduces for other methods. The cause of this phenomenon can be attributed to the fact that we425

are borrowing the data from the training budget as it limits the performance of the base model, which426

in turn limits the auto-labeling objective.427

As we increase the percentage of data that can be used to calibrate the model, i.e., ν, we note428

from figure 7 that other methods improve the coverage, which can be understood from the fact that429

when more data is available for calibrating the model, the model becomes better in terms of the430

auto-labeling objective. But it’s interesting to note that even with a low calibration fraction, our431

method achieves superior coverage compared to other methods. It is also important to note that the432

auto-labeling error increases as we increase ν. This is because when ν increases, the number of data433

points used to estimate the threshold decreases, leading to a less granular and precise threshold.434

Feature Model Error Coverage
Pre-logits Two Layer 4.6 ± 0.3 82.8 ± 0.5
Logits Two Layer 3.2 ± 1.3 82.8 ± 0.3
Concat Two Layer 3.3 ± 0.8 82.9 ± 0.4

Table 3: Auto-labeling error and coverage for the 3 feature representations we could use for 20
Newsgroup. As we can see, the feature representation does not lead to a significant difference in
auto-labeling error and coverage.

Feature Model Error Coverage
Pre-logits Two Layer 2.1 ± 0.5 79.0 ± 0.2
Logits Two Layer 3.1 ± 0.4 76.5 ± 0.9
Concat Two Layer 2.3 ± 0.5 79.0 ± 0.3

Table 4: Auto-labeling error and coverage for the 3 feature representations we could use for CIFAR10
SimpleCNN. As we can see, the feature representation does not lead to a significant difference in
auto-labeling error and coverage.

C.2 Experiments on Colander input435

Figure 14: Our choice of g function.

Figure 14 illustrates that we could use logits (last layer’s436

representations), pre-logits (second last layer’s representa-437

tions), or the concatenation of these two as the input to g.438

To help us decide which one we should use, we conduct a439

hyperparameter search for input features on the CIFAR-10440

and 20 Newsgroup dataset using the Squentropy train-time441

method. Table 3 and 4 present the auto-labeling error and442

coverage of using the 3 types of feature representations.443

As we can see, all feature representation leads to a simi-444

lar auto-labeling error and coverage, and in some cases,445

it is better to include pre-logits as well. Therefore, we446

use concatenated representation (Concat), allowing more447

flexibility.448
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Figure 8: Auto-labeling error and coverage for different post-hoc methods on CIFAR-10 while we
vary Nt. Nu = 40, 000 is the size of the given unlabeled pool.

Figure 9: Auto-labeling error and coverage for different post-hoc methods on Tiny-ImageNet while
we vary Nt. Nu = 90, 000 is the size of the given unlabeled pool.

Figure 10: Auto-labeling error and coverage for different post-hoc methods on 20 Newsgroups while
we vary Nt. Nu = 9, 052 is the size of the given unlabeled pool.

C.3 Experiments on ϵa449

We run TBAL with five values of ϵa ∈ {0.01, 0.025, 0.05, 0.075, 0.1} and report the results in Table450

5. As expected the auto-labeling error is high with larger values of and smaller with small ϵa.451

C.4 Experiments on multiple rounds452

We further demonstrate that the performance gains are due to the use of Colander, even if methods453

use multiple rounds. To do so, we show the evolution of coverage and error over multiple rounds454

in Figure 15. The effects of using Colander are visible from the first round itself, and the following455

rounds improve performance further. We also run a single round (passive) variant of TBAL where456

we sample all the human-labeled points for training (Nt) randomly at once, train a classifier, do457

auto-labeling, and then stop. This setting avoids confounding due to multiple rounds. We observe458

that using Colander yields significantly higher coverage in comparison to the baselines (see Table 6).459
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Figure 11: Auto-labeling error and coverage for different post-hoc methods on CIFAR-10 while we
vary Nv . Nvmax

= 8, 000 is the maximum number of points available for validation.

Figure 12: Auto-labeling error and coverage for different post-hoc methods on Tiny-ImageNet while
we vary Nv . Nvmax

= 18, 000 is the maximum number of points available for validation.

Figure 13: Auto-labeling error and coverage for different post-hoc methods on 20 Newsgroups while
we vary Nv . Nvmax

= 1, 600 is the maximum number of points available for validation.

This reinforces the fact that the gains in the multi-round TBAL are directly due to Colander, while460

multiple rounds of data selection, training, and auto-labeling are superior to doing everything in a461

single round.462
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Post-hoc Method ϵa = 0.01 ϵa = 0.025 ϵa = 0.05 ϵa = 0.075 ϵa = 0.1

Err (↓) Cov (↑) Err (↓) Cov (↑) Err (↓) Cov (↑) Err (↓) Cov (↑) Err (↓) Cov (↑)

Softmax 5.86 ± 0.38 12.73 ± 1.61 5.86 ± 0.38 12.73 ± 1.61 4.78 ± 0.21 14.01 ± 2.08 6.80 ± 0.47 16.73 ± 1.19 9.03 ± 0.17 21.28 ± 0.82

TS 8.19 ± 0.88 19.44 ± 1.16 8.19 ± 0.88 19.44 ± 1.16 7.26 ± 0.29 23.15 ± 0.7 9.24 ± 0.78 22.49 ± 0.74 11.63 ± 0.51 25.79 ± 1.97

Dirichlet 8.22 ± 0.4 16.94 ± 1.2 8.22 ± 0.4 16.94 ± 1.2 7.6 ± 0.48 22.36 ± 1.18 9.68 ± 0.82 18.65 ± 0.97 11.26 ± 1.16 24.91 ± 2.09

SB 6.15 ± 0.52 11.74 ± 0.57 6.15 ± 0.52 11.74 ± 0.57 6.09 ± 0.35 18.58 ± 1.13 7.81 ± 0.65 17.37 ± 1.3 9.13 ± 1.08 20.52 ± 1.11

Top-HB 5.76 ± 0.42 9.89 ± 0.55 5.76 ± 0.42 9.89 ± 0.55 5.95 ± 0.7 15.58 ± 1.92 7.45 ± 0.8 13.84 ± 0.78 8.71 ± 1.37 17.9 ± 0.56

Ours 1.2 ± 0.18 78.33 ± 0.76 1.32 ± 0.21 78.75 ± 0.4 2.96 ± 0.2 78.48 ± 0.17 4.3 ± 0.23 78.94 ± 0.42 6.29 ± 0.5 78.97 ± 0.46

Table 5: ϵa variation. Dataset: CIFAR-10, Train-time method: Vanilla.

Figure 15: Clarification on multiple rounds. Per-
epoch metrics for all post-hoc methods for CI-
FAR10. ( left) Auto-labeling accuracy (right) Cov-
erage. Train time method is vanilla and model is
medium net.

Post-hoc method Err (↓) Coverage (↑)

Softmax 2.7 ± 0.54 11.06 ± 1.46

TS 3.04 ± 0.49 12.03 ± 1.98

Dirichlet 2.98 ± 0.32 11.22 ± 2.1

SB 2.72 ± 0.34 9.75 ± 1.33

Top-HB 1.83 ± 0.61 5.50 ± 1.08

Ours 2.02 ± 0.28 49.62 ± 0.69

Table 6: Results with single round
of auto-labeling. Dataset and
model: CIFAR-10 setting in the pa-
per.

463

C.5 Experiments on different architectures464

In TBAL it is not a priori clear what model the practitioner should use. The overall system is flexible465

enough to work with any chosen model class. Our focus is on evaluating the effect of various training466

time and post-hoc methods designed to improve the confidence functions for any given model. To467

answer the query, we ran experiments with Resnet18 and ViT models in the CIFAR-10 setting (see468

Table 7). As we expected there are variations in the results in the baselines due to model choices but469

our method maintains high performance irrespective of the classification model used. This is due to470

its ability to learn confidence scores tailored for TBAL.471

Post-hoc Method Err (↓) Coverage (↑)

Softmax 14.02 ± 1.83 2.03 ± 0.31

TS 19.32 ± 2.51 2.54 ± 0.33

Dirichlet 17.27 ± 3.26 2.87 ± 0.55

SB 9.22 ± 10.91 0.46 ± 0.51

Top-HB 0.00 ± 0.00 0.00 ± 0.00

Ours 2.62 ± 0.32 75.56 ± 0.15

Post-hoc Method Err (↓) Coverage (↑)

Softmax 4.48± 0.23 33.24± 1.14

TS 6.38± 0.47 39.14± 1.96

Dirichlet 6.30± 0.41 37.99± 1.47

SB 5.16± 0.23 35.32± 1.36

Top-HB 4.46± 0.40 29.66± 0.74

Ours 2.85 ± 0.25 78.56 ± 0.54

Table 7: Model variation. CIFAR-10 dataset with ViT (Left) and ResNet18 (Right), Train-time
method Vanilla.

C.6 Hyperparameters472

The hyperparameters and their values we swept over are listed in Table 8 and 9 for train-time and473

post-hoc methods, respectively.474

C.7 Train-time and post-hoc methods475

C.7.1 Train-time methods476

1. Vanilla: Neural networks are commonly trained by minimizing the cross entropy loss using477

stochastic gradient descent (SGD) with momentum [1, 3]. We refer to this as the Vanilla training478

method. We also include weight decay to mitigate the overconfidence issue associated with this479

method [10].480
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Method Hyperparameter Values

Common

optimizer SGD
learning rate 0.001, 0.01, 0.1
batch size 32, 256
max epoch 50, 100
weight decay 0.001, 0.01, 0.1
momentum 0.9

CRL rank target softmax
rank weight 0.7, 0.8, 0.9

FMFP optimizer SAM

Table 8: Hyperparameters swept over for train-time methods. Those listed next to Common are the
hyperparameters for the four train-time methods: Vanilla, CRL, FMFP, and Squentropy. Therefore,
we do not list those again for each method. Note that for FMFP, we used SAM optimizer instead of
SGD. For each method, we swept through all possible combinations of the possible values for each
hyperparameter. Underlined values are only used on TinyImageNet since it is a complicated dataset
containing 200 classes.

2. Squentropy [16]: This method adds the average square loss over the incorrect classes to the481

cross-entropy loss. This simple modification to the Vanilla method leads to the end model with482

better test accuracy and calibration.483

3. Correctness Ranking Loss (CRL) [30]: This method includes a term in the loss function of the484

vanilla training method so that the confidence scores of the model are aligned with the ordinal485

rankings criterion [15, 5]. The confidence functions satisfying this criterion produce high486

scores on points where the probability of correctness is high and low scores on points with low487

probabilities of being correct.488

4. FMFP [53] aims to align confidence scores with the ordinal rankings criterion. It uses Sharpness489

Aware Minimizer (SAM) [6] to train the model, with the expectation that the flat minima would490

benefit the ordinal rankings objective of the confidence function.491

C.7.2 Post-hoc methods492

1. Temperature scaling [10]: This is a variant of Platt scaling [10], a classic and one of the easiest493

parametric methods for post-hoc calibration. It rescales the logits by a learnable scalar parameter494

and has been shown to work well for neural networks.495

2. Top-Label Histogram-Binning [12]: Since TBAL assigns the top labels (predicted labels)496

to the selected unlabeled points, it is appealing to only calibrate the scores of the predicted497

label. Building upon a rich line of histogram-binning methods (non-parametric) for post-hoc498

calibration [52], this method focuses on calibrating the scores of predicted labels.499

3. Scaling-Binning [24]: This method combines parametric and non-parametric methods. It first500

applies temperature scaling and then bins the confidence function values to ensure calibration.501

4. Dirichlet Calibration [22]: This method models the distribution of predicted probability vectors502

separately on instances of each class and assumes the class conditional distributions are Dirichlet503

distributions with different parameters. It uses linear parameterization for the distributions,504

which allows easy implementation in neural networks as additional layers and softmax output.505

Note: For binning methods, uniform mass binning [52] has been a better choice over uniform width506

binning. Hence, we use uniform mass binning as well.507

C.8 Compute resources508

Our experiments were conducted on machines equipped with the NVIDIA RTX A6000 and NVIDIA509

GeForce RTX 4090 GPUs.510
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C.9 Detailed dataset and model511

1. The MNIST dataset [26] consists of 28× 28 grayscale images of hand-written digits across 10512

classes. It was used alongside the LeNet5 [27], a convolutional neural network, for auto-labeling.513

2. The CIFAR-10 dataset [20] contains 3× 32× 32 color images across 10 classes. We utilized514

its raw pixel matrix in conjunction with SimpleCNN [17], a convolutional neural network with515

approximately 5.8M parameters, for auto-labeling.516

3. Tiny-ImageNet [25] is a color image dataset that consists of 100K images across 200 classes.517

Instead of using the 3× 64× 64 raw pixel matrices as input, we utilized CLIP [38] to derive518

embeddings within the R512 vector space. We used a 3-layer perceptron (1,000-500-300) as the519

auto-labeling model.520

4. 20 Newsgroups [29, 35] is a natural language dataset comprising around 18,000 news posts521

across 20 topics. We used the FlagEmbedding [50] to map the textual data into R1024 embed-522

dings. We used a 3-layer perceptron (1,000-500-30) as the auto-labeling model.523

C.10 Detailed experiments protocol524

We predefined TBAL hyperparameters for each dataset-model pair and the hyperparameters we will525

sweep for each train-time and post-hoc method in Table 8 and Table 9 respectively. For a dataset-526

model pair, initially, we perform a hyperparameter search for the train-time method. Subsequently,527

we optimize the hyperparameters for post-hoc methods while keeping the train-time method fixed528

with the previously found optimum hyperparameter for that dataset-model pair.529

We fix the hyperparameters for the train-time method while searching hyperparameters for the post-530

hoc method to alleviate computational budget throttle. We effectively reduce the search space to the531

sum of the cardinalities of unique hyper-parameter combinations across the two methods instead of a532

larger multiplicative product. Furthermore, due to the independent nature of these hyper-parameter533

combinations, TBAL runs can be highly parallelized to expedite the search process.534

Since TBAL operates iteratively to acquire human labels for model training, selecting hyper-535

parameters at each round of TBAL could quickly become intractable and lose its practical significance.536

To better align with its practical usage, we only conducted a hyperparameter search for the initial537

TBAL round. The specific set of hyperparameters used for the search are reported in Table 9.538

After completing the hyperparameter search for train-time and post-hoc methods, the determined539

hyperparameter combinations are subjected to a full evaluation across all iterations of TBAL. At540

the end of each iteration, the auto-labeled points are evaluated against their ground truth labels to541

determine their auto-labeling error. These points are then added to the auto-labeled set, where their542

ratio to the total amount of unlabeled data determines the coverage. This iterative process continues543

until all unlabeled data are exhaustively labeled by either the oracle or through auto-labeling in the544

final iteration. The auto-labeling error and coverage at the final iteration of TBAL are then recorded.545

Since TBAL incorporates randomized components as detailed in Algorithm 1, we ran the algorithm 5546

times, each with a unique random seed while maintaining the same hyperparameter combination. We547

then recorded the results from the final iteration of these runs and calculated the mean and standard548

deviation of both auto-labeling error and coverage. These figures are reported in Table 1.549

A limitation of the grid search approach in hyper-parameter optimization becomes apparent when our550

predefined hyper-parameter choices result in sub-optimal coverage and auto-labeling errors. Using551

these sub-optimal hyper-parameters can adversely affect the multi-round iterative process in TBAL,552

prompting the need for repetitive searches to find more effective hyper-parameters. When encounter-553

ing such scenarios, TBAL users should explore additional hyper-parameter options until satisfactory554

performance is achieved in the initial round. However, we opted for a more straightforward approach555

to hyper-parameter selection, mindful of the computational demands of repeatedly optimizing mul-556

tiple hyper-parameters across different methods. In scenarios expressed conditionally, we retained557

the top-1 hyper-parameter combination for any given method if it achieved the highest coverage558

while adhering to the specified error margin (ϵa). If no hyper-parameter combinations yielded an559

auto-labeling error at most equal to the error margin (ϵa), we then chose the hyper-parameter combi-560

nation with the lowest auto-labeling error, regardless of its coverage. In the case of ties, we resolved561

them through random selection. This process results in obtaining singular values for each choice of562

hyper-parameter after completing each method’s hyper-parameter search.563
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D Broader Impact564

This paper contributes to the advancement of the practice of creating labeled datasets in machine565

learning. While our work has various possible societal implications, we do not identify any specific566

concerns that require special attention in this context.567

E Related Work568

Data Labeling. We briefly discuss prominent methods for labeling. Crowdsourcing [40, 43]569

uses a crowd of non-experts to complete a set of labeling tasks. Works in this domain focus on570

mitigating noise in the obtained information, modeling label errors, and designing effective labeling571

tasks [9, 18, 28, 46, 45, 47, 4]. Weak supervision (WS), in contrast, emphasizes labeling through572

multiple inexpensive but noisy sources, not necessarily human [39, 7, 42, 48]. Works such as [39, 7]573

concentrate on binary or multi-class labeling, while [42, 48] extend WS to structured prediction tasks.574

Auto-labeling occupies an intermediate position between weak supervision and crowdsourcing in575

terms of human dependency. It aims to minimize costs to obtain human labels while generating576

high-quality labeled data using a specific model. [37] use a TBAL-like algorithm and explore the cost577

of training for auto-labeling with large-scale model classes. Recent work [49] theoretically analyzes578

the sample complexity of validation data required to guarantee the quality of auto-labeled data.579

Overconfidence and calibration. The issue of overconfidence [44, 33, 14, 2] is detrimental in580

several applications, including ours. Many solutions have emerged to mitigate the overconfidence581

and miscalibration problem. Gawlikowski et al. [8] provide a comprehensive survey on uncertainty582

quantification and calibration techniques for neural networks. Guo et al. [10] evaluated a variety of583

solutions ranging from the choice of network architecture, model capacity, weight decay regularization584

[21], histogram-binning and isotonic regression [51, 52] and temperature scaling [36, 34] which585

they found to be the most promising solution. The solutions fall into two broad categories: train-time586

and post-hoc. Train-time solutions modify the loss function, include additional regularization terms,587

or use different training procedures [23, 32, 31, 16]. On the other hand, post-hoc methods such as588

top-label histogram-binning [11], scaling binning [24], Dirichlet calibration [22] calibrate the scores589

directly or learn a model that corrects miscalibrated confidence scores.590

Beyond calibration. While calibration aims to match the confidence scores with a probability591

of correctness, it is not the precise solution to the overconfidence problem in many applications,592

including our setting. The desirable criteria for scores for TBAL are closely related to the ordinal593

ranking criterion [15]. To get such scores, Corbière et al. [5] add a module in the net for failure594

prediction, Zhu et al. [53] switch to sharpness aware minimization [6] to learn the model; CRL [30]595

regularizes the loss.596

F NeurIPS Paper Checklist597

1. Claims598

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s599

contributions and scope?600

Answer: [Yes]601

Justification: Our claims are backed by our novel technique in Section C and thorough empirical602

evaluation in Section 4.603

Guidelines:604

• The answer NA means that the abstract and introduction do not include the claims made in605

the paper.606

• The abstract and/or introduction should clearly state the claims made, including the contri-607

butions made in the paper and important assumptions and limitations. A No or NA answer608

to this question will not be perceived well by the reviewers.609

• The claims made should match theoretical and experimental results, and reflect how much610

the results can be expected to generalize to other settings.611

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are612

not attained by the paper.613
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2. Limitations614

Question: Does the paper discuss the limitations of the work performed by the authors?615

Answer: [Yes]616

Justification: We discuss them briefly.617

Guidelines:618

• The answer NA means that the paper has no limitation while the answer No means that the619

paper has limitations, but those are not discussed in the paper.620

• The authors are encouraged to create a separate "Limitations" section in their paper.621

• The paper should point out any strong assumptions and how robust the results are to622

violations of these assumptions (e.g., independence assumptions, noiseless settings, model623

well-specification, asymptotic approximations only holding locally). The authors should624

reflect on how these assumptions might be violated in practice and what the implications625

would be.626

• The authors should reflect on the scope of the claims made, e.g., if the approach was only627

tested on a few datasets or with a few runs. In general, empirical results often depend on628

implicit assumptions, which should be articulated.629

• The authors should reflect on the factors that influence the performance of the approach.630

For example, a facial recognition algorithm may perform poorly when image resolution631

is low or images are taken in low lighting. Or a speech-to-text system might not be used632

reliably to provide closed captions for online lectures because it fails to handle technical633

jargon.634

• The authors should discuss the computational efficiency of the proposed algorithms and635

how they scale with dataset size.636

• If applicable, the authors should discuss possible limitations of their approach to address637

problems of privacy and fairness.638

• While the authors might fear that complete honesty about limitations might be used by639

reviewers as grounds for rejection, a worse outcome might be that reviewers discover640

limitations that aren’t acknowledged in the paper. The authors should use their best641

judgment and recognize that individual actions in favor of transparency play an important642

role in developing norms that preserve the integrity of the community. Reviewers will be643

specifically instructed to not penalize honesty concerning limitations.644

3. Theory Assumptions and Proofs645

Question: For each theoretical result, does the paper provide the full set of assumptions and a646

complete (and correct) proof?647

Answer: [NA]648

Justification: It is an empirical paper, it does not have theoretical results.649

Guidelines:650

• The answer NA means that the paper does not include theoretical results.651

• All the theorems, formulas, and proofs in the paper should be numbered and cross-652

referenced.653

• All assumptions should be clearly stated or referenced in the statement of any theorems.654

• The proofs can either appear in the main paper or the supplemental material, but if they655

appear in the supplemental material, the authors are encouraged to provide a short proof656

sketch to provide intuition.657

• Inversely, any informal proof provided in the core of the paper should be complemented by658

formal proofs provided in appendix or supplemental material.659

• Theorems and Lemmas that the proof relies upon should be properly referenced.660

4. Experimental Result Reproducibility661

Question: Does the paper fully disclose all the information needed to reproduce the main662

experimental results of the paper to the extent that it affects the main claims and/or conclusions663

of the paper (regardless of whether the code and data are provided or not)?664

Answer: [Yes]665
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Justification: All the necessary details are provided in Section 4 and in the Appendix C. We have666

also uploaded the code along with the submission.667

Guidelines:668

• The answer NA means that the paper does not include experiments.669

• If the paper includes experiments, a No answer to this question will not be perceived well670

by the reviewers: Making the paper reproducible is important, regardless of whether the671

code and data are provided or not.672

• If the contribution is a dataset and/or model, the authors should describe the steps taken to673

make their results reproducible or verifiable.674

• Depending on the contribution, reproducibility can be accomplished in various ways. For675

example, if the contribution is a novel architecture, describing the architecture fully might676

suffice, or if the contribution is a specific model and empirical evaluation, it may be677

necessary to either make it possible for others to replicate the model with the same dataset,678

or provide access to the model. In general. releasing code and data is often one good way679

to accomplish this, but reproducibility can also be provided via detailed instructions for680

how to replicate the results, access to a hosted model (e.g., in the case of a large language681

model), releasing of a model checkpoint, or other means that are appropriate to the research682

performed.683

• While NeurIPS does not require releasing code, the conference does require all submissions684

to provide some reasonable avenue for reproducibility, which may depend on the nature of685

the contribution. For example686

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to687

reproduce that algorithm.688

(b) If the contribution is primarily a new model architecture, the paper should describe689

the architecture clearly and fully.690

(c) If the contribution is a new model (e.g., a large language model), then there should691

either be a way to access this model for reproducing the results or a way to reproduce692

the model (e.g., with an open-source dataset or instructions for how to construct the693

dataset).694

(d) We recognize that reproducibility may be tricky in some cases, in which case authors695

are welcome to describe the particular way they provide for reproducibility. In the696

case of closed-source models, it may be that access to the model is limited in some697

way (e.g., to registered users), but it should be possible for other researchers to have698

some path to reproducing or verifying the results.699

5. Open access to data and code700

Question: Does the paper provide open access to the data and code, with sufficient instructions701

to faithfully reproduce the main experimental results, as described in supplemental material?702

Answer: [Yes]703

Justification: We use publicly available datasets and uploaded the code as supplementary704

material.705

Guidelines:706

• The answer NA means that paper does not include experiments requiring code.707

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/708

guides/CodeSubmissionPolicy) for more details.709

• While we encourage the release of code and data, we understand that this might not be710

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not711

including code, unless this is central to the contribution (e.g., for a new open-source712

benchmark).713

• The instructions should contain the exact command and environment needed to run to714

reproduce the results. See the NeurIPS code and data submission guidelines (https:715

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.716

• The authors should provide instructions on data access and preparation, including how to717

access the raw data, preprocessed data, intermediate data, and generated data, etc.718
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• The authors should provide scripts to reproduce all experimental results for the new719

proposed method and baselines. If only a subset of experiments are reproducible, they720

should state which ones are omitted from the script and why.721

• At submission time, to preserve anonymity, the authors should release anonymized versions722

(if applicable).723

• Providing as much information as possible in supplemental material (appended to the paper)724

is recommended, but including URLs to data and code is permitted.725

6. Experimental Setting/Details726

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparame-727

ters, how they were chosen, type of optimizer, etc.) necessary to understand the results?728

Answer: [Yes]729

Justification: These details are provided in the Section 4 and Appendix C.730

Guidelines:731

• The answer NA means that the paper does not include experiments.732

• The experimental setting should be presented in the core of the paper to a level of detail733

that is necessary to appreciate the results and make sense of them.734

• The full details can be provided either with the code, in appendix, or as supplemental735

material.736

7. Experiment Statistical Significance737

Question: Does the paper report error bars suitably and correctly defined or other appropriate738

information about the statistical significance of the experiments?739

Answer: [Yes]740

Justification: We run each setting with multiple random seeds and report the mean, standard741

deviations of the evaluation metrics.742

Guidelines:743

• The answer NA means that the paper does not include experiments.744

• The authors should answer "Yes" if the results are accompanied by error bars, confidence745

intervals, or statistical significance tests, at least for the experiments that support the main746

claims of the paper.747

• The factors of variability that the error bars are capturing should be clearly stated (for748

example, train/test split, initialization, random drawing of some parameter, or overall run749

with given experimental conditions).750

• The method for calculating the error bars should be explained (closed form formula, call to751

a library function, bootstrap, etc.)752

• The assumptions made should be given (e.g., Normally distributed errors).753

• It should be clear whether the error bar is the standard deviation or the standard error of the754

mean.755

• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably756

report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality757

of errors is not verified.758

• For asymmetric distributions, the authors should be careful not to show in tables or figures759

symmetric error bars that would yield results that are out of range (e.g. negative error rates).760

• If error bars are reported in tables or plots, The authors should explain in the text how they761

were calculated and reference the corresponding figures or tables in the text.762

8. Experiments Compute Resources763

Question: For each experiment, does the paper provide sufficient information on the computer764

resources (type of compute workers, memory, time of execution) needed to reproduce the765

experiments?766

Answer: [Yes]767

Justification: Provided in the Appendix C.768
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• The answer NA means that the paper does not include experiments.770

• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or771

cloud provider, including relevant memory and storage.772

• The paper should provide the amount of compute required for each of the individual773

experimental runs as well as estimate the total compute.774

• The paper should disclose whether the full research project required more compute than775

the experiments reported in the paper (e.g., preliminary or failed experiments that didn’t776

make it into the paper).777

9. Code Of Ethics778
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Code of Ethics https://neurips.cc/public/EthicsGuidelines?780

Answer: [Yes]781
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Justification: The paper does not release such data or models that have high risk for misuse.822
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Method Hyperparameter Values
Temperature scaling optimizer Adam

learning rate 0.001, 0.01, 0.1
batch size 64
max epoch 500
weight decay 0.01, 0.1, 1

Top-label histogram binning points per bin 25, 50

Scaling-binning number of bins 15, 25
learning rate 0.001, 0.01, 0.1
batch size 64
max epoch 500
weight decay 0.01, 0.1, 1

Dirichlet calibration regularization parameter 0.001, 0.01, 0.1

Ours λ 10, 100
features key concat
class-wise independent
optimizer Adam
learning rate 0.01, 0.1
max epoch 500
weight decay 0.01, 0.1, 1
batch size 64
regularize false
α 0.01, 0.1, 1

Table 9: Hyperparamters swept over for post-hoc methods. For each method, we swept through all
possible combinations of the possible values for each hyperparameter.
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