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ABSTRACT

Machine unlearning has emerged as a critical requirement for neural networks
to selectively forget specific training data while preserving model performance
on remaining data. However, existing approximate unlearning techniques are
computationally expensive when applied repeatedly to remove multiple similar
data points. This work introduces a fast, novel approach that leverages Pearson’s
correlation-based similarity detection to efficiently and rapidly unlearn data points
that are similar to previously unlearned samples. Our fast unlearning method
exploits the key observation that once a data point has been unlearned through
approximate unlearning techniques, similar data points can be rapidly removed
using a lightweight similarity-based approach without requiring the full computa-
tional overhead of the original unlearning procedure. We establish certain theo-
retical properties and assurances of our similarity-based unlearning approach. We
demonstrate that by measuring Pearson’s correlation between target data points
and previously unlearned samples, we can identify candidates for efficient re-
moval and apply an unlearning process. This approach significantly reduces
computational costs for removing multiple related data points while maintaining
comparable forgetting effectiveness. Our evaluation across seven diverse dataset-
architecture combinations demonstrates that the proposed method effectively un-
learns correlated data points while maintaining model utility, providing a highly
scalable solution for privacy-preserving machine learning systems. Experimental
results show that our proposed approach shows an improvement 10~2 in terms of
accuracy compared to state-of-the-art baselines.

1 INTRODUCTION

Machine unlearning represents a relatively new but increasingly vital area of artificial intelligence
research that addresses the deliberate removal of specific information from trained machine learning
models Bourtoule et al.| (2021)); Nguyen et al.| (2022); (Cao & Yang (2015). While conventional ma-
chine learning paradigms concentrate on knowledge acquisition and retention, machine unlearning
tackles the complex challenge of selectively eliminating certain data points or learned patterns with-
out compromising the model’s broader functionality. This has become increasingly important due
to privacy regulations such as GDPR’s |[European Parliament and Council of the European Union
(2016) right to be forgotten, security concerns, and the need to remove biased or erroneous in-
formation from models. Machine unlearning generally falls into two primary categories: exact
unlearning methods, which aim to completely eliminate the influence of targeted data, and approx-
imate unlearning techniques, which focus on minimizing the influence without complete removal.
These approximate methods typically rely on influence functions that require computing expen-
sive Hessian-inverse-vector products for each data point removal. The Hessian matrix captures the
second-order curvature of the loss function around optimal parameters, and its inverse is essential for
efficiently estimating parameter updates when removing specific training examples. However, re-
peatedly computing such Hessian operations becomes computationally expensive when unlearning
multiple related samples, creating a significant bottleneck for practical applications. Implementation
challenges include confirming successful unlearning, preserving model performance, and optimiz-
ing computational efficiency. With the growing adoption of Al across various sectors, the capacity to
deliberately eliminate specific information emerges as a fundamental component of the development
of ethical and adaptable systems.
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The proposed method offers several key advantages over existing approaches providing better com-
putational efficiency and faster speed. This is achieved by avoiding repeated approximate unlearn-
ing procedures for similar data points, which significantly reduces both computational overhead
and execution time. Our approach is faster than traditional methods while being practically useful
since it does not require strict assumptions about objective function convexity or Hessian properties,
making it work well with modern deep learning models. Despite these computational savings, our
method preserves comparable forgetting performance to traditional approximate unlearning tech-
niques, demonstrating that similarity-based detection can achieve effective privacy-preserving ma-
chine learning without the prohibitive costs associated with repeated full unlearning procedures.

Our primary contributions include the introduction of a computationally efficient, similarity-based
unlearning framework that leverages Pearson correlation to rapidly unlearn data points similar to
previously forgotten samples, thereby avoiding the need for expensive repeated Hessian computa-
tions. We further establish formal theoretical guarantees with error bounds, proving that our ap-
proximation scales polynomially with input dimension, and demonstrate that Pearson correlation
outperforms cosine similarity and projection-based methods, achieving a 43.2% win rate for ap-
proximating sequential unlearning effects. Our method yields a 10~2 improvement in accuracy over
state-of-the-art baselines while significantly reducing computational overhead for the removal of
correlated data, which is validated through extensive evaluation across seven diverse datasets Cali-
fornia Housing, Diabetes, MNIST, Fashion-MNIST, CIFAR-10, LFW and a synthetic GMM demon-
strating consistent performance improvements and practical applicability. In section 2] discusses ex-
isting unlearning methods and their limitations. Section [3| presents our Pearson correlation-based
methodology. Section [ provides theoretical guarantees with formal error bounds. Section [6]details
the algorithm design. Section[7]evaluates our approach on four datasets against baselines. Section
concludes with findings and future directions. Table @] provides a comprehensive summary of all the
mathematical notation and parameters used throughout this work.

1.1 PRELIMINARIES

We outline a certain notation employed throughout the remainder of this paper reported in Table []
with highlights on the inherent model unlearning.

Within the domain of machine learning model maintenance, two distinct but related paradigms
have emerged for targeted model adjustment, feature unlearning and data point unlearning. Fea-
ture unlearning constitutes a process designed to systematically eradicate the influence of a specific
attribute from a trained model, with the principal objective being the alteration of the model’s be-
haviour such that it performs as if the problematic feature had never been incorporated into its initial
training data. This technique is particularly critical when certain features are subsequently identified
as sensitive, introducing bias, or falling under legal restrictions. In a complementary fashion, data
point unlearning refers to the methodology of removing the contribution of an individual training
instance from a model, aiming to update the model parameters to ensure it no longer retains any in-
formation pertaining to that specific example, a procedure often motivated by privacy requirements
like the ‘right to be forgotten’ which necessitates an efficient alternative to complete model retrain-
ing from scratch.
Similarity Factor Definition: We define the similarity factor « as the Pearson correlation coeffi-
cient between data points x and 2’
ST (o1 1
oo (x —_a;) (2 = zf) 0
le— 2]z I — #|l2

where z, 2/ € R? are the feature vectors and Z, 2’ are their respective means. The scalar o € [—1,1]
measures linear correlation, with higher absolute values indicating stronger similarity. Our work fo-
cuses on data point unlearning and introduces a novel similarity-based framework that significantly
reduces computational overhead when unlearning multiple correlated samples.

2 RELATED WORK

Recent work in machine unlearning has examined a range of strategies to tackle the complex task
of effectively and reliably erasing the impact of particular training data from machine learning mod-
els |Gupta et al.| (2021); |Sekhari et al.| (2021). We highlight prior work on exact and approximate
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unlearning methods. Exact unlearning|Xu et al.|(2024) refers to the process of completely removing
the influence of a specific data point or a set of data points from a trained model as if they were never
seen. More formally, given a learning algorithm A(-), a dataset D, and a forget set Dy C D, we
say the process U () is an exact unlearning process if and only if A(D \ Dy) = U(D, Dy, A(D)).
Some instances of exact unlearning techniques are Retraining from Scratch Bourtoule et al.| (2021)
and SISA Training Bourtoule et al.|(2021). Retraining from scratch approach involves re-training the
model using the remaining data after removing the forget set. While it guarantees complete unlearn-
ing, it comes with a significant computational expense. Whereas, SISA training method divides the
data into isolated shards and slices, allowing separate training of models on each part. As a result, it
facilitates efficient approximate unlearning by focusing only on the affected slices during the retrain-
ing process. The approximate unlearning |Xu et al.| (2024); |Li et al.|(2024) aims to minimize the in-
fluence of unlearned data to an acceptable level while maintaining efficiency. Influence functions|Xu
et al.| (2024) estimate how much each training sample contributed to the model’s final parameters
by approximating the effect of removing that sample without actual retraining. This method uses
mathematical approximations based on the model’s loss function and Hessian matrix to identify and
reduce the influence of specific data points. Given a dataset D with regularized empirical loss func-
tion F(D;w) = >, p f(z;w) + 23*||w||3 and optimal parameters w* = arg min,, F'(D;w), the
influence function approximation computes updated parameters that remove the effect of data point
2 = (2',y) asw, = w* + H,'A, where A = \w* + Vf(2/;w*) is the gradient at the target
point, H,+ = V2F(D,;w*) is the Hessian over remaining data D,. = D \ {z'}, and \ is the regu-
larization parameter. Also, gradient reversal |[Zagardo| (2024) is a technique that attempts to undo the
learning process by applying the reverse of the original training gradients to the model parameters.
This method calculates the gradients that would decrease the model’s performance on the data to
be forgotten, then applies these reversed gradients to effectively remove the influence of specific
training samples. While exact and approximate unlearning methods are effective in approximating
the retrained model, each has practical limitations such as significant performance degradation, high
computational cost, limited compatibility with learning objectives, or restricted evaluation capability
on simple datasets. More importantly, given the aim to estimate the unknown (due to the complexity
of algorithms, objective functions, and data influence) retraining outcome, the provable unlearning
guarantees rely heavily on impractical assumptions such as convexity of the objective function and
Lipschitz condition on Hessian matrices.

3 OUR METHOD

Machine unlearning using influence functions typically requires expensive computation of Hessian-
inverse-vector products for each data point removal. Consider a scenario where we first perform
an approximate unlearning of a data point (z’) using influence functions. Subsequently, we need to
unlearn another data point (z) that is similar to (2”). Instead of performing the computationally ex-
pensive approx- imate unlearning procedure again for (z), we propose a similarity-based unlearning
approach that takes advantage of the previously computed influence directions. Our key insight is
that for similar data points, the influence directions are proportionally related. Therefore, we can
approximate the unlearning update for (x) by scaling the previously computed influence direction
for (2’) using a similarity factor. To ensure numerical stability, we incorporate Hessian damping into
our derivation, which prevents the denominator from approaching zero and ensures robust computa-
tion in practical scenarios. Let the original trained model parameters be denoted by w*. To address
numerical instability issues that can arise when the Hessian matrix is ill-conditioned or singular, we
introduce Hessian damping by regularizing the Hessian matrix:

Hy=Hy,+ Al

where A > 0 is a small damping parameter and I is the identity matrix. This regularization ensures
that H is positive definite and well-conditioned, preventing numerical instabilities during matrix
inversion. The unlearning update for data point z’ using the damped Hessian becomes:

w, = w* + H'A=w* + (Hy + M)A, where A = \w* + Vf(z/;w*)
Now, suppose that we wish to unlearn another data point x, which is similar to z’. Its gradient
influence can be approximated as

Vf(z,w*) ~aV [z, w*)
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where « is a similarity factor. To unlearn x after 2’ has already been unlearned, the correct influence-
based update should start from the new parameter state w,:

Wy = Wy + H;ij(x,wz) (1)

This expression is computationally expensive as it requires calculating a new Hessian-inverse-vector
product based on H,,,. To make this tractable, we introduce two approximations. First, we approx-
imate the gradient at the new parameters, V f(x,w,) using a first-order Taylor expansion around
w*,

Vf('rvwz) ~ Vf(x,w*) + Hw* (wz - U}*) (2)

To derive the approximation for the updated inverse Hessian, we must approximate H, 1. Here,
H,,, represents the Hessian of the new loss function (computed on the dataset without = ) evaluated
at the new optimal parameters w,. Our approximation begins by assuming that removing a single
data point results in only a minor change to the model’s parameters. This allows us to approximate
the Hessian of the new loss function at w, by evaluating it at w*:

H,. ~ Hy- — V2 f(2,w*) 2)

To make this form compatible with efficient update rules, we employ the Gauss-Newton approxima-
tion |[Nocedal & Wright (2006), which replaces the per-sample Hessian with the outer product of its
gradient, i.e., V2f (2, w*) = Vf(2/,w*)Vf(',w*)T. This simplifies our approximation for H,,,
to a rank-1 modification:

sz ~ Hw* o Vf(ZI,’UJ*)Vf(ZI,U)*)T (3)

Incorporating damping into the updated Hessian: To maintain numerical stability throughout the
sequential unlearning process, we apply damping to the updated Hessian as well:

H) = Hy +M = (Hy- + M) =V (2, w) VI w) = H\ =V w)VFE w)T @)

This expression is now in the form (A—uv”) where A = H,, which allows us to apply the Sherman-
Morrison formula [Bartlett (1951)) to find its inverse directly. By setting u = v = V f(2/, w*), we

derive the approximation for (H. fu);))’l

HI'VF( w)V (e, w)TH !

1=V, w)TH 'V (2, w*)
(%)

(HO) ™ & (Hy — VI, w")VEE w)T) T = B +

Wy

We simplify this expression by substituting the definitions for the damped influence direction, 627\) =

w, —w* = H, 'V f(2',w"), and the damped self- 1nﬂuence score, 5( ) = = Vf(Z, w*)T(S(/\) The

numerator of the fraction in Eq. (5 I) becomes 4, ) (6 ) and the denominator becomes 1 — s(i\).

This yields the final, simplified approximation used in our main derivation:

Fi) ( 5(>\))T
M\—1 _ -1 2! 2!
(sz ) - H)\ + 1 _ 5(3\) (6)
This formula allows us to efficiently approximate the new inverse Hessian without expensive re-
computation while maintaining numerical stability. Now, substituting approximations (2) and (5)

into the fundamental update rule (1), we obtain:

5(?\) 6(;\) T
Wy — w, = (H;l + (73 (Vf(:mw*) + Hw*ag,”) 7
1- si,)
Expanding this matrix-vector product yields four distinct terms:
5(?\) 5(?\) T 6(3\) 6()\) T
w, —w, = Hy 'V f(z,w*) + H;lHu,*éif\) + %Vf(x, w*) + (7()\31{711*59)
1—-s) 1-—
Term A Term B z
Term C Term D

®)
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We now simplify each term using the key relationships V f(z,w*) ~ oV f(z/,w*) provided
Hi'H, = Hy'(Hy — M) = I — AH, '. The formulation proceeds by analyzing four dis-
tinct terms in line with the Sherman-Morrison formula. For Term A, the similarity assumption is
applied yielding
H'WVf(z,w*) = Hy ' (aV (', w*)) :aég‘) 9)
Term B is addressed using the matrix identity H 'Hye =T —\H N ! resulting in
Hy ' Hye 60 = (T = AH; Y)W = 600 — AH 16 (10)
Under the condition of a small damping parameter A (typically A < oppin(Hyp+ ) Where o, denotes

the smallest eigenvalue), the second term \H 169) becomes negligible, leading to the approxima-
tion.

Hi'Hy- 60~ 6 (11)

For Term C, the scalar coefficient (5\))TV f (2, w*) = a((6S)TV (2, w*)) = as) simplifies
to

3 ()T o s
WVJC(:EJU )= 1—5(3‘)52/ (12)

Finally, Term D’s scalar coefficient is given by (59))T(H“,*59)) = (527\))T(H>\ - )\I)(ng\) =
59) - AH&S) ||2. For small ), this approximates to 89) yielding
5O (5O T o
2 (0 A) Hyp 6O e 525 (13)
1—s9) 1

z! z

Combining these simplified terms, w, — w, approximates to

() (N (M)

)
SOPNY (VNI CVIC Y OV By (CS asy 50| s
~ad,,” + 0, +1_S<¢>6z, +1_S(%)6z, = |(a+1)+ Y 5
A A A\
Nias s s o0 [t D=5+ D58 o
o a+1 )
TR (14)

Therefore, the efficient and numerically stable update rule for unlearning a data point x similar to a
previously unlearned point 2’ is

a+1

ﬁ(wz —w") (15)
— 50

Wy = Wy +

To ensure the numerical stability of our proposed update rule, it is essential to prevent the denomi-
nator 1 — 39) from becoming zero. The damped self-influence score is defined as

59) =V, w) H 'V, w"),
where H) = H,~ + Al is the damped Hessian. The condition for si?\)
Vi, w)TH V(2 w?) = 1.

to equal 1 is

The non-vanishing nature of the denominator is guaranteed by choosing a sufficiently large damping
term \. Using the Rayleigh—Ritz theorem, a simple upper bound is given by
/ *) (|2
O < VS w)|*
Amin (H)\)
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Since the minimum eigenvalue of the damped Hessian satisfies Ayin(Hx) > A, we obtain the bound

2
B

Therefore, a sufficient condition to avoid si’,\) >1is

lgll®
A

which requires the gradient norm to be strictly controlled:

lgll < Vx.

For a well-trained model where the gradient norm at the optimum is expected to be small, and with a
common regularization parameter such as A = 0.01, this condition (||g|| < 0.1) is generally satisfied,

<1,

ensuring 59) = 1 and securing the stability of our method. . This result provides a computationally

efficient approximation that leverages the pre-computed quantities w,, w*, and s(z’,\) from the initial
unlearning of z’, avoiding the need for expensive Hessian-inverse-vector products when unlearning
similar data points while maintaining numerical stability through Hessian damping.

4 THEORETICAL GUARANTEES

We now present our main theoretical results that provide guarantees for our similarity-based un-
learning approach.The proofs for these results are provided in Appendix

Theorem 4.1 (Parameter Update Error Bound). Let w* be the optimal parameter of the model, w,
be the parameters after the approximate unlearning of data point z' using the damped Hessian,
w, be the parameters after the standard approximate unlearning of data point x, and w; be the
parameters after our similarity-based unlearning of data point x. The parameter update error is
bounded by:

a—+1

Vi, w) = —45
1- 59)

Vi w") (16)

Jioa =] < s

N

Vo= VI w)THL IV (2 w*) s the

where « is the Pearson correlation coefficient and s
damped self-influence score.

Proof sketch. The error bound follows from the triangle inequality applied to the difference be-
tween standard unlearning (w, = w, + H, ly f(z,w*)) and similarity-based unlearning (w!, =~
w, + 2 7'V (2, w*)). The bound is obtained by factoring out the damped Hessian inverse

1—5(7)
and applying the submultiplicative property of matrix norms. The complete proof is provided in
Appendix [B] O

Lemma 4.2 (Gradient Approximation for Quadratic Loss). For the quadratic loss function
(2, w) = 3(y —w'2")? define the scaling factor C = 1O‘+(1A) and the residuals:
50

*T *T _/
Te =Yg —W X, T, =Y, —W 2.

Then the gradient difference satisfies:
IVf(z,w*) = OV, w) [ < (IC] - [ra] + Bl - [ra]) - 12"l + 2] - el (17)

assuming a linear relationship x = 32’ + ¢, where B € R is a scalar and ¢ € R is the offset vector.

Proof sketch. We compute the gradients for quadratic loss: V f(2',w*) = —r,2 and V f (z, w*) =

—rzx, where r,,r, are the residuals. Using the linear relationship x = [z’ + ¢ (justified
by high Pearson correlation), we substitute and apply the triangle inequality twice to bound
|Cr.2" — (82" + ¢)||. The complete proof is provided in Appendix [B] O
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Assumption 4.3 (Standardized Data). We assume that the input data is standardized such that
x;, 20 ~ N(0,1), target y ~ N(0,1), d is the number of features and ||w*|| has bounded norm.

Then, |x;|, |2, |y| < k, where k = 4, and ||z, ||2'|| = Vd

Lemma 4.4 (Residual and Coefficient Bounds). Under Assumption{d.3] the following hold for vec-
tors x,2' € RY, responses y.,y., and mean vectors T, 2!, which are |r|,|r.| < k + ||w*||V/d,
lell < k(1 +18)), 18] < YEEE, for /d > k, and |a] < 1.

Proof sketch. The bounds follow directly from Assumption[d.3]and triangle inequality applications:
(1) residual bounds use || < |y, |+||w*| - |lz|], (2) offset bound follows from ||c|| < ||Z||+]|8]- |2,
(3) scaling coefficient bound uses triangle and reverse triangle inequalities on centered vectors, and
(4) correlation coefficient bound is standard. The complete proof is provided in Appendix B} O

5 MAIN RESULT: FINAL ERROR BOUND

Theorem 5.1 (Final Parameter Update Error Bound). Under Assumption [{.3] (with k = 4), the
parameter update error satisfies:

wa — || < ||H (4+ ||w*||\/&) (|C|\/E+ 1B(Vd + 4) +4) (18)
SNESH(ACT+ Vllw*ld+ 4(C1 + 1)VA)  for large d, (19)
where C = —2+L.
1-s

Proof sketch. The proof begins by substituting the bound on the gradient approximation error from
the preceding lemmas into our main error bound. We then insert the data-dependent bounds for
residuals and coefficients and perform algebraic simplification to arrive at the final asymptotic rate.
The complete proof is provided in Appendix B} O

Remark 5.2 (Practical Implications). Theorem|5.|provides a theoretical guarantee for our damped,
similarity-based unlearning method. The error bound scales polynomially with the input dimension
d, dominated by an O(d) term. Crucially, the bound’s stability is ensured by the condition number
of the damped Hessian, | H Y|, and the factor C, which is well-behaved due to the non-vanishing

denominator 1 — 59) This highlights that our method is not only computationally efficient but also
theoretically grounded and robust in high-dimensional settings.

6 ALGORITHM DESIGN

Algorithm [T]implements our enhanced similarity-based unlearning framework with Hessian damp-
ing through three main phases. The algorithm begins by computing the damped Hessian approxi-
mation Hy = H,,- + AI, which ensures numerical stability by regularizing the second-order infor-
mation of the loss function at the optimal parameters, and selects pairs of data points (2, x) from
the dataset to simulate the sequential unlearning scenario.

For each selected pair, the algorithm simulates approximate unlearning by first removing the data
point 2’ using the damped influence function update

w, = w* + Hy 'V (2, w"),
which produces the damped influence direction
59) =w, —w*.
The algorithm then computes the damped self-influence score
59) =V, w)TH 'V w),

which measures the curvature-adjusted impact of the data point removal.
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Instead of performing the computationally expensive second unlearning step for a similar data point
x, our proposed similarity-based approximation computes the similarity factor o between data points
2 and z’, then estimates the final unlearned parameters using the theoretically derived update rule
a+1
w;c:wz—ﬁ—ﬁ(wz—w*).

1—s

z
This leverages our key insight that for similar data points, the influence directions are proportionally

N

related, while the damping ensures 1 — 3;‘ > 0 for numerical stability.

The algorithm evaluates both approaches by computing their performance on the dataset and record-

ing the norm difference ||w, — w; || to quantify the quality of the approximation.The key advantage
is replacing the second expensive Hessian inverse-vector product with a robust scaling factor that

incorporates both data similarity (o) and the self-influence (si’,\)) of the first unlearned point.

Algorithm 1 Pearson Correlation-Based Approximate Unlearning

Input: Trained model fy-, dataset D = {(z;,y;)},, regularization parameter A, learning rate 7
Output: Updated model after unlearning similar data points
1: Compute damped Hessian: Hy = H» + A\l
2: Select a subset of data point pairs {(z’,2)} C D where = and 2’ are similar
3: for each pair (2/, ) do
Extract gradients: V f (2, w*) and V f(z, w*)
Compute unlearned weight: w, = w* + Hy ' (A\w* + V (2, w*))
Compute damped self-influence score: 59) =V, w)(w, —w*)
Compute updated weight: w, = w, + Hy ' (Mw, + V f(z,w*))
Compute Pearson correlation o = Pearson(z, z”)

Compute scaling factor: C' = 1‘7‘1(1&

z

R A

10:  Estimate similarity-based unlearning: w,’ = w, + C - §2’ *)

11:  Evaluate accuracy of both w, and w; on D
12:  Record norm difference ||w, — w,||
13: end for

7 EXPERIMENTS

Datasets: We evaluate our proposed approach through a comparative analysis against baseline meth-
ods across seven distinct datasets. The evaluation utilizes the California Housing dataset Pace, R.
Kelley and Barry, Ronald (1997) comprising 20,640 records with 8 features from the 1990 census
to predict median house values. The Diabetes dataset [Pedregosa et al. (201 1al), a scikit-learn regres-
sion dataset with 442 samples and 10 features targeting disease progression one year post-baseline.
The MNIST dataset [LeCun et al.| (1998)), a standard benchmark for handwritten digit recognition
containing 70,000 grayscale 28x28 pixel images. The Fashion-MNIST dataset, containing 70,000
grayscale 28x28 pixel images of fashion items across 10 categories, evaluated with CNN architec-
ture. The CIFAR-10 dataset, a color image classification dataset containing 60,000 32x32 pixel
images across 10 classes, evaluated with ResNet-18 architecture. And, the LFW (Labeled Faces
in the Wild) dataset, a face recognition dataset containing images of public figures, evaluated with
ResNet-18 architecture. And, a custom synthetic dataset of 5,000 samples generated via a Gaus-
sian mixture model with two distinct means to facilitate performance assessment under controlled
conditions with a known ground truth.

All features are standardized using the Standard Scaler |Pedregosa et al.| (2011b) to have zero mean
and unit variance. The data split are as follows, California Housing and Diabetes datasets were
divided into 80% training and 20% testing sets with a fixed random seed of 42. For the synthetic
dataset, all 5,000 samples were used for training and evaluated on the same set, and unlearning
experiments are conducted by selecting 100 random pairs of data points. MNIST and Fashion-
MNIST followed the standard split of 60,000 training and 10,000 test samples. For unlearning
experiments on MNIST, 75% of the samples corresponding to the digit ‘3’ were selected as the
unlearning subset. CIFAR-10 used 50,000 training and 10,000 test samples.
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Similarity Measure Evaluation: To validate our choice of Pearson correlation, we empirically
evaluated three similarity measures for approximating sequential unlearning effects. Our experimen-
tal setup involved training a linear regression model on the Diabetes dataset with L2 regularization
(A = 0.01) and testing sequential unlearning approximations on 4,950 pairs of randomly subsam-
pled training points. A detailed analysis of this comparison, including the experimental setup and
full results, is provided in Appendix [B.1]

Evaluation Metrics: We utilize average accuracy with standard deviation (Avg. (Std.) Acc.) model
performance on the retained dataset after unlearning, measuring utility preservation. Also, we em-
ploy Acc. Unlearn which quantifies the effectiveness of the forgetting process and is defined as

= walls

" max, |wl, — wgl|2’

where w/, denotes our similarity-based parameters and w, denotes the standard sequential unlearn-
ing parameters. This demonstrates that our method inherits the privacy guarantees of standard ap-
proximate unlearning while achieving a substantially reduced computational cost. We also utilised
metrics such tug-of-war (ToW) and membership inference attack (MIA) as defined in |Zhao et al.
(2024).

Model Architecture: For the regression tasks (California Housing and Diabetes datasets), we used a
simple linear regression model implemented as nn.Linear (input._dim, 1), whichis a single-
layer architecture mapping features directly to the target. For the classification tasks, three architec-
tures were employed. For the synthetic dataset, we used a three-layer fully connected neural network
with ReLU activations, consisting of an input layer (10 features to 64 units), a hidden layer (64 to
32 units), and an output layer (32 to 2 classes). For the MNIST and FMNIST dataset, we used a
convolutional neural network with two convolutional layers followed by two fully connected layers.
The architecture consists of: (1) a convolutional layer with 10 filters of size 5 x 5, (2) a second
convolutional layer with 20 filters of size 5 x 5 and dropout, both followed by ReL.U activation and
2 x 2 max pooling, (3) a fully connected layer mapping the flattened 320 features to 50 units, and
(4) an output layer mapping 50 units to 10 classes. For the CIFAR-10 & LFW, we used ResNet-18
He et al.|(2016)

Training Configuration: The models were trained with different hyperparameter settings for re-
gression and classification tasks. For classification tasks, we used the Adam optimizer and trained
for 100 epochs with learning rate of 0.001 on the synthetic dataset and 50 epochs and learning rate
of 0.001 on MNIST, 30 epochs and learning rate of 0.07 for FMNIST, 30 epochs and leaning rate
of 0.001 on LFW, and 80 epochs and learning rate of 0.001 on CIFAR-10. For regression tasks, we
used stochastic gradient descent (SGD) with a learning rate of 0.01, a weight decay of 0.01, and
trained for 1000 epochs. The regularization parameter A was set to 0.01 for regression tasks and
0.001 for classification tasks.

Baseline: We compare the proposed method against established state-of-the-art baselines: MITR
Xu & Strohmer| (2025), RUM(A) [Zhao et al.| (2024), RUM(B) [Zhao & Triantafillou| (2024), and
Hessian-free Unlearning |Qiao et al.[(2025)).

Computational Complexity: The major efficiency gain of our method lies in transforming the
unlearning process from a series of expensive, repeated computations into a fast, closed-form oper-
ation. Standard approximate unlearning requires computing a new Hessian-inverse-vector product
(H~'v) for every data point requested for removal, making the process highly expensive. Our
Similarity-Based Unlearning, conversely, requires this computationally intense step only once for
the first unlearned data point (2'). For all subsequent, correlated unlearning requests, the method
achieves significant speedup by replacing the H~1v computation with simple O(d) vector and
scalar operations (scaling and addition). This strategy fundamentally shifts the complexity of se-
quential unlearning from a repetitive high-cost bottleneck to a minimal-cost operation.

7.1 RESULTS AND ANALYSIS

We present our experimental results across classification and regression tasks. Table |1| presents
comprehensive evaluation across five classification datasets. Our method consistently outperforms
baselines across all metrics. Table [2] demonstrates the effectiveness of our approach on regression
tasks. To directly validate our method against recent state-of-the-art approaches, we conducted
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comprehensive experiments using standard unlearning metrics (ToW and MIA) on ResNet-18 with
CIFAR-10. Table 3| presents this comparison. For conciseness, we denote Avg. (Std.) as ASD, Acc.
Remain as AR, and Acc. Unlearn as AU.

Table 1: Classification Performance Comparison of our method with baselines.

MITR Hessian Free Unlearning | Our Method
Dataset (Model) ASD AU ASD ASD AU
Synthetic GMM 733 933 - 99.71  95.67
MNIST (CNN) 53.8 78.7 91.50 98.71 81.41
MNIST (Logistic Regression) - - 87.50 97.66 73.11
Fashion-MNIST (CNN) - - 77.85 89.16 -
CIFAR-10 (ResNet-18) - - 79.62 81.13 -
LFW (ResNet-18) - - 71.92 79.70 -

Table 3: Comparison with SOTA Unlearning
Table 2: Regression Performance. Methods on CIFAR-10 (ResNet-18).

Dataset AU Method ToW MIA
California Housing  91.48 RUM(A) 0.715 0.489
Diabetes 91.44 RUM(B) 0.920 0.590

Our Method  0.950  0.660

8 CONCLUSION

Our work introduces a novel similarity detection approach based on Pearson correlation to enable
efficient machine unlearning, thereby addressing the computational challenges associated with re-
peatedly removing multiple similar data points from trained neural networks. The proposed method
overcomes key limitations in existing approximate unlearning techniques by leveraging correlation-
based similarity to circumvent redundant computational overhead during the unlearning of related
data points. Through comprehensive experiments on seven datasets, California Housing, Diabetes,
MNIST, and a synthetic GMM, Fashion-MNIST, CIFAR-10, LFW we demonstrate that our approach
achieves significant improvements over state-of-the-art methods. The results show that our approach
attains comparable forgetting effectiveness while substantially reducing computational costs, con-
firms that Pearson correlation effectively identifies candidates for lightweight unlearning, and reveals
an accuracy improvement on the order of 10~ 2 compared to baseline approaches. We intend to ex-
tend this framework to incorporate other similarity metrics, develop adaptive threshold mechanisms
for dynamically selecting between similarity-based and full unlearning, and evaluate the approach on
larger-scale deep learning models and more diverse datasets. We also intend to explore applications
in federated learning environments, where efficient unlearning is paramount. This work impacts
privacy-preserving machine learning by providing a computationally efficient solution for removing
correlated data points, offering a method that integrates easily into existing frameworks and holds
significant potential for real-world deployment in systems requiring compliance with regulations
such as the GDPR'’s right to be forgotten.
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A APPENDIX

Table 4: Summary of notation

Symbol Description Symbol Description
D Training dataset {(x;,¥i)}ie1  m Number of training samples
d Number of features/input di- =, 2’ Data points in R?
mension
Y Target/label values w* Optimal model parameters
wy Parameters after unlearning 2’ Wy Parameters after approximate
unlearning of x
w; Parameters after similarity-  f(z,w) Loss function for data point 2
based unlearning
F(D,w) Total loss over dataset D Vf(z,w) Gradient of loss w.r.t. parame-
ters w
H = Hessian matrix at w™ Hy Damped Hessian: H,» + Al
H! Inverse of Hessian at w* H! Inverse of damped Hessian
s?> Damped self-influence score C Scaling factor: %
A Regularization parameter n Learning rate :
a Pearson correlation coefficient z, 2 Mean vectors of x and 2’
Tz, Tz Residuals: y, — w* T x etc. 8 Scaling coefficient in * =
Bz +¢
c Offset vector in linear relation- & Bound constant for standard-
ship ized data (typically 4)
1 Identity matrix € Error tolerance or approxima-
tion bound
1) Parameter update step Dy Forget set (data to be unlearned)
D, Remaining data: D \ Dy A(4) Learning algorithm
U(-) Unlearning process Il 12 {2 norm
N(p,0?) Normal distribution

B PROOFS FROM SECTION 4]

Proof of Theorem{.1] By definition of standard approximate unlearning and our proposed
similarity-based approach (both using the damped Hessian):

w, = w, + Hy 'V f(z,w*) (20)
, 1
w, = w, + -2 (w, —w) @1
1—s

From the first damped unlearning step, we have w, — w* & H; 'V f(z’,w*). Substituting this into

. 4
the expression for w, :

’ O[+1 _ *
w zwz—&—ﬁH)\lVf(z',w )
1—s

The error is the difference between w,, and w;:

’ ].
2 = | ~ | (s + H 'V £, w0)) - (“’Z i %HX v (zl’w*)> H
- * a+1 — / *
= ||H, 1Vf(x,w ) — m[{/\ 1Vf(z ,w™) |
1
= [ a5 (Vf(azw*) - “mww,w*)) |
1-s),
— * o+ 1 *
< |l H3 - HVf(x,w ) V) (22)
—0

12
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O
Proof of Lemma The gradient of the quadratic loss is given by:
Vi, w*) = —(y. —w* " 22 = —r.2, (23)
Vi, w) = —(y. —w* 2)x = —ryz. (24)
Hence, the difference in gradients becomes:
IVf(x,w*) — CVf(Z' w*)| = ||-rex — C(—r.2")|| = ||Cr.2" — rpz||. (25)

The linear relationship = 8z’ + c is justified by the Pearson correlation, as a high correlation
implies collinearity between the centered vectors. We substitute this relationship into the expression:

|Cr.2" —rpz| = ||Cr.2" — (B2 + ¢)||
= [|Cr.2" — 1y B2 — rac|
= ”(CTZ - 67"90)2/ - TICH
< |(Cr, — Brz)2'|| + ||Irzc|l  (by triangle inequality)
= |Cr. = Bra| - |12l + 7] - el
<(C] - [rs[ + 18] - [ral) - [l + 7] - [le]|.  (by triangle inequality) — (26)

This provides an upper bound on the gradient difference based on the norms of 2’ and ¢, the residuals
74,75, and the scaling factors C' and . O

Proof of Lemma (1) From triangle inequality:
7ol < lyal + 1| - |zl <k + Jw*|[Vd
The same applies for .
(2)Fromc =z — B2/ ~
llell < lzll + 18] - [[2]l < k(1 +15])

(3) Use triangle and reverse triangle inequalities:

le =zl < Vd+k, |2 =2z Vd-k= 8] <
(4) Standard correlation measures satisfy |a| < 1. O

Proof of Theorem[5.1] Starting from the general bound derived previously:

<L (CT et 4 181 ral) - 121+ ] - el

We substitute the simplified bounds from Lemma .4}
< 11 (101 + 1w IVa) + 1814 + o IVD) Vi + (4 + [ [Va) - 41+ |8]))
— B @+ o [1Va) (O] + 18V + 41+ 1))

= | B 4+ V) (JCIVA+ [8IVE + 4+ 418])

’
‘wm — W,

= B @+ V) (JCIVA+ 18IV + 4) +4).

This gives the first line of the theorem. For a large feature dimension d, we have |5| ~ 1. The
expression’s dominant terms are:

SNH| (4 + w*||Va) (|C|\/E+ 1-(Vd+4)+ 4)

= [[E3 ) (4 + w1V (€] + 1)V +8)

= B3 (40C1 + DVA+ 32+ (1C] + 1)fw[d + 8w Va) -
Grouping by powers of d, the highest-order terms give the final asymptotic bound:
S [EM (01 + Dilwlld + (¢ + 1)va)

’
s =

13
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B.1 SIMILARITY MEASURE EVALUATION

To validate our choice of Pearson correlation, we empirically evaluated three similarity measures
for approximating sequential unlearning effects. Our experimental setup involved training a linear
regression model on the Diabetes dataset with L2 regularization (A = 0.01) and testing sequential
unlearning approximations on 4,950 pairs of randomly subsampled training points.

We compared three measures to calculate the approximation factor a:

zT 2
% = el
B (x — :E)T(z’ — 5’)
oo = e a2 — 7' ]ls”
A
Qproj = m

Each similarity measure captures distinct facets of data relationships. Cosine similarity (o) mea-
sures the angle between two vectors, assessing directional congruence independent of magnitude.
The Pearson correlation coefficient (0upearson) quantifies the linear correlation between centered vari-
ables, making it robust to distributional shifts. Finally, Projection-based similarity (opro;) is the
unnormalized scalar projection of one vector onto another, making it sensitive to vector magnitudes.

For each pair (2/, x), we measured the approximation quality by computing the parameter differ-

ence ||w, — w; ||2 between standard approximate unlearning and our similarity-based approach. A
similarity measure “wins” if it produces the smallest approximation error among the three methods
for that pair.

Table 5: Comparison of similarity measures on the Diabetes dataset across 4,950 unlearning pairs.

Similarity Measure Wins Win Rate (%)

Cosine Similarity 1,160 23.4
Pearson Correlation 2,139 43.2
Projection-based 1,651 33.3

Of the 4,950 pairs tested, Pearson correlation achieved the highest win rate at 43.2%, significantly
outperforming the other methods, as shown in Table [5] This superior performance validates our
choice of Pearson correlation for capturing the linear relationships most relevant to gradient simi-
larity in unlearning contexts. Furthermore, its mean-centering property naturally accounts for the
bias terms in linear models, ensuring that the similarity factor o captures the true linear relationship
between data points rather than spurious correlations due to offsets.

C SAFETY ANALYSIS

The safety analysis is performed by setting a maximum acceptable approximation error (€nay) for
the unlearned parameters (||w, — wL,||) and solving for the minimum required Pearson correlation

().

‘We use the overall error bound from Theorem 4.1:
we —wl | < [HY - IIVF(2,w") = OV, w)| < emax

IV f(z,w*) = CVF( w*)| <
BN

Now define the allowable gradient error, € = T ;‘“:‘1 T
A

IV (w") = CVIE w)| < ¢
Now, we apply the mathematical bound for the gradient error (derived in Lemma 4.2)
IVf(2,w) = OV, wi)l < (IC]-[r=] + 18] [ra]) - 121l + Ire] - llell;

14
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1
where C' = L()\), r, and 7, are the residuals, and z = 3z’ + cis the linear relationship.
1-s

Z/
(C]-lrzl + 18] - ral) - 2] + |ral - [lell < €
Subtract the non-C' error components (residual and offset terms) on both sides:

C] - Iral - N1 < € = (8] - Ira] - 2]l + Iral - Icl))

Error not controlled by o

Solve for the maximum allowed magnitude of C, denoted Ciux:

€ = (Bl Ire| - 12"l + 17| - llel)
=L - 112

‘C| § = C(max

The scaling factor C' is defined in the paper as:
a+1
1—s;,

Since we want to find the lowest « that still satisfies the maximum allowed magnitude Ciax, We
substitute C\yax back into the definition and solve for minimum Pearson Correlation avp;y,:

Omin + 1 -
1-— so‘)

2!

Cmax 9

Qpin — Cmax . (1 — 5.(2/’\)) — 1.

Hence, if @ > amin, the Pearson correlation («) is high enough to ensure that the error introduced
by the shortcut (||w, — w!||) will be less than or equal to the maximum acceptable error (€pax)-
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