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Abstract

Language models (LMs) as conversational as-001
sistants recently became popular tools that help002
people accomplish a variety of tasks. These003
typically result from adapting LMs pretrained004
on general domain text sequences through fur-005
ther instruction-tuning and possibly preference006
optimisation methods. The evaluation of such007
LMs would ideally be performed using human008
judgement, however, this is not scalable. On the009
other hand, automatic evaluation featuring aux-010
iliary LMs as judges and/or knowledge-based011
tasks is scalable but struggles with assessing012
conversational ability and adherence to instruc-013
tions. To help accelerate the development of014
LMs as conversational assistants, we propose a015
novel automatic evaluation task: HumanRankE-016
val (HRE). It consists of a large-scale, diverse017
and high-quality set of questions, each with sev-018
eral answers authored and scored by humans.019
To perform evaluation, HRE ranks these an-020
swers based on their log-likelihood under the021
LM’s distribution, and subsequently calculates022
their correlation with the corresponding human023
rankings. We support HRE’s efficacy by inves-024
tigating how efficiently it separates pretrained025
and instruction-tuned LMs of various sizes. We026
show that HRE correlates well with human027
judgements and is particularly responsive to028
model changes following instruction-tuning.029

1 Introduction030

The evaluation of Language Models (LMs) is a031

challenging problem and a prolific research sub-032

ject. Many benchmarks have recently been pro-033

posed aiming to evaluate the general capabilities of034

LMs, covering both automatic and human evalua-035

tion (Chang et al., 2023). Evaluating LMs’ capa-036

bilities as conversational assistants, i.e. its adher-037

ence to human instructions, is particularly challeng-038

ing as model inputs and outputs are more unstruc-039

tured and open-ended. Ideally, human judgement040

should be employed to evaluate such open-ended041

Figure 1: Overview of HumanRankEval: given a ques-
tion with multiple answers, we correlate human scores
of each answer with the log-likelihoods of the LM. The
unabridged answers can be found in Figure 2.

outputs, typically either through interactive con- 042

versation with LMs (Zheng et al., 2023b) or by 043

presenting participants with outputs from different 044

LMs and collecting their preferences (van der Lee 045

et al., 2021). As this approach is time-consuming 046

and does not scale well, previous work proposed 047

to substitute human judgement with auxiliary large 048

LMs. However, these efforts have so far only 049

been applied with proprietary models, e.g. GPT- 050

4 (Zheng et al., 2023b; Dubois et al., 2023), and 051

with mixed results (Chiang and Lee, 2023). On the 052

other hand, conventional automatic evaluation of 053

LMs on knowledge-based tasks such as multiple- 054

choice question-answering (QA) (Zellers et al., 055

2019; Clark et al., 2018; Lin et al., 2021), can 056
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Evaluation Type Ground Truth Metric(s)

Human Human judgement Elo, Win-Rate, Other
Knowledge-based Human-authored text (e.g. exams, tests) Accuracy-like
LM-as-a-judge LMs (e.g. ChatGPT, GPT-4) Elo, Win Rate, Other
HumanRankEval Human-authored text (Ranked QA pairs) Correlation

Table 1: Human evaluation versus relevant automatic evaluation types and their key features.

measure specific task performance in a scalable057

manner, but is not necessarily indicative of how an058

LM would perform these tasks in an open-ended059

conversational setting (Tunstall et al., 2023).060

To this end, we introduce HumanRankEval061

(HRE), an automatic evaluation task for LMs as062

conversational assistants that comprises a novel063

dataset and metric. The core idea behind HRE is064

to measure an LM’s alignment with human prefer-065

ences (HP). Intuitively, given a question (Q) with066

multiple available responses (A1, . . . , A4), HRE067

measures how well an LM’s “preference” ranking068

over those answers aligns with those of humans069

(see Figure 1). We approximate HP by collecting a070

set of questions and rated answers from StackOver-071

flow and StackExchange. The HRE dataset covers072

a diverse collection of 14 topics, each containing073

500 information-seeking questions paired with the074

top-4 answers rated (on average) by 100+ domain075

experts. To estimate the “preferences” of an LM,076

we obtain the log-likelihood of each answer under077

the model’s distribution. The HRE metric is calcu-078

lated as the correlation of the LM’s rankings against079

the corresponding human rankings. We should note080

that we do not consider HRE as a replacement for081

human judgement, but rather propose its usage for082

fast iterations during development.083

We support HRE’s efficacy by investigating how084

effectively it separates pretrained and instruction-085

tuned LMs of various sizes. We then compare086

our results against those of other evaluation frame-087

works, showing that HRE correlates well with hu-088

man evaluation of LMs and provides unique in-089

sights. Specifically, relative to OpenLLM, a highly090

popular automatic evaluation leaderboard (Beech-091

ing et al., 2023), HRE is able to more effectively092

differentiate pretrained and instruction-tuned LMs.093

Our contributions are threefold: 1) we create a094

large-scale, high-quality, diverse QA dataset to cap-095

ture/approximate human preferences, 2) introduce096

an efficient automatic method to evaluate LMs as097

conversational assistants by measuring the correla-098

tion of LM and human preferences, and 3) perform099

analysis that shows HRE correlates well with hu- 100

man judgement and provides unique insights.1 101

2 Related Work 102

The evaluation of LMs is a highly active research 103

topic, exemplified by a recent survey (Chang et al., 104

2023) that tracks over 250 papers, with over 100 of 105

those published in just the last 12 months. There 106

are additional surveys focused on alignment (Wang 107

et al., 2023c), trustworthiness (Liu et al., 2023b), 108

morals (Scherrer et al., 2023) and fairness (Li et al., 109

2023c) as well as multiple benchmarks with leader- 110

boards covering a wide variety of LM behaviours 111

(Zhong et al., 2023; Wang et al., 2023a; Srivas- 112

tava et al., 2022; Chia et al., 2023; Ye et al., 2023; 113

Liang et al., 2022; Dubois et al., 2023; Liu et al., 114

2023a; Yuan et al., 2023; Sun et al., 2023; Ziyu 115

et al., 2023), to list just a few. Therefore, we focus 116

on methods relevant to evaluating LMs as conver- 117

sational assistants to differentiate from prior work. 118

2.1 Human Evaluation 119

Due to the open-ended nature of the output, human 120

judgement is considered the gold standard for eval- 121

uating LMs as conversational assistants (Ji et al., 122

2023; Song et al., 2023; Rafailov et al., 2023), how- 123

ever, such evaluation is costly and can be biased 124

(Wu and Aji, 2023). These issues are more preva- 125

lent in crowd-sourcing settings where participants 126

need to be vetted to ensure their expertise and relia- 127

bility, especially given that the motivations at play 128

(e.g. to complete as many assessments as fast as 129

possible) may run counter to the purposes of the 130

evaluation (van der Lee et al., 2021). Evaluation is 131

often set up as an interactive dialog with each LM 132

where participants are asked to rate its performance 133

in various metrics (van der Lee et al., 2021; Ji et al., 134

2022) or by contrasting multiple LM outputs (pro- 135

duced by the same input/prompt) and voting for the 136

one that is preferred (Bai et al., 2022). The latter 137

preferences can be converted into Elo ratings to 138

1Data and code will be released on acceptance.
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Figure 2: HumanRankEval example from StackOverflow (Java topic).

obtain LM rankings (Zheng et al., 2023b; Wu and139

Aji, 2023). A public leaderboard that maintains140

such rankings is Chatbot Arena2. Its game-like en-141

vironment encourages users to guess the identity of142

two LMs at the end of an anonymous interaction.143

These multi-turn conversations are unstructured144

and depend on the interests of participants.145

2.2 Automatic Evaluation146

2.2.1 Knowledge-based Evaluation147

A subset of automatic evaluation focuses on148

knowledge-based tasks with strictly-defined inputs149

and outputs, to enable the easy application of au-150

tomatic metrics and measure performance. This151

is in contrast to how conversation assistants oper-152

ate, where input and output is more open-ended.153

For LMs as conversational assistants, the focus154

of knowledge-based evaluation is to measure the155

general capabilities of the model, rather than par-156

ticular performance on downstream tasks. As such,157

evaluation is usually applied through zero-shot or158

few-shot/prompt settings, without fine-tuning LMs159

on task-specific data. Examples include multiple-160

choice QA (Liu et al., 2020), code generation161

(Chen et al., 2021), Tool/API usage (Liu et al.,162

2023a), general and advanced knowledge tests163

(Hendrycks et al., 2020; Liu et al., 2020; Cobbe164

et al., 2021; Zellers et al., 2019; Clark et al., 2018;165

Lin et al., 2021), complex logical reasoning (Cobbe166

et al., 2021), school admission tests (Zhong et al.,167

2023) and fine-grained "skill sets" evaluation (Ye168

et al., 2023). Individual benchmarks are often ag-169

gregated into high-profile public rankings such as170

2https://huggingface.co/spaces/lmsys/
chatbot-arena-leaderboard

the OpenLLM Leaderboard3, which we reference 171

throughout. Importantly, such tasks and metrics do 172

not accurately estimate how an LM may perform 173

on them within a conversational context, as they 174

were not designed for this purpose. 175

2.2.2 LM-as-a-judge 176

A faster alternative to human evaluation has been 177

proposed recently, i.e. to use LMs as judges (typi- 178

cally larger than the LMs being judged). The most 179

popular examples include MT-Bench (Zheng et al., 180

2023b) and AlpacaEval4 (Dubois et al., 2023). MT- 181

Bench prompts GPT-4 to score the quality of the 182

candidate LM on a 10-point scale over 80 two-turn 183

conversations. AlpacaEval instructs GPT-4 to vote 184

whether the output of the candidate LM or Chat- 185

GPT is better, resulting in a win-rate % against 186

GPT-3.5, using 805 manually selected prompts. 187

However, these models are known to have bi- 188

ases (Wu and Aji, 2023) and their appropriateness 189

for LM evaluation is frequently being questioned 190

(Aiyappa et al., 2023; Chiang and Lee, 2023; Li 191

et al., 2023b). At the time of this writing, such 192

approaches have only been explored in connection 193

with proprietary models, with concerns regarding 194

data privacy, API costs and a lack of control mak- 195

ing them less amenable to open research. 196

2.2.3 A Note on Multi-Turn Evaluation 197

Even though the goal is to evaluate LMs as con- 198

versational assistants, most automatic evaluation 199

methods (including HRE) are limited to evaluating 200

single turn conversations. This is due to the diffi- 201

culty of integrating LM interaction within an auto- 202

3https://hf.co/spaces/HuggingFaceH4/
open_LM_leaderboard

4https://tatsu-lab.github.io/alpaca_
eval/
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matic task. MT-Bench contains two-turn prompts,203

but assumes no interaction either, with the second-204

turn prompt attending on a reference answer.205

3 HumanRankEval206

We now introduce HumanRankEval, an automatic207

evaluation task (comprising a novel dataset and208

metric) for LMs as conversational assistants. As209

mentioned earlier, the core idea behind HRE is to210

evaluate LMs by observing how an LM’s “pref-211

erence” ranking (derived from the model’s log-212

probabilities over several answers) aligns with213

human-obtained rankings. To achieve this, we214

gather open-ended, information-seeking questions215

from popular online communities to capture HP.216

Each question comes with several answers ranked217

by domain enthusiasts (see Figure 2 for an exam-218

ple), indicating the order of responses (most to219

least preferable). Our data sources consist of Stack-220

Exchange and StackOverflow. As both contain a221

plethora of topics, some of which may be consid-222

ered subjective, we endeavoured to select the more223

objective/quantitative topics that we would expect224

to have a high degree of consensus among users,225

i.e. most people would agree on "good" answers.226

3.1 StackExchange227

StackExchange is a trusted site for communities228

of experts answering questions on various subjects.229

The data dumps were sourced from the Internet230

Archive5 and processed with Eleuther’s scripts6.231

Due to limited data availability (after filtering for232

quality), we set the number of questions to 500233

for each topic for a uniform distribution over all234

domains. We selected questions from popular dis-235

cussion topics: Unix-based OS, English Language,236

Physics, LaTeX, Software Engineering, Maths and237

Statistics. We also created three "mixed topics"238

(500 questions each) from somewhat less popu-239

lar subsets that did not individually yield enough240

questions after filtering: CS+DB (CodeReview,241

Computer Science, Data Science and Databases),242

App+Andr (Apple and Android) and Lang+Sci243

(Latin, Chinese, French, German, Japanese, Span-244

ish plus Engineering, Chemistry, Biology, Earth245

Science and Astronomy).246

5https://archive.org/download/
stackexchange

6https://github.com/EleutherAI/
stackexchange-dataset

Figure 3: Average votes per answer/topic. Each answer
has approximately double the votes of the next answer.
More details can be found in Figure 11 in the Appendix.

3.2 StackOverflow 247

StackOverflow is a highly popular website and a 248

leading community of people who contribute their 249

expertise on a plethora of technical topics. In order 250

to prevent HRE from being dominated by program- 251

ming languages, i.e provide a balance against the 252

more general topics of StackExchange, we selected 253

questions from each of the following popular topics: 254

Python, Java, HTML (includes CSS, JavaScript) 255

and C++. The dataset was contributed by Li et al. 256

(2023d)7. Once again, we set the number of ques- 257

tions to 500 per topic for a balanced dataset. 258

3.3 Data Filtering 259

HRE includes QA pairs that meet the following 260

criteria: i) the question has at least 4 answers (keep 261

the top 4) to ensure a meaningful ranking, ii) the 262

answers are scored by at least 40 people (10 per 263

answer, on average) to ensure a minimum annota- 264

tor pool size for each question thus giving a more 265

reliable agreement on the rankings, iii) each answer 266

has at least 5 votes to ensure a minimum annotator 267

pool for each answer hence avoiding low quality 268

responses, iv) the maximum length of each QA 269

pair is 4,000 characters to evaluate models with 270

shorter context windows without truncation, v) an- 271

swers with identical votes are discarded (we keep 272

the first answer with N votes) and vi) duplicate 273

QA pairs are discarded to ensure unique QA pairs 274

7https://huggingface.co/
datasets/suriyagunasekar/
stackoverflow-with-meta-data
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Figure 4: HumanRankEval (per-topic) scores for Pythia LMs.

for each topic. This resulted in 7K questions (28K275

answers) spanning 14 topics, shown in Figure 3.276

The QA pairs collectively received over 700k votes277

(7k questions, 100+ votes per question on average)278

from more than 100K domain experts and enthusi-279

asts, assuming a ∼20% proportion of unique users,280

as in LMSYS-Chat-1M (Zheng et al., 2023a).281

3.4 HumanRankEval Score282

The HumanRankEval metric is based on the as-283

sumption that an LM’s conversational quality can284

be estimated by whether the sequences it produces285

more frequently are more preferable to humans286

than the infrequent ones. Sequence generation287

tasks such as WMT (Barrault et al., 2020), Hu-288

manEval (Chen et al., 2021) and GSM8K (Cobbe289

et al., 2021) provide the LM with a prompt (e.g.290

problem description), generate the output token-291

by-token, possibly extract the answer from the re-292

turned text, then compute the score. Alternatively,293

we can provide the questions as prompts to the294

LM, and assuming direct access to the logits of the295

LM being evaluated, determine the log-likelihood296

of the HRE human-authored answers under that297

model’s distribution. More formally, we compute298

the log-likelihood of answer tokens Ta using model299

p (normalised by character length Ca) conditioned300

on the question, to obtain log-likelihoods ll for301

each answer a ∈ A, as shown in Equation 1.302

ll =

[
1

Ca

∑
log(

ep(t)∑Ta
t=1 e

p(t)
)

]
∀a ∈ A (1)303

Note that Ca and Ta are obtained only from answer304

Figure 5: HumanRankEval (avg) scores for Pythia LMs.

tokens, a standard implementation.8 Subsequently, 305

the log-likelihoods ll are correlated with human 306

rankings using Pearson (Freedman et al., 2007) 307

correlation. A discussion about the reasons for 308

choosing Pearson over Spearman Rank (Zar, 2005) 309

coefficient follows in section 5.1. Finally, the corre- 310

lation coefficients are micro-averaged across all 7K 311

questions to compute the HumanRankEval score. 312

4 Results 313

4.1 Experimental Settings 314

We benchmark a broad selection of open-source 315

LMs (pretrained and instruction-tuned) available 316

8We follow Eleuther’s tokenizer-agnostic method of char-
acter (rather than token) length normalisation.
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Figure 6: HumanRankEval (per-topic) scores for the StarCoderBase (SCB) LMs.

Figure 7: HumanRankEval (avg) scores for the Star-
CoderBase (SCB) LMs versus Big Code Leaderboard.

from the Huggingface repository (Wolf et al., 2019).317

LMs with AutoModel9 and deepspeed inference10318

support (tensor parallel), LM-Eval harness (Gao319

et al., 2021) compatibility, up to 16B parameters320

in size were selected for efficient iteration and321

accessible research. This includes some of the322

most popular and frequently used LMs such as323

Llama2, Llama2-Chat (Touvron et al., 2023) (7B324

+ 13B), CodeLlama, CodeLlama-Instruct (Roz-325

ière et al., 2023) (7B + 13B), Palmyra (Writer,326

2023b) and Camel (Writer, 2023a) (5B each,327

Camel is instruction-tuned), Pythia-Instruct (1.4B)328

from LambdaLabs11, Vicuna (7B + 13B, both329

9https://huggingface.co/docs/
transformers/model_doc/auto

10https://www.deepspeed.ai/inference/
11https://huggingface.co/lambdalabs

instruction-tuned) from LMSYS12, four StarCoder 330

(Li et al., 2023a) and seven Pythia (Biderman et al., 331

2023) models (from 70M to 15.5B parameters), 332

MPT-Chat (7B) (MosaicML, 2023), Zephyr (7B, 333

instruction-tuned) Alpha + Beta (Tunstall et al., 334

2023), WizardLM (Xu et al., 2023) (13B) and 335

Koala (13B) (Geng et al., 2023), both instruction- 336

tuned. Proprietary LMs were excluded as HRE 337

needs access to the logits to compute scores. 338

4.2 Increasing Model Sizes 339

In this section, we verify the consistency of HRE 340

scores by observing how they increase as the size 341

of pretrained models (code and natural language) 342

from the same families increases. This expecta- 343

tion is based on the assumption that the learning 344

capacity and general capabilities of LMs increase 345

with the number of trainable parameters (keeping 346

the data constant), and is supported by their perfor- 347

mance in OpenLLM. Figures 4 and 6 show the per- 348

topic scores while Figures 5 and 7 show the overall 349

(micro-average) scores for seven Pythia models 350

(70M - 12B) and four StarCoderBase models (1B 351

- 15.5B), respectively. The Pythia models were 352

specifically trained to study LM behavior across 353

different sizes. As expected, different models are 354

cleanly separated by HumanRankEval. Using a 355

single factor ANOVA, the differences were sig- 356

nificant between the Pythia (p=8.32-e12) and the 357

StarCoderBase models (p=0.048). 358

4.3 Correlation with Human Evaluation 359

In order to support HRE as a reliable proxy for hu- 360

man judgement, we show how its scores correlate 361

with the human-obtained Chatbot Arena ratings. 362

12https://hf.co/lmsys/vicuna-13b-v1.5
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Figure 8: LM rankings (normalised scores) by HumanRankEval, Chatbot Arena, AlpacaEval, MT-Bench and
OpenLLM. Koala-13B and MPT-Chat-7B were not available on the AlpacaEval leaderboard at the time of writing.

To this end, in Figure 8, we plot the scores for363

various instruction-tuned models of different sizes364

and families. We use the latest Chatbot Arena rat-365

ings (as of writing this; 1st Nov. 2023) that were366

computed from ∼90k user votes. We observe that367

HRE and Chatbot Arena rankings are the most368

similar, while there is an obvious misalignment be-369

tween rankings produced by other popular leader-370

boards, i.e. MT-Bench (LM-as-a-judge), AlpacaE-371

val (LM-as-a-judge) and OpenLLM (knowledge-372

based). Figure 9 shows the Pearson correlations373

between the various rankings. HRE shows the best374

correlation (0.96) with the human judgements of375

Chatbot Arena across existing leaderboards, which376

is to be expected as it was specifically designed377

for evaluating LMs as conversational assistants.378

OpenLLM correlates the least (0.85) with human379

ratings, perhaps unsurprisingly as it consists of380

knowledge-based automatic tasks. MT-bench’s cor-381

relation (0.92) indicates that using LM-as-a-judge382

does offer estimations closer to human judgement383

than knowledge-based automatic tasks. AlpacaE-384

val is excluded from Figure 9 as rankings were385

unavailable for some models.386

Figure 9: Pearson cor-
relations between HRE,
OpenLLM (OLL), MT-
Bench (MT) and Chat-
bot Arena (CBA) model
rankings. MT-Bench and
OpenLLM have the low-
est average agreements.

4.4 Instruction Tuning387

HRE was developed specifically for evaluating388

LMs as conversational assistants, i.e. to assess the389

benefits of methods like instruction tuning and/or390

Figure 10: HumanRankEval and OpenLLM scores for
a selection of pretrained and instruction-tuned LMs.

preference optimization. MT-Bench and AlpacaE- 391

val benchmark only instruction-tuned LMs thus we 392

cannot observe how sensitive they may be to dif- 393

ferences between pretrained and instruction-tuned 394

models. As OpenLLM includes both types, we 395

plot OpenLLM and HRE rankings for popular pre- 396

trained LMs and their instruction-tuned variants 397

in Figure 10. We observe a divergence between 398

the two leaderboard rankings, further indicated 399

by the low correlation between them (0.3, Pear- 400

son). OpenLLM scores underestimate the impact 401

of instruction tuning and/or preference optimiza- 402

tion on models’ ability to follow human instruc- 403

tions. This is not surprising since most of its 404

tasks assess specific types of knowledge, but this 405

is not necessarily indicative of how an LM would 406
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perform these tasks in an open-ended conversa-407

tional setting. On the other hand, we can see that408

Camel-5B shows a large improvement in HRE af-409

ter instruction-tuning compared to its base model,410

Palmyra-5B (no contamination suspected, see Sec-411

tion 5.2). Similarly, Llama2-13B obtains a higher412

score on the OpenLLM leaderboard than Llama2-413

Chat-7B, however, HRE is able to correctly de-414

tect the superior instruction-following ability of the415

smaller model, confirmed by the Chatbot Arena416

ratings in Figure 8. Another example (from same417

figure) shows an equal or higher preference by hu-418

mans for Vicuna (13B) over Zephyr (7B) models419

despite the latter showing a significantly higher420

score on the OpenLLM Leaderboard. Overall, LMs421

fine-tuned with instruction data tend to show a no-422

ticeable improvement in HRE scores over their423

"vanilla" pretrained counterparts, however, there424

are exceptions. We hypothesise that including Self-425

Instruct (Wang et al., 2022) data (LM-generated,426

automatically filtered outputs used for fine-tuning427

code LMs) in CodeLlama-Instruct training may428

be causing the weak improvement as Wang et al.429

(2023b) have shown that training with such data430

adversely affected performance across factual, mul-431

tilingual and reasoning tasks.432

5 Discussion433

5.1 Pearson over Spearman434

The choice between Pearson and Spearman coeffi-435

cients for HRE is based on whether correlating the436

likelihoods/votes themselves or the derived rank-437

ings, results in higher agreement with human rat-438

ings in Chatbot Arena (see Figure 9). Correlation439

would be lower for Spearman (0.85) than Pearson440

(0.96), suggesting a better fit for the latter met-441

ric. This is most likely due to the votes being non-442

uniformly distributed, and Pearson correlation is443

more suitable for such distributions. Empirically,444

we also observed that using Pearson results in a445

clearer separation of models. Figures 4 and 6 show446

the individual topic scores while Figures 5 and 7447

show the averages over 14 topics. We can observe448

that Pearson correlation monotonically increases449

for 11 out of 14 topics for Pythia models and 10 out450

of 14 for the StarCoderBase models. On the other451

hand, Spearman correlation leads to a less clear452

separation of models, with only 5 out of 14 top-453

ics showing a monotonic increase for Pythia and454

3 out of 14 for StarCoderBase respectively (see455

Figures 12 and 13 in the Appendix).456

5.2 Data Contamination 457

Training LMs on content sourced from StackOver- 458

flow and/or StackExchange is not uncommon, e.g. 459

the training data of reward models for Llama2-Chat 460

includes StackExchange data while 2% of Llama1 461

(Touvron et al., 2023) pretraining data comes from 462

StackExchange. We posit that instruction-tuning 463

on QA pairs that overlap with HRE would be the 464

most likely cause of overestimated scores, rather 465

than pretraining on raw web pages. According to 466

their model cards, the benchmarked LMs such as 467

Camel, Vicuna, Koala, MPT-Chat, Pythia-Instruct, 468

Zephyr and Llama-Chat were not instruction-tuned 469

with our data sources yet they show a strong im- 470

provement in HRE scores. However, not all LMs 471

provide detailed training information hence the risk 472

of contamination would in those cases be difficult 473

to determine. The most appropriate future-proof 474

action may be deduplicating training data against 475

HumanRankEval to mitigate risks of contamination 476

and accidental score inflation. 477

6 Conclusions 478

Multiple benchmarks have been proposed for eval- 479

uation of LMs as conversational assistants. How- 480

ever, these are either not specifically designed for 481

this purpose, rely on large (usually proprietary) 482

LMs as the ground truth, or are difficult to scale in 483

terms of sourcing reliable human judges. We have 484

therefore introduced HumanRankEval, a novel au- 485

tomatic evaluation task that comprises a dataset 486

of human-authored questions and answers coupled 487

with a metric. The votes for each question were 488

obtained from over 100 participating domain ex- 489

perts (on average), resulting in high-quality human 490

preferences. HRE performs evaluation by measur- 491

ing how well the LM’s “preferences”, estimated 492

as log-likelihoods of answers, correlate with hu- 493

man ratings. To validate HRE, we demonstrated 494

that it cleanly separates pretrained and instruction- 495

tuned LMs of various sizes, and showed that its 496

scores correlate well with human ratings. Relative 497

to knowledge-based evaluation, HRE is particularly 498

adept at detecting changes to LMs’ behaviour in- 499

troduced by instruction-tuning and/or preference 500

optimization. While knowledge-based automatic 501

evaluation can test for specific skills, undesirable 502

biases and essential world knowledge, we expect 503

HRE to accelerate the development of LMs as con- 504

versational assistants by providing unique insights. 505
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7 Limitations506

Human preferences for our purposes were treated507

as a composite attribute, and no individual com-508

ponents such as helpfulness, factual correctness,509

timeliness, safety and so on can be estimated indi-510

vidually by HumanRankEval. LMs scoring higher511

on HRE are not necessarily more factually correct,512

less biased or more safe hence researchers are ad-513

vised to conduct separate evaluation(s) to explicitly514

test for such behaviours. We acknowledge that, un-515

like knowledge-based evaluation, the ground truth516

of human preferences cannot be obtained with the517

same level of exactitude. HumanRankEval is a new518

addition to the current consensus and it is possible519

that the ground truth of human preferences may520

not be adequately described by any single metric or521

benchmark. While HRE covers a diverse collection522

of topics, there are specialist domains that may not523

be included, but are desired by some researchers. In524

those cases, we recommend to follow our method-525

ology to extend HRE coverage to new domains526

that may be of interest. This applies to additional527

languages as HumanRankEval is overwhelmingly528

composed of English language content. Neither the529

StackOverflow nor the StackExchange data have530

specified any licence information, instructions for531

intended use or the presence of undesirable content.532

We subsample the data as is, relying on the corre-533

sponding creators of the archives for following ap-534

propriate steps. Lastly, we advise that researchers535

do not solely rely on HRE to verify that a model536

can be released for public use, and we recommend537

that human judgement is consulted instead.538
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Figure 11: Total votes received per question (median, mean) and median votes received per answer.

Figure 12: HRE using Spearman correlation (per-topic and overall scores) for the Pythia LMs.

Figure 13: HRE using Spearman correlation (per-topic and overall scores) for the StarCoderBase LMs.
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