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Abstract
Recent advances in video generation have posed great challenges
in the assessment of AI-generated content, particularly with the
emergence of increasingly sophisticated models. The various in-
consistencies and defects observed in such videos are inherently
complex, making overall scoring notoriously difficult. In this paper,
we emphasize the critical importance of integrating fine-grained
reasoning into video evaluation.We propose FingER, a novel entity-
level reasoning evaluation framework that first automatically gen-
erates Fine-grained Entity-level questions, and then answers those
questions by a Reasoning model with scores, which can be sub-
sequently weighted summed to an overall score for different ap-
plications. Specifically, we leverage LLMs to derive entity-level
questions across five distinct perspectives, which (i) often focus on
some specific entities of the content, thereby making answering
or scoring much easier for MLLMs, and (ii) are more interpretable.
Then we construct a FingER dataset, consisting of approximately
3.3k videos and corresponding 60k fine-grained QA annotations,
each with detailed reasons. Based on that, we further investigate
various training protocols to best incentivize the reasoning capabil-
ity of MLLMs for correct answer prediction. Extensive experiments
demonstrate that a reasoning model trained using GRPO with a
cold-start strategy achieves the best performance. Notably, our
model surpasses existing methods by a relative margin of 11.8%
on GenAI-Bench and 5.5% on MonetBench with only 3.3k training
videos, which is at most one-tenth of the training samples utilized
by other methods. Our codes and datasets have been released.
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1 Introduction
Recent advancements in Text-to-Video (T2V) generative models
[3, 5, 49] have demonstrated significant progress in producing vi-
sually appealing and content-rich videos. For instance, post-Sora
models such as Kling have shown the ability to generate high-
resolution videos that closely adhere to textual prompts. However,
these models often produce localized artifacts, inconsistencies, and
violations of physical laws. These issues highlight the necessity for
the development of robust and reliable quality assessment methods
for AI-generated video content.

Early research on evaluating AI-generated videos has primarily
relied on feature-based metrics, such as the Frechet Video Distance
(FVD) [31] and optical flow-based methods like RAFT [30]. While
these methods effectively assess overall visual quality and dynamic
characteristics, they fall short in capturing nuanced aspects that
require deeper semantic understanding and fine-grained reasoning.
To address these limitations, recent studies have introduced MLLMs
for more comprehensive evaluations. For example, VideoScore [12]
proposes a framework that evaluates five distinct aspects of video
quality using an MLLM to assign scores ranging from 1 to 4. Vi-
sionReward [41] aligns video generation with human perception
by formulating predefined judgment questions and fine-tuning a
video-basedMLLM to compute weighted scores. Similarly, LiFT [35]
learns a reward model that provides reasons and scores across mul-
tiple aspects to align the generation model with human preferences.
Despite these advancements, two key challenges persist:

(i) Inadequacy of Fine-grained Video Reasoning: Although
advanced generative models have significantly improved global
visual quality by reducing issues such as blurriness and flickering,
they still exhibit localized spatiotemporal inconsistencies, distor-
tions, unnatural artifacts, and violations of physical laws, especially
in scenarios involving complex motion or multiple entities. For in-
stance, Fig. 1 (a) shows a video generated by PixVerse that, despite
its high overall visual appeal, contains a noticeably deformed hand
in a localized area. This example underscores the need for more
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(a)

Is there any local deformation or
dislocation of the African girl as
she walks in the park?

Text Prompt:
The camera captures
a 10-year-old African
girl and an 40-year-
old Japanese man
walking together in a
park, showcasing the
contrast in their gait,
posture, and pace.

The answer is "No" because,
based on the frames provided,
the African girl appears
consistently without noticeable
local deformation or dislocation as
she walks in the park. Her
posture, gait, and movements
remain smooth and consistent
throughout the video frames,
indicating a steady and natural
motion without any abrupt or
unnatural changes.

Is there any local deformation or
dislocation of the African girl as
she walks in the park? And explain
the reason.

The video quality in terms of
temporal consistency can be
evaluated as follows:
(a) The video does not exhibit any
sudden appearance or
disappearance of the individuals
…
(e) There are no evident local
deformations or dislocations in
the video. The people walking
show consistent movement
without distortions, enhancing the
video's realism.
Based on these considerations,
the score for temporal
consistency can be assessed as 4
("exceptional" or "realistic").

Please evaluate the video in terms
of temporal consistency from 1 to
4…

<think>The African girl is walking
in the park with an Asian man. She
is wearing a pink dress with floral
patterns and has her hair in a
ponytail. As she walks, there are
some slight local deformations and
dislocations, particularly around
her arms and hands. For example,
the size and shape of her hands
change subtly from frame to
frame, and there are slight
jitters in her arm movements.
These inconsistencies are minor
but noticeable upon close
inspection, indicating a lack of
perfect temporal consistency.
</think>
<answer>Yes</answer>

Detailed prompt
of this aspect

Detailed prompt
of this aspect

Detailed prompt
of this aspect

(b) (c) (d)

Figure 1: Advanced generation models often exhibit local-
ized defects while maintaining overall visually appealing,
as illustrated in (a), which requires fine-grained in-depth
understanding. (b) and (c) show that even with detailed in-
structional prompts and entity-level questions, GPT-4o still
fails to identify this hand deformation. (d) shows the effec-
tiveness of our work by integrating reasoning model with
fine-grained entity-level questions.

fine-grained and context-aware reasoning capabilities in video un-
derstanding, moving beyond superficial visual pattern recognition
to incorporate temporally grounded and semantically rich analysis.

(ii) Domain Gap in AI-Generated Videos: Current state-of-
the-art MLLMs struggle to capture the intrinsic characteristics of AI-
generated videos, even with well-defined prompts. As illustrated in
Fig. 1 (b) and (c), GPT-4o misidentifies the deformed hand in a video
and assigns a high score based on misleading explanations. This
issue is primarily attributed to the domain gap between the training
data used byMLLMs and the unique features of AI-generated videos.
In essence, AI-generated videos can deceiveMLLMs in certain latent
feature spaces. Bridging this gap requires a high-quality dataset of
AI-generated videos. Moreover, developing strategies to enhance
the generalization of MLLMs to AI-generated videos remains an
open challenge.

Inspired by the Question Generation and Answering (QG/A)
framework [7] and recent reasoning works [8, 24, 25, 50] that
demonstrate a significant self-emergence of complex cognitive
reasoning abilities induced by Deepseek-R1 [11], we argue that
incorporating fine-grained reasoning abilities would significantly
enhance the video quality assessment. In this paper, we propose
FingER, a novel framework that first decomposes the overall evalua-
tion into fine-grained entity-level questions and then answers these
questions with corresponding scores by a reasoning model, which

is fine-tuned on our high-quality dataset using GRPO with a cold-
start initialization. Specifically, we employ five distinct aspects as
defined in VideoScore [12], including text-to-video alignment, tem-
poral consistency, factual consistency, dynamic degree, and visual
quality. By deriving such fine-grained entity-level questions, our
framework not only enables the model to explicitly focus on specific
characteristics of certain entities, thereby facilitating a more fine-
grained understanding, but also enhances interpretability through
these structured QA pairs.

Based on these questions, we prompted several strong MLLMs
[15, 29] to provide answers. However, we observed that these mod-
els struggle to provide correct answers, particularly in aspects like
factual consistency. As stated before, we attribute this to the lack
of high-quality AI-generated video datasets and the inadequate rea-
soning capabilities of current models. Therefore, we curated a fine-
grained AI-generated video reasoning dataset, FingER-Instruct-
60k, which consists of 3.3k AI-generated videos sourced from ad-
vanced generation models like Kling, Luma, Vidu [3], PixVerse,
CogVideoX [42], etc. For each video, we generate fine-grained ques-
tions and annotate them with "Yes/No". To ease human labor and
also reduce potential errors, we leverage MLLMs to generate de-
tailed reasoning explanations given each question and its answer.
(Note that, while MLLMs often struggle to answer these questions
correctly, they demonstrate higher possibilities of producing coher-
ent reasoning when the answer is explicitly provided, suggesting
the presence of underlying reasoning capabilities.) These generated
reasons were subsequently re-checked and refined by human an-
notators to ensure accuracy and quality. At last, we collected 60k
fine-grained QA annotations with high-quality detailed reasons.

To enhance the video reasoning capabilities, we choose Qwen2.5-
VL [1], and explore multiple training protocols on our dataset, in-
cluding directly training with answers, training with reasons, zero
GRPO training, and GRPO training with a cold-start initialization.
Our experiments reveal that integrating high-quality reasons can
largely increase the performance along with the interpretability,
and GRPO with cold-start can further enhance its performance, es-
pecially in dimensions that require in-depth understanding. We also
test our reasoning model in a zero-shot manner on public bench-
marks, and still consistently achieve state-of-the-art performance.

In summary, we propose an entity-level quality assessment frame-
work with strong reasoning and generalization capabilities. To the
best of our knowledge, our work is the first to introduce entity-level
reasoning into the quality assessment of AI-generated videos.

Our contributions can be summarized as follows:

• Novel Evaluation Approach. We propose a novel evalua-
tion approach FingER, designed for practical AI-generated
video quality assessment. It comprises an entity-level ques-
tion generation module and a video reasoning model that
provides corresponding scores. By emphasizing fine-grained
reasoning, our approach effectively addresses localized de-
fects in AI-generated videos that require in-depth under-
standing and significantly enhances interpretability.

• Fine-grainedReasoningDataset.We present a new dataset
for AI-generated video reasoning, containing 3.3k videos and
60k entity-level QA annotations sourced from advanced gen-
eration models. Each QA pair is annotated with detailed
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FingER Framework FingER-Instruct-60k Dataset

Reasoning Model Training

Text Prompt:

Static 
camera, two 
men shake 
hands happily, 
the 
background is 
in a modern 
office.

Generated Video

Does the tabletop suddenly change in appearance or position 
while the metal ball is rolling?
Is there any local dislocation of the men while they are 
shaking hands?...

Do the movements of the men during the handshake exhibit a 
sense of dynamism?
Is the overall dynamic range of the video relatively small?...

Are there any obvious violations of common sense regarding 
the men in the video, such as unrealistic facial expressions or 
body movements?
Do the attributes of the office in the video (such as 
furniture, layout, and design) align with what is typically 
found in a modern office environment?...

Do the two men shaking hands appear in the video?
Is the modern office background shown in the video?
Does the change in the subject's status mentioned in the 
prompt match the video?...

Are the men clearly visible without any blurriness during the 
handshake?
Does the modern office background appear without any 
resolution issues?
Does this video look clear overall?...

Visual 
Q

uality
Tem

poral 
Consistency

D
ynam

ic 
D

egree
T2V 

A
lignm

ent
Factual 

Consistency

Reasoning Model

<think>The video shows two men shaking hands. From the
begining, the men are facing each other and shaking hands.
Their hands are clasped together, and there is a slight up-
and-down movement as they shake. The appearance of their
hands, arms, and faces remains consistent throughout the
handshake. There are no sudden changes in size, shape, or
position of their hands or any other body parts. Therefore,
there is no local dislocation of the men while they are
shaking hands. </think>
<answer>No</answer>

Visual Quality: 0.91

Temporal Consistency: 0.83

Dynamic Degree: 0.44

T2V Alignment: 0.72

Factual Consistency: 0.72

Kling/PixVerse/Luma
CogVideoX/OpenSora

Question 
Generation

Human 
Annotation

Reason 
Generation

Human 
Recheck

Entity-level QAR Annotation

Question            Answer              Reason

Reference
Model

Policy Model

KL Loss

!

❄

Vision Encoder

Qwen2.5 LM Decoder

Video

Question

Cold-start SFT
Accuracy Reward

!1 #$ %&'()* #' +,**)+-
0 ,-ℎ)*(#')

Format Reward
<think></think>
<answer></answer>

Group Relative Policy Optimization

Figure 2: The overview of our proposed FingER framework, including (a) the evaluation pipeline, (b) FingER-Instruct-60k
dataset curation, and (c) GRPO training of our reasoning model.

reasons. This dataset aims to further advance research in
this field.

• Enhanced Training Protocols. We explore multiple train-
ing protocols to enhance the fine-grained video reasoning
capabilities of MLLMs. Notably, we are the first to introduce
GRPO training into AI-generated video quality assessment,
which proves to be highly effective in improving both rea-
soning and generalization abilities

• Strong Performance. Extensive experiments demonstrate
the effectiveness of our approach. We achieve state-of-the-
art performance on public benchmarks using only one-tenth
of the training videos, thereby highlighting the superior
generalization capability of our model.

2 Related Work
2.1 Video Quality Assessment
Early approaches relied on feature-based metrics, such as Fréchet
Video Distance (FVD) [31], Inception Score (IS) [26], and CLIP-
Sim [38]. And benchmark works like EvalCrafter [23] and VBench
[14, 47] introduced comprehensive evaluation frameworks with 18
and 16 metrics, respectively. However, these methods fall short in
assessing deep semantic understanding or aligning with human
perception.

With the rapid advancement of MLLMs [1, 6, 9, 29, 46], increas-
ing studies have explored to leverage their capabilities to facilitate
image/video quality evaluation [7, 13, 20, 21, 39]. Inspired by DSG

[7], which uses question generation/answering (QG/A) for inter-
pretable assessment, T2VScore [40] adopted a QA framework for
T2V alignment. T2VQA [16] introduced the T2VQA-DB dataset,
comprising 10k videos annotated with Mean Opinion Scores (MOS),
and trained a transformer-based model to predict these scores.
Similarly, VideoScore [12] proposed a larger dataset across five
dimensions and employed a MLLM for scoring. VMBench [22] in-
troduced perception-aligned motion metrics to evaluate motion
quality. While these methods predict scores or labels, they often
overlook the reasoning behind assessments, limiting their effective-
ness. Our work distinguishes itself by incorporating entity-level
reasoning for evaluating advanced generation models reliably.

Another line of research focuses on reward models for improv-
ing generative models via Reinforcement Learning from Human
Feedback (RLHF), such as Diffusion-DPO [33], VisionReward [41]
and UnifiedReward [34, 36]. While these efforts target generative
model optimization, our work emphasizes practical video quality
evaluation, we expect it is able to further benefit the generation
models using RLHF in future work.

2.2 Reasoning Inference in Large Models
Reasoning inference aims to emulate human-like thinking pro-
cesses by forming the final answer through a Large Language
Model (LLM). Specifically, to answer a given question, an LLM
is required to think divergently and record the thinking processes,
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which are subsequently referenced when formulating the final an-
swer. This approach has inspired a variety of research, including
prompting-based Chain-of-Thought (CoT) [37], planning-based
Graph-of-Thought [4] and Tree-of-Thought [43] processing, re-
ward methods [18], and supervised fine-tuning (SFT) datasets with
sufficient context [44]. Notably, DeepSeek-R1 [11] integrates spe-
cific prompts with reinforcement learning (RL), enabling the model
to first generate the thinking process before producing the final
answer. This method allows for supervised fine-tuning with a small
amount of annotated data containing thinking processes, followed
by reinforcement learning fine-tuning on more data without think-
ing processes. A very recent approach [2, 8] proposes a highly
simplified reinforcement learning framework and demonstrates its
validity across several benchmarks.

3 Method
3.1 Entity-level VQA Framework
For Text-to-Video (T2V) generation task, user input prompt is
the only key instruction for generative models to understand and
generate content that well-aligned with user’s intent. To perform
entity-level quality assessment of AI-generated videos, we start
from understanding the user’s prompt through extracting enti-
ties, attributes, and actions within itself. Inspired by DSG [7] in
Text-to-Image (T2I) evaluation, we also utilize closed-source Large-
Language-Model (LLM) to perform textual understanding and the
following entity extraction. As shown in Fig. 2, we provide abun-
dant in-context learning (ICL) [37] examples from different video
generation scenarios and formulate the final input for GPT-4o [15],
in which way we can harvest more steady entity extraction results.

With entities extracted from the user’s prompt, we generate
entity-level questions from five distinct video quality assessment
dimensions, including visual quality, text-to-video alignment, tem-
poral consistency, factual consistency, and dynamic degree. For each
dimension, we provide a detailed explanation followed by several
key points, formulating the context information when prompting
the LLM. We also prepare adequate entity-level in-context learn-
ing examples, which are summarized from videos with and without
obvious artifacts or hallucinations. In this way, we can help the
LLMs to better understand which question should be asked when
coping with a specific entity along with the given assessment di-
mension. In short, we break down the granularity of fine-grained
video quality assessment from multi-dimensional level to entity-
level. And the intuition behind entity-level question generation is
that we hope fine-grained question/answering can guide the MLLM
to focus on understanding the correlation between entity-level tex-
tual description and its corresponding visual appearance based on
the video content.

After the entity-level question generation procedure, our fine-
tuned MLLM answers the above questions with a simple "Yes" or
"No", along with a detailed reasoning process explaining why the
answer is that. Learning the logical reasoning process is critical for
model performance improvements, as detailed in the experiment
Sec. 4.4. The outputted reason can also be useful when conducting
practical video quality assessment, which is more interpretable and
user-friendly. To formulate a final score representing the overall

quality of AI-generated videos, we start by calculating the probabil-
ity of the answer token ("Yes" or "No") for each entity-level question
to represent the entity-level score. Since there are multiple "Yes"
and "No" with different formats but similar meanings in the vo-
cabulary of our MLLM, we first gather the token set for "Yes" and
"No". In this paper, we take [”𝑌𝑒𝑠”, ”𝑦𝑒𝑠”, ”𝑌𝐸𝑆”, ””𝑌𝑒𝑠”, ”𝑌𝑒𝑠”] as
the token set for answer "Yes", and [”𝑁𝑜”, ”𝑛𝑜”, ”𝑁𝑂”, ””𝑁𝑜”, ”𝑁𝑜”]
for answer "No", denoted by 𝑇𝑌 and 𝑇𝑁 , respectively. With logits
from the answer token, we extract all the logit whose token id is
within the token set, and apply softmax over𝑇𝑌 ∪𝑇𝑁 , as illustrated
in Eq. 1. Then, given the entity-level question 𝑞, we can get the
answer’s probability 𝑃 (𝑁𝑜 | 𝑞) and 𝑃 (𝑌𝑒𝑠 | 𝑞) with a simple sum
up.

𝑃 (𝑁𝑜 | 𝑞) =
𝑛∑︁
𝑖=1

𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑥𝑖 ) , 𝑥𝑖 ∈ 𝑇𝑁 ;

𝑃 (𝑌𝑒𝑠 | 𝑞) =
𝑚∑︁
𝑗=1

𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑦 𝑗 ) , 𝑦 𝑗 ∈ 𝑇𝑌 .

(1)

Instead of directly using the derived probability as the entity-
level score, we still need the judgment on whether the question
is positive or negative. For example, given the question "Do the
attributes of the table in the video (such as size, shape, and material)
align with real-world characteristics?" from the factual consistency
dimension, it is apparent that the factual consistency of the assessed
video goes up with a positive "Yes" answer. We define this type of
question as a positive one, and vice versa. We denote the status of
an entity-level question with 𝑞𝑠𝑡𝑎𝑡 , if 𝑞𝑠𝑡𝑎𝑡 equals 1, it means that
the question is positive; otherwise, the question is negative.

𝑆𝑒𝑛𝑡𝑖𝑡𝑦 =

{
𝑃 (𝑁𝑜 | 𝑞), 𝑖 𝑓 𝑞𝑠𝑡𝑎𝑡 = 0 ;
𝑃 (𝑌𝑒𝑠 | 𝑞), 𝑖 𝑓 𝑞𝑠𝑡𝑎𝑡 = 1 .

(2)

With the aforementioned preparations setup, we propose our entity-
level score 𝑆𝑒𝑛𝑡𝑖𝑡𝑦 , which correlates positively with the quality
of the assessed video. When the entity-level question is positive,
we use the probability of the "Yes" answer 𝑃 (𝑌𝑒𝑠 | 𝑞) to represent
the score it can gain. And we utilize the probability of the "No"
answer 𝑃 (𝑁𝑜 | 𝑞) if the question is negative, as illustrated in Eq. 2.
In short, our intuition behind this design is that as long as the video
quality goes up with which answer, we calculate our entity-level
score based on that answer’s probability. Then, we utilize entity-
level question/answering pairs that are under the same quality
assessment dimension to formulate our dimension-level score
𝑆𝑑𝑖𝑚 . To be specific, we simply calculate the linear summation of
multiple answers’ probability 𝑆𝑒𝑛𝑡𝑖𝑡𝑦 , as illustrated in Eq. 3.

𝑆𝑑𝑖𝑚 =
1
𝑁

𝑁∑︁
𝑖=1

𝑆𝑒𝑛𝑡𝑖𝑡𝑦𝑖 (3)

In the end, we derive the overall-level score 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 with the
weighted average of five distinct dimension scores 𝑆𝑑𝑖𝑚 in Eq. 4.

𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 =

5∑︁
𝑖=1

𝑤𝑖 . 𝑆𝑑𝑖𝑚𝑖 (4)

3.2 Entity-level Dataset with Reasoning
In this section, we introduce the construction pipeline of our entity-
level instruction tuning dataset, named FingER-Instruct-60k.
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3.2.1 Prompt and T2V Model Selection. Based on VideoGen-
Eval [45] dataset, our instruction tuning dataset is composed of 420
diverse text prompts and 3.3k AI-generated videos produced by 8
modern T2V models, including closed-source models: Kling, Luma,
PixVerse, Vidu [3], Qingying, and open-sourced models: Mochi-
1 [28], CogVideoX [42], Open-Sora [49]. We utilize all 420 text
prompts from the T2V session [45], which cover a diverse range of
complex scenarios, including human-centric activities, material and
spatial relationships, as well as animal and text generations. These
prompts are derived from real-life user inputs. As for the T2Vmodel
selection, we denote models that understand and obey most of the
common sense and physical laws, and generate time-consistent
videos without obvious temporal distortions as the high-quality
model. We select the generative models uniformly based solely on
the quality of their generated videos, spanning from high-quality
models to average-quality models, for a more diverse training data
distribution.

3.2.2 Entity-levelQuestion Generation and Annotation. Our
multi-dimensional entity-level question generation starts with un-
derstanding users’ input prompts and extracting the entities within.
We use GPT-4o [15] for prompt understanding and entity extrac-
tion, with abundant in-context learning examples provided. Then,
we perform the entity-level question generation for our five distinct
assessment dimensions. For each entity, we prompt the LLM with
task introduction, assessment dimension explanation with several
key points to focus on, user’s input prompt, the extracted entity, and
the most important in-context learning examples. And we extract
the generated questions with regular expression matching.

For data annotation, we engaged 10 professional annotators to
complete the task of annotating 60k question/answer pairs. Inter-
annotator agreement was ensured throughmultiple rounds of small-
scale pilot annotations, and the entire process took approximately
one month to complete.

3.2.3 Reasoning Generation and Verification. We employ the
powerful closed-source MLLM [29] to generate the initial version
of the reasoning process. Specifically, we prompt the MLLM with
the assessment dimension explanation, user prompt, in-context
learning examples, and the entity-level question along with its
human-annotated result. An interesting finding is that when the
MLLM is provided with the correct answer to the entity-level ques-
tion, the generated reasoning process for explaining the answer is
more reasonable than when directly generating the answer and its
reason. Rather than using the MLLM-generated reasoning process
directly, we conduct thorough human verification to ensure the
quality of our reasoning training data.

3.3 Instruction Tuning and GRPO Training
We use Qwen2.5-VL-7B-Instruct [1] as our base model and ap-
ply supervised fine-tuning, SFT with reasoning and reinforcement
learning on it.

3.3.1 Supervised Fine-Tuning. We directly train the base model
on FingER-Instruct-60k, the response of model only contains
"Yes" or "No" answer following the next token prediction paradigm.
It means the model only needs to learn to predict the correct answer
without any reasoning process. The loss function is Cross-Entropy

Loss:

L𝐶𝐸 = −
𝑁∑︁
𝑖=1

𝑦𝑖 log(𝑝𝑖 ) (5)

3.3.2 Supervised Fine-Tuning with Reasoning. We also train
base model on FingER-Instruct-60k, but the difference compared
to Supervised Fine-Tuning is the model needs to learn predicting
the correct answer within < 𝑎𝑛𝑠𝑤𝑒𝑟 > ... < /𝑎𝑛𝑠𝑤𝑒𝑟 > tag and its
reasoning processes within < 𝑡ℎ𝑖𝑛𝑘 > ... < /𝑡ℎ𝑖𝑛𝑘 > tag. We apply
prompt engineering on the input tokens to reach this difference.
The loss also contains the gap of reasoning processes and the gap
of answers.

3.3.3 GRPO Training. We employ GRPO [27] to enhance reason-
ing inference performance, exploring two protocols: (i) Zero-GRPO,
which relies solely on reinforcement learning without initial super-
vised data; and (ii) GRPO with cold-start Supervised Fine-Tuning,
which combines initial supervised learning with subsequent rein-
forcement optimization.

Zero-GRPO. Zero-GRPO is an exploratory attempt that is initi-
ated directly from Qwen-2.5-VL [1] and uses RL to implicitly im-
prove reasoning abilities without annotated reasons. For each video-
question pair, we first sample a group of outputs {𝑜1, 𝑜2, ..., 𝑜𝐺 } by
old policy 𝜋𝜃𝑜𝑙𝑑 (𝑜𝑖 |𝑣, 𝑞), 𝑣 denotes the video that needs to be evalu-
ated, 𝑞 denotes the question for each entity and dimension. Then
update the policy model 𝜋𝜃 by minimizing the following loss.

L𝐺𝑅𝑃𝑂 (𝜃 ) = −E[𝑞~𝑃 (𝑄), {𝑜𝑖 }𝐺𝑖=1~𝜋𝜃𝑜𝑙𝑑 (𝑂 |𝑣, 𝑞)]

1
𝐺

𝐺∑︁
𝑖=1

(
𝑚𝑖𝑛

(
𝜋𝜃 (𝑜𝑖 |𝑣, 𝑞)

𝜋𝜃𝑜𝑙𝑑 (𝑜𝑖 |𝑣, 𝑞)
∗𝐴𝑑𝑣𝑖 ,

𝑐𝑙𝑖𝑝

( 𝜋𝜃 (𝑜𝑖 |𝑣, 𝑞)
𝜋𝜃𝑜𝑙𝑑 (𝑜𝑖 |𝑣, 𝑞)

, 1 − 𝜖, 1 + 𝜖

)
∗𝐴𝑑𝑣𝑖

)
+ 𝛽D𝐾𝐿 (𝜋𝜃 | |𝜋𝑟𝑒 𝑓 )

)
(6)

D𝐾𝐿 (𝜋𝜃 | |𝜋𝑟𝑒 𝑓 ) =
𝜋𝑟𝑒 𝑓 (𝑜𝑖 |𝑣, 𝑞)
𝜋𝜃 (𝑜𝑖 |𝑣, 𝑞)

− 𝑙𝑜𝑔
𝜋𝑟𝑒 𝑓 (𝑜𝑖 |𝑣, 𝑞)
𝜋𝜃 (𝑜𝑖 |𝑣, 𝑞)

− 1 (7)

𝛽 denotes the coefficient of Kullback-Leibler Divergence [17] be-
tween base model and policy model, 𝜖 denotes the threshold of
clip. 𝐴𝑑𝑣𝑖 is the advantage which is the normalization of a group of
rewards {𝑟1, 𝑟2, ..., 𝑟𝐺 } computed from outputs within each group:

𝐴𝑑𝑣𝑖 =
𝑟𝑖 −𝑀𝑒𝑎𝑛{𝑟1, 𝑟2, ..., 𝑟𝑔}

𝑆𝑡𝑑{𝑟1, 𝑟2, ..., 𝑟𝐺 }
(8)

𝑟𝑖 is composed of two reward functions:

𝑟𝑖 = 𝑟𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 + 𝑟 𝑓 𝑜𝑟𝑚𝑎𝑡 𝑖 (9)

𝑟𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 =

{
1.0 if 𝑎𝑛𝑠𝑤𝑒𝑟𝑖 = 𝐺𝑇 𝑖

0.0 else
(10)

𝑟 𝑓 𝑜𝑟𝑚𝑎𝑡 𝑖
=

{
1.0 if 𝑜𝑖 includes correct format
0.0 else

(11)

Correct format means the output 𝑜𝑖 contains two tags:
< 𝑎𝑛𝑠𝑤𝑒𝑟 > ... < /𝑎𝑛𝑠𝑤𝑒𝑟 > and < 𝑡ℎ𝑖𝑛𝑘 > ... < /𝑡ℎ𝑖𝑛𝑘 >.
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"Yes" or "No" token only appears within the answer tag, and the
reasoning process only appears within the reason tag.

GRPO with cold-start Supervised Fine-Tuning. DeepSeek-
R1 demonstrated that fine-tuning on an annotated dataset with
reasoning processes before applying reinforcement learning (RL)
yields better performance than directly using RL [11]. We adopt this
approach in our supervised fine-tuning model. The sole difference
between Zero-GRPO and GRPO with cold-start Supervised Fine-
Tuning lies in the base model: the latter is initialized from a model
pre-trained on annotated data containing reasoning processes.

4 Experiments
4.1 Datasets and Evaluation Metrics
4.1.1 Datasets. We split 185 generated videos (around 5% of the
whole data) with 3.5k entity-level questions from 5 distinct quality
assessment dimensions to formulate our FingER-test dataset. Re-
garding the public benchmarks, we adopt the popular GenAI-Bench
[19] and recently released MonetBench [41] for performance evalu-
ation. GenAI-Bench contains 800 unique text prompts paired with
4 T2V models, and each generated video has MOS (Mean Opinion
Scores) annotated by 3 annotators. MonetBench consists of 1000
different text prompts, each paired with 2 T2V models. Each pair of
videos is generated with the same prompt but different video gen-
eration models. MonetBench annotates the video pair with human
preferences, including "win", "lose", and "tie" options.

4.1.2 Evaluation Metrics. We report the accuracy (Acc) of "Yes"
or "No" answers, the Pearson linear correlation coefficient (PLCC),
and the Spearman rank correlation coefficient (SRCC) on our pro-
posed FingER-test dataset. We evaluate our models with and with-
out token probability calculation, denoted by (w/ prob) and (w/o
prob) in Tab. 1 and Tab. 2. Following previous works in [12, 21], we
utilize the SRCC and the PLCC for evaluating model’s performance
on GenAI-Bench. And we use pairwise accuracy as the metric for
human preference evaluation on MonetBench and report tau and
diff, followed [10, 41].

4.2 Implementation Details
Based on Qwen-2.5-VL-7B [1], we fine-tune our model with the
following experiment settings: learning rate of 5.0e-6, global batch
size of 32, video input fps (frame-per-second) is set to 2, and video
maximum input resolution is set to 448 × 448 pixels. We utilize
LLaMA-Factory [48] as our supervised fine-tuning (SFT) codebase.
We perform SFT on our proposed FingER-Instruct-60k dataset for 2
epochs with 8 NVIDIA H20 GPUs, and the training steps are the
same for the model trained with extra reasoning process. As for the
settings of our reinforcement learning (RL) experiments, we employ
Huggingface-TRL [32] as our RL fine-tuning tool with following
hyper-parameters to implement GRPO: 𝛽 = 0.04, and the number
of group 𝐺 = 16, 𝜖 = 0.2, 𝜇 = 1, the initial learning rate of RL is
5.0e-7. We train Zero-GRPO and GRPO with cold-start for 2k steps
on 4 NVIDIA H20 GPUs. And𝑤𝑖 is set to 0.2 for 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 in Eq. 4.

4.3 Zero-shot Performance on FingER-test
We report the zero-shot performance of Qwen2.5-VL across five
dimensions on our dataset. Through ablations on resolution, frame
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Figure 3: Zero-shot performance on five distinct assessment
dimensions with different input resolution and fps.

rate (fps), and evaluation granularity, we reveal the capabilities of
the base model to handle different dimensions, and further demon-
strate the crucial importance of integrating entity-level evaluation.

Increasing resolution and fps leads to slight improvements.
Fig. 3 illustrates the accuracy across five dimensionswhen prompted
with entity-level questions. We can see that the accuracy curves
show slight improvements with increasing resolutions or frame
rates (fps), albeit at a significant computational cost. These re-
sults suggest that resolution and fps are not the primary factors of
performance enhancement. Consequently, for efficiency we adopt
448 × 448 pixels and 2 fps as the default settings for subsequent
zero-shot and supervised fine-tuning (SFT) experiments.

Performance varies significantly across different dimen-
sions. As shown in Fig. 3, the zero-shot accuracy for visual quality
is exceptionally low at 26.1%, while factual consistency achieves
57.6%. In contrast, dimensions like text alignment show higher ac-
curacy at 80.59%, likely due to the base model’s inherent capabilities
from pre-training on caption data. We believe that the notably low
accuracy in visual quality is primarily attributed to misalignment
from AI-generated videos, and the main challenges still lie in di-
mensions requiring in-depth reasoning, such as factual consistency,
temporal consistency, and text alignment, which will be further
demonstrated in the following section.

Integrating entity-level evaluations brings a substantial
performance gain. To validate the efficacy of our entity-level QA
framework, we conduct experiments across three evaluation granu-
larities: overall level, dimension level, and our proposed entity
level, as detailed in Tab. 1. The overall level (1st row) prompts the
model with an overall assessment rating from 1 to 4, accompanied
by detailed evaluation criteria, while the dimension level (2nd row)
prompts model to rate each dimension from 1 to 4, which are then
averaged to get a final score. The results of our proposed entity-
level (3rd and 4th rows) are reported with and without a probability
calculation strategy introduced in Sec. 3.1, and furthermore, we
instruct the model to provide explanatory reasoning along with an-
swers (last two rows). Compared to the entity-level framework, both
the overall and dimension levels exhibit substantial performance
degradation across all dimensions, indicating that fine-grained eval-
uation substantially enhances the model’s performance. It is worth
noting that incorporating explanatory reasoning does not bring
improvements, revealing the inherent limitations of the base model
in understanding AI-generated videos.
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Table 1: Correlation between model Zero-shot answer and human reference on FingER-test

Method Visual Quality Temporal Dynamic Degree Text Alignment Factual Overall
Qwen2.5-VL Acc/SRCC/PLCC Acc/SRCC/PLCC Acc/SRCC/PLCC Acc/SRCC/PLCC Acc/SRCC/PLCC Acc/SRCC/PLCC

Overall Level — — — — — -/30.68/29.27
Dimension Level -/35.06/35.54 -/16.05/17.06 -/14.81/14.09 -/33.68/32.62 -/13.86/12.28 -/52.32/61.14
Entity (w/o prob) 25.33/1.85/5.22 78.72/83.26/83.91 72.87/51.04/48.98 81.6/70.68/73.44 58.34/51.03/53.27 66.50/80.86/83.71
Entity (w/ prob) 25.33/40.60/40.94 78.72/84.51/85.44 72.87/56.48/56.85 81.6/74.09/76.49 58.34/57.45/58.67 66.50/81.23/85.26
+Reason (w/o prob) 45.71/49.97/49.61 77.65/83.12/83.89 75.21/54.30/52.87 81.08/73.24/75.31 40.51/17.43/23.55 63.96/73.40/79.15
+Reason (w/ prob) 45.71/46.29/49.64 77.65/84.60/83.89 75.21/48.88/52.80 81.08/72.38/75.35 40.51/29.27/23.50 63.96/73.29/79.18

Table 2: Correlation between SFT/RL model answer and human reference on FingER-test (Z-GRPO means Zero-GRPO)

Method Visual Quality Temporal Dynamic Degree Text Alignment Factual Overall
Acc/SRCC/PLCC Acc/SRCC/PLCC Acc/SRCC/PLCC Acc/SRCC/PLCC Acc/SRCC/PLCC Acc/SRCC/PLCC

GPT-4o [15] 62.19/56.24/57.93 77.83/78.64/79.13 68.31/54.14/57.02 83.41/72.20/74.33 58.77/48.93/49.51 69.92/81.25/82.36
VideoScore [12] -/22.80/18.55 -/23.84/26.06 -/9.49/7.18 -/19.18/13.87 -/22.93/18.31 -/20.39/17.68
Qwen2.5-VL [1] 25.33/40.60/40.94 78.72/84.51/85.44 72.87/56.48/56.85 81.6/74.09/76.49 58.34/57.45/58.67 66.50/81.23/85.26
Z-GRPO (w/o prob) 76.01/73.39/70.46 78.01/83.13/83.82 77.93/69.74/68.47 84.46/73.80/75.99 55.21/47.47/50.33 74.51/83.46/86.56
Z-GRPO (w/ prob) 76.01/71.83/71.97 78.01/81.81/83.86 77.93/67.49/68.51 84.46/74.38/76.28 55.21/42.21/50.15 74.51/83.24/86.82
FingER (w/o prob) 83.78/83.48/82.53 83.33/83.13/83.70 83.23/71.37/67.95 82.77/70.94/73.75 72.89/64.12/64.61 81.25/88.87/89.67
FingER (w/ prob) 83.78/85.31/85.22 83.33/86.24/86.99 83.23/77.07/74.73 82.77/73.85/77.98 72.89/70.99/69.26 81.25/90.23/91.41
+Reason (w/o prob) 84.05/81.51/81.00 84.04/85.88/86.63 82.49/69.22/68.22 86.79/77.87/79.77 74.03/67.47/68.41 82.33/89.79/91.64
+Reason (w/ prob) 84.05/83.85/83.87 84.04/86.51/87.09 82.49/76.11/76.70 86.79/79.34/83.16 74.03/71.70/70.27 82.33/90.31/92.04
+GRPO (w/o prob) 82.30/80.62/78.09 82.98/85.08/85.57 81.63/65.54/64.92 85.88/75.74/77.91 74.04/68.65/70.73 81.41/89.26/91.25
+GRPO (w/ prob) 82.30/83.76/83.51 82.98/86.64/87.43 81.63/75.05/74.68 85.88/78.32/82.63 74.04/71.87/72.03 81.41/90.43/92.41

Table 3: Zero-shot Evaluation Results on Public Benchmarks

Method GenAI-Bench[19] MonetBench[41]
SRCC PLCC tau diff

GPT-4o[15] 35.79 36.61 45.70 48.30
Qwen2.5-VL[1] 46.62 44.29 46.70 44.27
VideoScore[12] 42.22 40.62 49.10 54.90
VQAScore[21] 52.70 50.60 56.10 59.50
Zero-GRPO 49.58 44.39 51.30 51.34
FingER 54.13 52.60 53.90 57.31
+ Reason 56.68 57.25 57.80 62.07
+ GRPO 57.03 56.59 58.00 62.80

4.4 SFT and RL Performance on FingER-test
In this section, we report the performance of our reasoning model
on FingER-test using different training protocols, including SFT
with answers, SFT with reasons, zero GRPO, and GRPO with a
cold start. We also provide results using the closed-source model
GPT-4o [15] and VideoScore [12] for comparisons, as detailed in
Tab. 2. Note that all these results, except for VideoScore [12], are
obtained by entity-level evaluations for fair comparisons.

Our model, trained with only answers, demonstrates significant
performance improvements over the base model, achieving overall
gains of 14.75/9.00/6.15 in Acc/SRCC/PLCC, respectively. Substan-
tial improvements are observed in the dimensions of visual quality,

dynamic degree, and factual consistency. Note that the improve-
ment in the text alignment dimension is limited, mainly due to its
inherent capabilities derived from pre-training data.

Incorporating additional reasoning during training further boosts
the performance, particularly in the dimensions of text alignment,
factual consistency, and temporal consistency. For the text align-
ment dimension, the SFT with reasoning harvests performance
gains with 4.02/5.49/5.18 in Acc/SRCC/PLCC. These improvements
underscore the importance of in-depth video understanding to
achieve higher performance in these dimensions.

We further investigate the reasoning training using RL, which
includes two kinds of training procedures: (1) Zero-GRPO, and
(2) GRPO initialized with a cold-start from reasoning SFT train-
ing. The results presented in Tab. 2 reveal that Zero-GRPO fails
to predict correct answers. Upon closer examination of the train-
ing process, we identified that the issue stems from the reasoning
component. Zero-GRPO generates reasons that resemble captions
rather than logical reasoning. In contrast, when GRPO is applied
with a cold-start initialization from our reasoning SFT model, it
is able to surpass the SFT model with only 1k additional training
steps. Among these dimensions, we observed steady performance
improvements in the temporal and factual consistency dimensions,
with boosts of 1.15/0.88/2.77 in factual consistency. We believe that
the reasoning cold-start teaches the model to reason in a roughman-
ner, while GRPO guides it towards adopting reasons with correct
answers, thereby incentivizing its reasoning capability.

Moreover, we evaluate the performance on our proposed FingER-
test dataset with closed-sourceMLLM [15] (1st row), and VideoScore
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<think>"The video transitions from a bustling fantasy market to a cityscape. The cityscape features tall, dark spires and 
buildings with gothic architecture. The buildings appear to be made of stone or similar materials. The overall appearance of 
the cityscape is somewhat fantastical and does not accurately represent the attributes of contemporary urban 
environments. The buildings have a medieval or gothic style, which is not typical of modern cities. The cityscape also appears 
to be quite dense and crowded, which is not always the case in modern cities. Therefore, the modern cityscape in the video 
does not realistically demonstrate the attributes of contemporary urban environments."</think>
<answer>"No."</answer>

FingER
User "Is the reflection of the person 

visible on the water’s surface?"

<think>"The text prompt describes a person standing by a lake, gazing at the sunset, with their reflection mirrored on 
the water's surface. The video shows a person standing near a lake during sunset. However, the reflection of the 
person is not visible on the water's surface. Therefore, the answer to the question \"Is the reflection of the person 
visible on the water’s surface?\" is No."</think>
<answer>"No."</answer>

Detailed prompt
of this aspect

Text Prompt: The camera follows a person standing alone by the lake, gazing at the distant sunset, with their reflection mirrored on the water’s surface.

Text Prompt: Two teenagers are involved in a heated argument that escalates into a physical fight at school. The camera captures the aggression and tension between them.

"Is there any local deformation 
or dislocation of the teenagers 
during their argument or fight?"

<think>"The video shows two teenagers arguing and fighting. Throughout the video, there are instances of local 
deformation and dislocation of the teenagers during their argument or fight. For example, at 0:02-0:03, the teenager on 
the left side of the screen experiences significant deformation around his face and arms as he moves. The shape and size 
of his face and arms change unnaturally during these movements. Similarly, the teenager on the right side of the screen 
also exhibits deformation around his face and arms during the fight. These deformations and dislocations are not 
consistent with natural human movement and indicate temporal inconsistencies in the video generation."</think>
<answer>"Yes."</answer>

Text Prompt: The camera flies over a bustling medieval marketplace, seamlessly transitioning to a modern cityscape with towering skyscrapers and neon lights.

"Does the modern cityscape in the 
video realistically demonstrate the 
attributes of contemporary urban 
environments?"

User

Detailed prompt
of this aspect

FingER

User

Detailed prompt
of this aspect

FingER

Figure 4: Qualitative results. We show several reasoning results outputted by our GRPO model.

[12] (2nd row), our proposed FingER outperforms those methods
with a large margin across all five assessment dimensions.

4.5 Comparison on Public Benchmarks
Tab. 3 demonstrates the consistent improvements achieved by our
method on two public benchmarks. We compare our methods with
GPT-4o, Qwen2.5-VL and two other approaches. Specifically, with
only Yes/No answer prediction, we already outperform all methods
on GenAI-Bench, indicating the effectiveness of our fine-grained
evaluation framework. Training with reasons and GRPO with a
cold-start leads to further improvements with a final 8.21%/11.83%
SRCC/PLCC relative performance boost. On MonetBench, without
any weight fitting, we just average scores of five dimensions, our
method is able to achieve 3.39%/5.55% relative improvements of
tau/diff. It is worth noting that VideoScore [12] is trained using 37.6k
training videos, while VQAScore [21] utilizes 665k samples, we
outperform these methods with only 3.3k training videos without
additional training samples from other sources, which is at most
one-tenth of the training size adopted by other methods.

5 Conclusion
In this paper, we emphasize the critical importance of integrating
fine-grained reasoning into AI-generated video quality assessment,
and we propose FingER, an entity-level fine-grained quality as-
sessment framework with five distinct evaluation dimensions for
AI-generated videos. To bridge the gap between non-AI videos and
AI-generated videos, we construct a high-quality dataset, FingER-
Instruct-60k, which consists of 3.3k videos generated by modern
T2V models and 60k entity-level question / answering / reasoning
pairs. Based on this dataset, we explore multiple training protocols
to best incentivize the model’s reasoning capability, including rea-
son SFT, zero GRPO and GRPO with a reasoning cold-start. Exten-
sive experiments demonstrate that by utilizing GRPO training with
a cold-start, our method not only achieves the best performance on
our dataset, but also outperforms other methods and closed-source
models on two public benchmarks. And it is worth noting that
we achieve SOTA performance with only 3.3k training samples.
Our codes and datasets are available at https://github.com/AMAP-
ML/FingER.
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