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Abstract
Label projection, which involves obtaining001
translated labels and texts jointly, is essential002
for leveraging machine translation to facilitate003
cross-lingual transfer in structured prediction004
tasks. Prior research exploring label projection005
often compromises translation accuracy in fa-006
vor of simplified label identification or suffers007
from inaccuracies by relying solely on word008
alignment for constructing label phrases. In009
this paper, we introduce a novel label projection010
approach, CLAP, which translates text to the011
target language and performs contextual trans-012
lation on the labels using the translated text013
as the context, ensuring better accuracy for the014
translated labels. We leverage instruction-tuned015
language models with multilingual capabilities016
as our contextual translator, imposing the con-017
straint of the presence of translated labels in the018
translated text via instructions. We compare019
CLAP with other label projection techniques on020
zero-shot cross-lingual transfer across 39 lan-021
guages on two representative structured predic-022
tion tasks — event argument extraction (EAE)023
and named entity recognition (NER). Exper-024
iments reveal that CLAP improves by 1.7 F1025
points for EAE and by 1.4 F1 points for NER.026

1 Introduction027

Cross-lingual transfer for structured prediction028

tasks such as named entity recognition, relation029

extraction, and event extraction, has gained consid-030

erable attention recently (Huang et al., 2022; Cao031

et al., 2023; Tedeschi and Navigli, 2022; Cabot032

et al., 2023; Fincke et al., 2022; Jenkins et al., 2023;033

Ahmad et al., 2021b). It generalizes models trained034

in a source languages to other target languages,035

broadening the scope of these applications to more036

languages (Chen and Ritter, 2021; Subburathinam037

et al., 2019; Pouran Ben Veyseh et al., 2022).038

One effective and simple way to improve cross-039

lingual transfer performance is translate-train,040

In South Florida, the average number of suits against a neurosurgeon is five.

(suits, trigger), (neurosurgeon, Defendant)

Sentence :

Labels - Roles :

Source Language: English (en)

Jointly Translate Sentence
+ Obtain translated Labels in 

translated sentence

LABEL PROJECTION

在南佛罗里达州,针对神经外科医生的平均西装为五起

(西装, trigger), (神经外科医生, Defendant)

Sentence :

Labels - Roles :

Target Language: Chinese (zh)

在南佛罗里达州,针对神经外科医生的诉讼平均为五起

(讼案, trigger), (神经外科医生, Defendant)

Sentence :

Labels - Roles :

在南佛罗里达州,针对神经外科医生的诉讼平均为五起

(诉讼, trigger), (神经外科医生, Defendant)

Sentence :

Labels - Roles :

“西装” is the Chinese 
of “a set of men's 

garments”. This is not a 
suitable translation of 

“suits” in this sentence.

Despite “讼案” is an 
accurate translation 

of “suits” in this 
sentence,  “讼案” is 

not presented in 
the translated 

sentence. * Labels in the figure have been selectively omitted for conciseness.

Figure 1: Illustration of the task of label projection from
English to Chinese. Label projection converts sentences
from a source to a target language while translating the
associated labels jointly. Failures in this process occur
when labels are either inaccurately translated or missing
in the translated sentence in the target language.

which leverages machine translation to generate 041

pseudo-training data in the target languages by 042

translating source language training data (Xue et al., 043

2021; Ruder et al., 2021; Yu et al., 2023). However, 044

applying this technique to structured prediction 045

tasks necessitates a label projection step, which 046

involves jointly translating input sentences and la- 047

bels (Chen et al., 2023). Label projection requires 048

not only accurate translation of the labels but also 049

maintaining the association between the translated 050

texts and labels. As illustrated in Figure 1, while 051

“suits” can have multiple valid translations, only 052

“诉讼” is presented in the translated sentence and 053

is a proper translation at the same time. 054

Prior works have dealt with label projection 055

through two primary frameworks. The first one, 056

illustrated in Figure 2(a), performs machine trans- 057

lation on modified source sentences that incorpo- 058

rate label annotations using special markers (Chen 059
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et al., 2023; Hennig et al., 2023). Translated labels060

can be extracted if special markers are retained061

in the translations. In this approach, the quality062

of the translation is inherently compromised due063

to the inclusion of special markers (Chen et al.,064

2023). The other framework uses word similarity065

to procure word alignments between the source and066

translated sentences. Label translations are further067

constructed by combining mapped tokens in the068

translated sentence (Stengel-Eskin et al., 2019; Ak-069

bik et al., 2015; Aminian et al., 2019), as shown in070

Figure 2(b). However, it is hard for this framework071

to ensure accurate label translation by merely using072

word alignments, as we will show in Section 4.4.073

In this work, we introduce CLAP (Contextual074

Label Projection), which obtains projected label075

annotations by utilizing contextual machine trans-076

lation for the labels. We first acquire the translation077

of the whole input sentence by any plug-and-play078

machine translation model. Then, inspried by the079

idea of contextual machine translation (Wong et al.,080

2020; Voita et al., 2018), we use the translated in-081

put text as context to perform label translation, as082

shown in Figure 2(c). Exploiting contextual ma-083

chine translation strongly enhances the accuracy of084

the translated labels while preserving their associa-085

tion to the translated sentence. Furthermore, trans-086

lating the input sentence in an unmodified manner087

better exploits machine translators, and in turn, as-088

sures high quality of the translated sentence.089

To implement contextual machine translation,090

we utilize an instruction-tuned language model091

with multilingual capabilities, Llama-2 (Touvron092

et al., 2023). We encode the translated input sen-093

tence and the constraint for the presence of labels094

in the form of instruction prompts. Despite sacri-095

ficing some translation ability compared to super-096

vised machine translation models (Zhu et al., 2023),097

instruction-tuned language models provide better098

understanding of contextual constraints.099

We experiment on the tasks of event argument ex-100

traction (EAE) and named entity recognition (NER)101

using the ACE dataset (Doddington et al., 2004)102

and the WikiANN dataset (Pan et al., 2017), cover-103

ing 39 different languages in total. Our experiments104

show that utilizing label-projected data from CLAP105

for translate-train yields an average improvement106

of 1.7 and 1.4 F1 scores over strong baselines for107

EAE and NER respectively. We also perform an108

intrinsic evaluation using human study in Chinese,109

Arabic, Hindi, and Spanish to assess the projected110

labels’ quality which shows how CLAP provides 111

more accurate label translations while preserving 112

the label presence in the translated sentence. Fur- 113

ther analyses also reveal how CLAP generalizes 114

for different translation models and works effec- 115

tively for the translate-test paradigm as well. These 116

evaluations and robust analyses underscore the ef- 117

fectiveness of CLAP for label projection. 118

2 Background 119

2.1 Structure Prediction Tasks 120

Given an input sentence x, structure prediction 121

models aim to predict structure output y = [x[i1 : 122

j1], x[i2 : j2], . . . , x[in : jn]] (where x[i1 : j1] is 123

an input sentence span from token i1 to j1) cor- 124

responding to a set of roles r = [r1, r2, . . . , rn] 125

(where ri ∈ R, a pre-defined set of roles). This 126

vastly differs from standard classification-based 127

tasks wherein the output prediction y is a singular 128

value from a fixed set of classes independent of the 129

input sentence x. 130

2.2 Zero-shot Cross-Lingual Transfer 131

Zero-shot cross-lingual transfer (Hu et al., 2020; 132

Ahmad et al., 2019; Huang et al., 2021; Hsu et al., 133

2023b) aims to train a downstream model for the 134

target language ltgt using supervised data Dsrc 135

from a source language lsrc without using any 136

data in the target language (i.e. Dtgt = ϕ). The 137

paradigm has effectively advanced language tech- 138

nologies for under-resourced languages. 139

2.3 Translate-Train 140

Translate-train (Hu et al., 2020; Ruder et al., 2021) 141

is a popular and powerful zero-shot cross-lingual 142

transfer technique that leverages machine transla- 143

tors T to boost downstream model performance. 144

Specifically, in translate-train, Dsrc is translated 145

into the target language as pseudo training data 146

Dtgt
src and the downstream model is trained using a 147

combination of {Dsrc,Dtgt
src}. 148

Utilizing translate-train for structured prediction 149

tasks requires Label Projection, which includes 150

two sets of translations: (1) Sentence translation 151

(xsrc T−→ xtgt), where we use T−→ to denote the 152

translation from lsrc to ltgt using T ; and (2) Label 153

translation (ysrc → ytgt), such that the translated la- 154

bel ytgt is appropriately associated with xtgt. This 155

demand makes translate-train for structure predic- 156

tion tasks more complex than that for classification 157
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In South Florida, the average number of suits against a neurosurgeon is five..*+,
"*+, [ suits, neurosurgeon, South Florida ]
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(a) Marker-based Translation

(c) CLAP
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Examples

Contextual
Translation
Instruction
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(b) Word Alignment 

Chinese Sentence:  ������
,�	�������������
For the previous sentence, the words corresponding to ‘y’ is:

y = suits y = neurosurgeon y = South Florida
+

ℳ "-%. .!"!)

Figure 2: Illustration of the various techniques to conduct label projection: (a) Marker-based Translation use
markers to transform the sentence and translate the transformed sentence with label markers jointly, (b) Word
Alignment methods use external word alignment tools to locate the translated labels in the translated sentence, and
(c) CLAP performs contextual translation on labels using M (here we show instruction-tuned language model as
M) to locate translated label in the translated sentence.

tasks, as the latter only requires sentence transla-158

tion (since y is a value independent of x). 1159

Translate-Test Besides translate-train, translate-160

test is another commonly used technique in zero-161

shot cross-lingual transfer. During testing time, it162

uses models solely trained on Dsrc to make pre-163

dictions on translated test sentences (xtgt T−→ xsrc),164

and then uses label projection to map predictions165

on xsrc back to predictions on xtgt. Since it will166

cause additional error propagation issues during in-167

ference time, we mainly focus on translate-train in168

this paper. However, we discuss CLAP’s utilization169

and effectiveness on translate-test in Section 5.4.170

2.4 Label Projection171

We hereby technically define the problem of label172

projection (Akbik et al., 2015; Chen et al., 2023):173

xsrc T−→ xtgt174

& ysrcm → ytgtm ∀ysrcm ∈ y175

s.t. ytgtm ∈ xtgt ∀ytgtm ∈ ytgt.176

This problem requires optimizing two properties177

of accuracy and faithfulness on the translations.178

Accuracy ensures that [xtgt, ytgt1 , ytgt2 , . . . , ytgtn ] are179

1For certain structure prediction tasks like relation classifi-
cation (determining the relationship between two entities in
x), even if the output y is scalar, translate-train necessitates
label projection step due to the required projection of the two
given entities into the translated sentence.

accurate translations of [xsrc, ysrc1 , ysrc2 , . . . , ysrcn ]. 180

On the other hand, faithfulness ensures that each 181

ytgtm is associated with xtgt (the constraint of ytgtm ∈ 182

xtgt). Standard translation models T trained on 183

supervised sentence translation pairs cannot sim- 184

ply impose the additional faithfulness constraint, 185

such as the failure cases shown in Figure 1. This 186

demonstrates the challenges of the label projection. 187

3 Methodology 188

In this section, we first formally define the previ- 189

ous attempts at label projection and later introduce 190

CLAP, which provides a new perspective of using 191

contextual machine translation for label projection. 192

3.1 Baseline Methods 193

As stated in Section 1, two primary frameworks, 194

Marker-based translations and word-alignment- 195

based methods, are primarily used in prior works. 196

Marker-based Translations solve the label pro- 197

jection by first marking labels to the input sentence 198

xsrc, forming x̃src, and then use the translation 199

model to obtain the potential translation of input 200

sentence and labels jointly (Lewis et al., 2020; Hu 201

et al., 2020; Chen et al., 2023). For example, in Fig- 202

ure 2(a), “South Florida” is delineated by markers 203

[0] and [\0]. Assuming the preservation of mark- 204

ers after translation of x̃src, a post-processing step, 205

Pmark, is performed to retain the translated labels 206

3



ytgt and translated sentence xtgt. Putting every step207

together, we have208

x̃src = f(xsrc, ysrc), x̃tgt = T (x̃src)209

xtgt, ytgt = Pmark(x̃tgt, ysrc),210

where f denotes the marker addition step and x̃tgt211

is the translation of x̃src using translator T .212

Despite their simplicity, these methods suffer213

from poor translation quality and reduced robust-214

ness to different translation models owing to their215

input sentence transformations and strong assump-216

tions about the retention of markers in x̃tgt.217

Word Alignment approaches (Akbik et al., 2015;218

Yarmohammadi et al., 2021) first translate the in-219

put sentence and acquire word alignments (Dyer220

et al., 2013; Dou and Neubig, 2021) between the221

translation pairs. Each translated label ytgtm is then222

procured by merging the aligned words of ysrcm in223

the translated sentence using the word mappings w.224

For example, in Figure 2(b), the translated label for225

“South Florida” is obtained by merging two aligned226

words, which is done by a heuristic post-processing227

algorithm Palign. Formally, we have228

xtgt =T (xsrc), w = W(xsrc, xtgt)229

ytgtm =Palign(y
src
m , w, xsrc, xtgt) ∀ysrcm ∈ ysrc230

Although these approaches provide high-quality231

sentence translations, their translated labels can232

be error-prone as they use simple word alignment233

modules for capturing word-level translation rela-234

tions without considering the entire label for trans-235

lation (Akbik et al., 2015; Chen et al., 2023).236

3.2 CLAP237

We tackle the task of label projection through a238

new perspective — performing actual translation239

on labels instead of recovering them from trans-240

lated text xtgt. This better ensures the accuracy of241

the translated labels ytgt. To accomplish this, we242

leverage the idea of contextual machine translation243

on the label translation with xtgt as context.244

Contextual machine translation, which aims to245

perform phrase-level translations conditional on the246

context of the translated sentence, is tangentially247

explored for applications like anaphora resolution248

(Voita et al., 2018) and pronoun translations (Wong249

et al., 2020). The main goal of this task is to main-250

tain the consistency of phrasal translations in the251

given context. In our work, we develop a novel252

model CLAP to extend the idea of contextual trans- 253

lation to the application of label projection. 254

As illustrated in Figure 2(c), CLAP first utilizes 255

machine translation model T to translate input sen- 256

tence xsrc to xtgt. Treating xtgt as the context, the 257

contextual translation model M translates the la- 258

bels ysrc to ytgt. Contextual translation implicitly 259

imposes the faithfulness constraint which requires 260

ytgtm ∈ xtgt ∀ytgtm ∈ ytgt, hence, slackly satisfy- 261

ing the requirement of label projection. These two 262

steps can be formally described as 263

xtgt = T (xsrc) 264

ytgtm = M(ysrcm |xtgt) ∀ysrcm ∈ ysrc 265

where ytgtm is generated from M(ysrcm |xtgt), draw- 266

ing the significant difference from the previous 267

works. 268

Compared to word alignment approaches using 269

simple word-similarity aligners W , we use mod- 270

els with translation capabilities M, to improve the 271

accuracy of translated labels. Furthermore, the in- 272

dependence of T and M for translating xsrc and 273

ysrc respectively assures that CLAP has better trans- 274

lation quality for xtgt and is more robust than the 275

marker-based baselines. We empirically back these 276

intuitions in § 4.4. 277

3.3 Implementing CLAP 278

Putting our idea into practice, we configure T to 279

be a modular component that can be replaced by 280

any third-party translation model. For M, we use 281

an instruction-tuned language model with multi- 282

lingual capabilities. Instruction-tuned language 283

models can accept conditional information in their 284

natural language prompt. Specifically, we encode 285

the translated target sentence xtgt as well as the 286

faithfulness constraint ytgtm ∈ xtgt implicitly in 287

the form of natural language instructions (high- 288

lighted as “Contextual Translation Instruction” in 289

Figure 2(c)). Following Brown et al. (2020), we 290

also provide n randomly chosen in-context exam- 291

ples (highlighted as “In-context examples” in Fig- 292

ure 2(c)) to improve the instruction-understanding 293

capability of the model. 2 Lastly, we use simple 294

string-matching algorithms to get the exact span 295

index of ytgtm in xtgt. Although this may not be 296

the optimal solution when duplicated strings exist 297

in xtgt, it works well in practice as stated in prior 298

word-alignment methods (Dou and Neubig, 2021). 299

2The in-context examples are generated using Google
translation and initial prediction from instruction-tuned LMs.
The label predictions are further verified by back-translation.
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ACE WikiANN

# Train Instances 4,202 20,000
# Dev Instances 450 10,000
# Avg. Test Instances 194 6,469
# Test Languages 2 39

Table 1: High-level data statistics for ACE and
WikiANN datasets for EAE and NER tasks respectively.
# = ‘number of’ and Avg. = average.

4 Experiments and Results300

This section describes our experimental setup com-301

prising the datasets, baselines, and implementation302

details. Later, we present both intrinsic and extrin-303

sic evaluations of CLAP.304

4.1 Task and Dataset305

We choose two structure prediction tasks, event306

argument extraction (EAE) (Sundheim, 1992; Hsu307

et al., 2023a) and named entity recognition (NER)308

(Tjong Kim Sang, 2002; Tjong Kim Sang and309

De Meulder, 2003) for evaluating our label pro-310

jection method. EAE requires the extraction of311

text segments serving as arguments correspond-312

ing to an event and mapping them to their corre-313

sponding argument roles. NER aims to identify and314

categorize named entities from the input sentence.315

We use the multilingual ACE dataset (Doddington316

et al., 2004) and the WikiANN (Pan et al., 2017;317

Rahimi et al., 2019) for benchmarking EAE and318

NER, respectively. We consider the zero-shot cross-319

lingual transfer using English (en) as the source320

language for both tasks. For ACE, we follow the321

pre-processing by Huang et al. (2022) to retain 33322

event types and 22 argument roles. For WikiANN,323

we utilize pre-processing by Hu et al. (2020). We324

provide the high-level statistics for these datasets325

in Table 1. More details can be found in § A.326

4.2 Baselines327

We select two label projection models as baselines,328

each representing the two baseline frameworks we329

covered in Section 3.1, respectively: (1) EasyPro-330

ject (Chen et al., 2023), a recent marker-based331

translation technique, utilizes numbered square332

braces (e.g. [0] and [/0]) to mark the labels in333

the input sentence. (2) Awesome-Align (Dou and334

Neubig, 2021), a neural bilingual word alignment335

model, uses multilingual language models to find336

word similarities to derive word alignments, which337

are later used for label projection.338
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Accuracy (in %)
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fu
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CLAP
Awesome-align
EasyProject

EAE
NER

CLAP
Awesome-align
EasyProject

EAE
NER

Figure 3: Reporting faithfulness and accuracy (in %)
for the different label projection models on EAE and
NER datasets. The closer the model is to the top-right,
the better it is.

mBART mT5 mT5+Copy Avg
ar zh ar zh ar zh

Zero-shot∗ 36.3 47.3 36.7 51.0 40.3 51.9 43.9

Awesome-align 45.2 49.4 46.8 53.7 48.6 54.5 49.7
EasyProject 37.9 52.3 34.5 54.6 38.5 56.3 45.7
CLAP (ours) 46.0 53.4 44.3 56.5 49.3 58.6 51.4

Table 2: Extrinsic evaluation of the different label pro-
jection techniques regarding downstream model perfor-
mance using translate-train for EAE. Avg = Average. ∗

indicates the reproduced results of our base zero-shot
cross-lingual EAE model, X-Gear (Huang et al., 2022).

4.3 Implementation Details 339

For the translation model T , we experiment with 340

the Google Machine Translation (GMT). 3 For 341

CLAP, we use the text-completion version of 342

Llama-2 (Touvron et al., 2023) with 13B parame- 343

ters as M. We use n = 2 in-context examples for 344

CLAP prompts. For Awesome-align, we use the 345

unsupervised version of their model utilizing mul- 346

tilingual BERT (Devlin et al., 2019) as it provides 347

better results (Chen et al., 2023). 348

4.4 Intrinsic Evaluation 349

We first evaluate CLAP by directly evaluating the 350

label projection quality, mainly focusing on evalu- 351

ating the accuracy and faithfulness of the translated 352

labels, with the definition stated in Section 2.4. 353

Accuracy is measured in terms of translation 354

quality by comparing the source labels with the 355

translated labels (ysrc ↔ ytgt). We hire native 356

human speakers to rank the translated labels by the 357

3https://cloud.google.com/translate
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Lang af ar bg bn de el es et eu fa fi fr he hi hu id it ja jv ka

Zero-shot 77.4 48.1 82.8 77.0 78.8 80.6 74.5 78.7 61.4 69.2 79.3 79.4 57.3 70.6 80.8 53.1 79.4 19.1 58.5 72.3

Awesome-align 77.9 46.0 81.0 81.2 78.8 71.7 65.3 78.0 66.8 46.4 77.4 78.2 55.3 73.9 77.4 52.8 79.3 20.3 56.3 70.4
EasyProject 76.1 34.4 81.0 78.6 78.8 69.3 70.5 73.9 54.8 49.1 77.8 78.8 61.1 73.0 75.6 51.0 79.0 41.3 62.4 66.4
CLAP 74.4 48.7 81.0 78.1 78.4 75.9 74.7 77.4 68.8 59.0 75.9 79.4 58.4 73.1 72.4 56.1 80.1 45.3 64.8 70.5

kk ko ml mr ms my nl pt ru sw ta te th tl tr ur vi yo zh Avg

Zero-shot 51.9 57.5 66.4 65.3 53.4 65.8 83.0 80.0 74.2 68.4 60.3 62.1 0.4 74.5 65.6 62.2 75.0 34.1 24.6 64.2

Awesome-align 47.7 57.7 63.4 62.4 70.7 54.1 83.0 75.8 64.8 70.1 62.4 55.4 2.4 80.9 62.8 53.7 66.4 61.5 45.4 63.5
EasyProject 31.7 48.2 56.5 59.8 71.7 60.3 81.9 79.6 66.3 71.5 53.2 54.2 11.4 78.2 66.8 63.8 65.6 68.8 42.0 63.2
CLAP 42.8 60.1 60.3 61.4 73.5 61.5 82.2 78.2 68.3 70.6 59.6 53.1 13.2 74.6 62.9 32.9 75.8 59.6 49.7 64.9

Table 3: Extrinsic evaluation of the different label projection techniques in terms of downstream model performance
using translate-train for NER. Avg = Average.

different models based on their translation quality.358

We conduct this evaluation on 50 data samples359

for four languages - Chinese, Arabic, Hindi, and360

Spanish, respectively. The final accuracy score for361

each model is the average percentage when the362

given methods provided the best quality translation363

for the labels among the other competitors.364

Faithfulness measures the fulfillment of the la-365

bel projection constraint. It is measured as a per-366

centage of projected data points when all the trans-367

lated labels are present in the translated input sen-368

tence
(
ytgtm ∈ xtgt ,∀ytgtm ∈ ytgt

)
. The statistics369

use the complete test set on ACE and WikiANN.370

4.4.1 Results371

The accuracy and faithfulness of the models are372

plotted together in Figure 3. An ideal model should373

optimize both these metrics and thus, the closer374

the models are to the top-right, the better they are375

deemed. Overall, this figure shows how CLAP per-376

forms the best intrinsically as it is the closest to377

the top-right for both the tasks. For EAE, CLAP is378

better than all models in both the metrics, while for379

NER, CLAP compromises faithfulness slightly for380

stronger accuracy. Awesome-align and EasyPro-381

ject are both great at attaining higher projection382

rates but produce more inaccurate label translations.383

Overall, intrinsic evaluation reveals how CLAP pro-384

vides the best balance of accuracy and faithfulness.385

4.5 Extrinsic Evaluation386

Extrinsic evaluation implicitly evaluates the label387

projection techniques’ ability to generate good-388

quality data for downstream tasks. The projected389

data is utilized to train downstream models using390

the translate-train paradigm together with the origi-391

nal training data in English. For translate-train, we392

only retain the projected datapoints that satisfy the393

faithfulness constraint as part of the target pseudo- 394

training data Dtgt
src. 395

EAE For EAE downstream model, we use the 396

state-of-the-art model for zero-shot cross-lingual 397

EAE: X-Gear (Huang et al., 2022). We explore 398

three versions of the X-Gear model: mBART with- 399

out copy (mBART), mT5 without copy (mT5), 400

and mT5 with copy mechanism (mT5+Copy). We 401

present the results in terms of argument classifica- 402

tion F1 scores 4 in Table 2. For reference, we also 403

include the zero-shot baseline (training only on 404

Dsrc). Evidently, CLAP performs the best provid- 405

ing an average gain of 1.7 F1 points over the next 406

best baseline of Awesome-align and a net gain of 407

7.5 F1 points over the zero-shot baseline. This re- 408

sult is in sync with our intrinsic evaluation wherein 409

CLAP performed the best for EAE. 410

NER For NER, we utilize XLM-RoBERTalarge 411

(Conneau et al., 2020) as our downstream model 412

and use the XTREME (Hu et al., 2020) setup for 413

implementation. The main results for entity clas- 414

sification F1 scores are presented in Table 3 along 415

with the zero-shot baseline. Overall, CLAP per- 416

forms the best with an absolute improvement of 417

0.7 F1 points over the zero-shot baseline and 1.4- 418

1.7 F1 points over the previous works. The strong 419

downstream model performance using CLAP com- 420

bined with our learnings from intrinsic evaluation 421

underscores the importance of prioritizing accuracy 422

over faithfulness for NER. 423

5 Analysis 424

5.1 Qualitative Analysis 425

Diving deeper, we qualitatively study typical error 426

cases for the translated labels in four languages 427

4Averaged over five model runs
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Source Source Target Technique Translated ExplanationSentence Label Lang Label

Born in Castelvetrano , Trapani and raised
in Catania , he moved to Madrid to keep
up his busy career .

Castelvetrano hi
Awesome-align k{-V�lv�V~ Ano V~ ApAnF Extra word
EasyProject Castelvetrano No translation
CLAP k{-V�lv�V~ Ano Perfect

Unilaterally leading a coalition featuring
tyrannies, effect such change remains a
bad idea, Iraq’s elections notwithstanding.

Iraq zh
Awesome-align 伊拉 Incomplete
EasyProject 尽管伊拉克 Extra word
CLAP 伊拉克 Perfect

Table 4: Qualitative examples highlighting the error-cases of the baseline models along with explanations for Hindi
(hi) and Chinese (zh). We also show how CLAP performs better and fixes the errors.

by different label projection techniques. In 200428

examples of our study, we found that 18% of the429

time, EasyProject predicts nothing due to mark-430

ers dropped in the translated sentence, and for431

19%, EasyProject simply copies the English la-432

bel failing to translate it to the target language.433

For Awesome-align, the majority of errors are due434

to additional words or incomplete label transla-435

tions, similar to the observation presented in (Chen436

et al., 2023). This could be because it is hard for437

the word-alignment module to decide alignments438

between sub-words, leading to over-alignment or439

under-alignment. We show two selected examples440

of our study from Hindi (hi) and Chinese (zh) in441

Table 4, where we show how Awesome-align pre-442

dicts extra words or incomplete words owing to443

misalignments, and EasyProject fails to translate444

the word for Hindi while producing extra tokens445

for Chinese. In both cases, we show how CLAP446

makes accurate predictions and is more robust in447

maintaining accurate label translations.448

5.2 Generalization to other translation models449

To verify the generalizability of our approach to450

other translation models, we perform an extrinsic451

evaluation of the label projection techniques on452

the EAE task using the mBART-50 many-to-many453

(MMT) (Kong et al., 2021) translation model. We454

show the results for this evaluation in Table 5. We455

see that CLAP performs the best with an average456

improvement of 2 F1 points over the next best base-457

line of Awesome-align and 6.5 F1 points over the458

zero-shot baseline. This result shows our CLAP459

is a generalizable label projection technique and460

agnostic to the underlying translation model.461

5.3 Ablation Study for CLAP462

To study the impact of using instruction-tuned463

models for contextual translation, we conduct an464

ablation study comparing CLAP with the follow-465

mBART mT5 mT5+Copy Avg
ar zh ar zh ar zh

Zero-shot 36.3 47.3 36.7 51.0 40.3 51.9 43.9

Awesome-align 45.7 48.6 43.1 52.1 47.1 53.8 48.4
EasyProject 37.3 53.6 35.3 54.0 36.5 55.6 45.4
CLAP (ours) 45.5 52.0 44.8 54.7 48.2 56.9 50.4

Table 5: Extrinsic evaluation of the different label pro-
jection techniques using translate-train for EAE using
the mBART-50 many-to-many translation model.

mBART mT5 mT5+Copy Avg
ar zh ar zh ar zh

Zero-shot 36.3 47.3 36.7 51.0 40.3 51.9 43.9

Independent 44.8 49.5 41.3 50.6 44.8 54.3 47.6
Constrained 44.5 51.2 42.3 53.5 45.6 55.6 48.8
CLAP (ours) 45.5 52.0 44.8 54.7 48.2 56.9 50.4

Supervised 60.7 66.4 61.4 68.6 63.2 69.7 65.0

Table 6: Ablation study comparing different contextual
translation techniques for label projection. Performance
is measured by downstream EAE performance.

ing strong baselines: (1) Independent transla- 466

tion uses the translation model T to independently 467

(without any context of the input sentence) trans- 468

late the source text labels to the target language 469

(i.e. ytgt = T (ysrc)), (2) Constrained translation 470

which uses a decoding constraint to carry out the 471

faithfulness requirements. More specifically, dur- 472

ing translation, it limits the generation vocabulary 473

to the tokens in the translated sentence xtgt. We 474

follow De Cao et al. (2022); Lu et al. (2022) for 475

implementing these constraints. 476

We extrinsically evaluate the model perfor- 477

mances of the techniques on the task of EAE using 478

the MMT translation model 5 and show the results 479

5Since decoding-time constraints for the Constrained
model can’t be applied to GMT
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EAE NER Avg
ar zh it es id

Zero-shot 36.3 47.3 79.4 74.5 53.1 58.1

Awesome-align 32.8 30.1 77.5 69.6 51.4 52.3
EasyProject 17.0 11.5 65.9 62.6 51.8 41.8
CLAP (ours) 34.3 39.5 73.4 75.0 57.4 55.9

Table 7: Extrinsic evaluation of the different label pro-
jection techniques in terms of downstream model per-
formance using translate-test using GMT for EAE and
NER. Avg = Average

in Table 6. We notice how simple independent480

translations can provide strong gains over the zero-481

shot model, but contextual translation can provide482

higher gains. The improvement of 1.6 F1 points of483

CLAP over the Constrained model highlights the484

significance of using an instruction-tuned model485

for contextual translation.486

5.4 Using CLAP for Translate-Test487

Another popular technique for cross-lingual trans-488

fer is translate-test (Hu et al., 2020; Ruder et al.,489

2021) which was discussed in Section 2.3. As part490

of this analysis, we study the applicability of CLAP491

for translate-test using extrinsic evaluation on Ara-492

bic (ar) and Chinese (zh) for EAE and Italian (it),493

Spanish (es), and Indonesian (id) for NER. We494

show the results in Table 7. Overall, we see how495

CLAP outperforms both the other methods signif-496

icantly achieving the best scores for 4 out of the497

5 languages. EasyProject performs the worst as498

it uses the translation model twice causing higher499

error propagation. We also note how translate-test500

doesn’t yield improvements over the zero-shot base-501

line, especially for EAE as it requires using label502

projection twice (once for trigger and once for ar-503

guments), thus leading to error propagation.504

6 Related Works505

Zero-shot Cross-lingual Structure Extraction506

Since the emergence of strong multilingual models507

(Devlin et al., 2019; Conneau et al., 2020), vari-508

ous works have focused on zero-shot cross-lingual509

learning (Hu et al., 2020; Ruder et al., 2021) for510

various structure extraction tasks like named en-511

tity recognition (Li et al., 2021; Yang et al., 2022),512

relation extraction (Ni and Florian, 2019; Subbu-513

rathinam et al., 2019), slot filling (Krishnan et al.,514

2021), and semantic parsing (Nicosia et al., 2021;515

Sherborne and Lapata, 2022). Recent works have516

focussed on building datasets (Pouran Ben Vey- 517

seh et al., 2022; Parekh et al., 2023) as well as 518

developing novel modeling designs exploring the 519

usage of parse trees (Subburathinam et al., 2019; 520

Ahmad et al., 2021a; Hsu et al., 2023c), data projec- 521

tion (Yarmohammadi et al., 2021), pooling strate- 522

gies (Agarwal et al., 2023) and generative models 523

(Hsu et al., 2022; Huang et al., 2022) to improve 524

cross-lingual transfer. We utilize the state-of-the- 525

art model X-Gear (Huang et al., 2022) and XLM-R 526

(Conneau et al., 2020) as the downstream models 527

for EAE and NER respectively, and improve them 528

further using CLAP-guided translate-train. 529

Label Projection Techniques Several works 530

have attempted to solve label projection for vari- 531

ous structure extraction tasks such as semantic role 532

labeling (Aminian et al., 2017; Fei et al., 2020), 533

slot filling (Xu et al., 2020), semantic parsing 534

(Moradshahi et al., 2020; Awasthi et al., 2023), 535

NER (Ni et al., 2017; Stengel-Eskin et al., 2019), 536

and question-answering (Lee et al., 2018; Lewis 537

et al., 2020; Bornea et al., 2021). The earliest 538

works (Yarowsky et al., 2001; Akbik et al., 2015) 539

utilized statistical word-alignment techniques like 540

GIZA++ (Och and Ney, 2003) or fast-align (Dyer 541

et al., 2013) for locating the labels in the translated 542

sentence. Recent works (Chen et al., 2023) have 543

also explored the usage of neural word aligners like 544

QA-align (Nagata et al., 2020) and Awesome-align 545

(Dou and Neubig, 2021). Another set of works has 546

explored the paradigm of mark-then-translate using 547

special markers like quote characters ("") (Lewis 548

et al., 2020), XML tags (<a>) (Hu et al., 2020), and 549

square braces ([0]) (Chen et al., 2023) to locate the 550

translated labels. Overall, both these techniques 551

can be error-prone and have poorer translation qual- 552

ity (Akbik et al., 2015), as shown in § 4.4 and 5.1. 553

7 Conclusion and Future Work 554

In our work, we propose a novel approach CLAP 555

for label projection, which utilizes contextual ma- 556

chine translation using instruction-tuned language 557

models. Experiments on two structure prediction 558

tasks of EAE and NER demonstrate the effective- 559

ness of CLAP compared to other label projection 560

techniques. Furthermore, intrinsic evaluation pro- 561

vides insights to justify our model improvements. 562

Overall, we lay the foundation for exploring the uti- 563

lization of contextual translation and future works 564

can use it for various other applications as well. 565
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Limitations566

In our work, we show the effectiveness of our567

model CLAP on two representative structure pre-568

diction tasks of EAE and NER. Its effectiveness for569

other structure prediction tasks remains unknown570

and can be extended in future works. For CLAP,571

we utilized the 13B version of the Llama-2 model572

as the base instruction-tuned language model as a573

proof-of-concept for the effectiveness of CLAP. Fu-574

ture works can explore the usage of other stronger575

LLMs to enhance the model performance. Lastly,576

we would like to point out that our model doesn’t577

improve over the zero-shot model for several lan-578

guages, mainly owing to the limited language un-579

derstanding and poor translation quality. However,580

the focus of our work has been to show the effec-581

tiveness of our model with other used label pro-582

jection techniques. With growing model sizes and583

enhanced coverage of languages, we posit that our584

model will eventually be able to provide significant585

improvements for all languages.586

Ethical Concerns587

We use an instruction-tuned language model588

(specifically LLama-2) as the base model for589

CLAP. Since these instruction-tuned models are590

not trained equitably in all languages, the model591

generation quality may vary drastically for each592

language. Furthermore, since these models are not593

trained on filtered safe content data, the model may594

potentially generate harmful content.595
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A Data Statistics1073

We present the extensive data statistics for the ACE1074

and WikiANN datasets used for downstream model1075

evaluation on EAE and NER respectively. For ACE,1076

Table 8 provides details about the number of events1077

and arguments for each language. For WikiANN,1078

we present the statistics in Table 91079

Train Dev Test
Language English English Arabic Chinese

# Events 4,202 450 198 190
# Arguments 4,859 605 287 336

Table 8: Data Statistics in terms of events and arguments
of the ACE dataset for the downstream task of EAE. #
indicates ‘number of’.

B Complete Results for Intrinsic1080

Evaluation1081

B.1 Accuracy Evaluation1082

Accuracy evaluation is done by 5 native bilingual1083

speakers for Chinese, Arabic, Hindi, and Spanish1084

by ranking the translation quality of the translated1085

labels. The native speakers were undergraduate and1086

graduate students who were well-versed in their re-1087

spective native languages. We present the interface1088

of the google sheets along with the instructions1089

shown to the annotators for Chinese in Figure 4.1090

Similarly, annotation was performed for the other1091

languages as well. We present the complete re-1092

sults as an A/B comparison of the different tech-1093

niques in terms of their win rates (i.e. percentage1094

when A is better than B) in Table 10. We note how1095

CLAP is more accurate than previous baselines of1096

Awesome-align and EasyProject while at par with1097

the Independent baseline.1098

B.2 Faithfulness Evaluation1099

We present the complete results for the faithfulness1100

evaluation per language in Tables 11 and 12 for1101

EAE and NER tasks respectively. For EAE, CLAP1102

has the best faithfulness followed by Awesome-1103

align. For NER, Awesome-align and EasyProject1104

have the highest faithfulness.1105

C Additional Implementation Details1106

C.1 X-Gear1107

X-Gear is used as the downstream model for EAE1108

for extrinsic evaluation of the label projection1109

Split Language # Sentences # Entities

Train English (en) 20,000 27,931

Dev English (en) 10,000 14,146

Test

Afrikaans (af) 1,000 1,487
Arabic (ar) 10,000 11,259
Bulgarian (bg) 10,000 14,060
Bengali (bn) 1,000 1,089
German (de) 10,000 13,868
Greek (el) 10,000 12,163
Spanish (es) 10,000 12,260
Estonian (et) 10,000 13,892
Basque (eu) 10,000 13,459
Farsi (fa) 10,000 10,742
Finnish (fi) 10,000 14,554
French (fr) 10,000 13,369
Hebrew (he) 10,000 13,698
Hindi (hi) 1,000 1,228
Hungarian (hu) 10,000 14,163
Indonesian (id) 10,000 11,447
Italian (it) 10,000 13,749
Japanese (ja) 10,000 13,446
Javanese (jv) 100 117
Georgian (ka) 10,000 13,057
Kazakh (kk) 1,000 1,115
Korean (ko) 10,000 14,423
Malayalam (ml) 1,000 1,204
Marathi (mr) 1,000 1,264
Malay (ms) 1,000 1,115
Burmese (my) 100 119
Dutch (nl) 10,000 13,725
Portuguese (pt) 10,000 12,823
Russian (ru) 10,000 12,177
Swahili (sw) 1,000 1,194
Tamil (ta) 1,000 1,241
Telugu (te) 1,000 1,171
Thai (th) 10,000 16,970
Tagalog (tl) 1,000 1,034
Turkish (tr) 10,000 13,587
Urdu (ur) 1,000 1,020
Vietnamese (vi) 10,000 11,305
Yoruba (yo) 100 111
Chinese (zh) 10,000 12,049

Table 9: Data Statistics in terms of sentences and entities
of the WikiANN dataset for the downstream task of
NER. # indicates ‘number of’.

techniques. The original X-Gear work (Huang 1110

et al., 2022) explored two base multilingual mod- 1111

els: mBART-50-large (mBART) (Kong et al., 2021) 1112

and the mT5-base (mT5) (Xue et al., 2021). They 1113

also explored the usage of copy mechanism (See 1114

et al., 2017) to prompt the models to predict strings 1115

from the input sentence. In our work, we uti- 1116

lized mBART without copy (mBART), mT5 with- 1117

out copy (mT5), and mT5 with copy mechanism 1118

(mT5+Copy) as the downstream models. We 1119

present details about the hyperparameter settings 1120

for these models in Table 13. We run experiments 1121

for CLAP on a NVIDIA GeForce RTX 2080 Ti 1122

machine with support for 8 GPUs. 1123
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System 1 v/s System 2 Arabic Chinese Hindi Spanish
S1 Tie S2 S1 Tie S2 S1 Tie S2 S1 Tie S2

CLAP Awesome-align 36% 58% 6% 45% 50% 5% 20% 74% 6% 12% 84% 4%
CLAP EasyProject 52% 32% 16% 56% 39% 5% 42% 48% 10% 30% 66% 4%
CLAP Independent 18% 60% 22% 12% 71% 17% 18% 64% 18% 24% 68% 8%
Independent Awesome-align 44% 42% 14% 39% 57% 4% 28% 60% 12% 20% 64% 16%
Independent EasyProject 50% 44% 6% 50% 46% 4% 52% 36% 12% 32% 52% 16%
Awesome-align EasyProject 42% 26% 32% 34% 50% 16% 42% 42% 16% 26% 64% 10%

Table 10: A/B comparison of the various label projection techniques for accuracy evaluation for the Google
Translation model. Accuracy is measured as the label translation quality by native human speakers. Here, S1 =
System 1 is better, S2 = System 2 is better, and Tie = similar quality. The better systems are highlighted in bold.

Guidelines:
Looking at the English word in context of the English sentence, evaluate the word translations by System 1, 2 and 3 by giving them rankings - i.e. 1 / 2 / 3 / 4 (1 = best and 4 = worst)

SPECIAL NOTES
1. If two systems deserve the same rank, mark them with the same rank (e.g. 1 / 1 / 3 / 4 OR 1 / 2 / 2 / 2)
2. If a system translation has "-", that means the system was not able to translate the phrase at all. This is the worst kind of translation and should be ranked the worst.
3. If the word is not translated and in English itself, it would be considered a poorer translation than phonetic translation of the word in the target language. But the English translation should be considered better than random gibberish in the target language

English Sentence English word
Translations Rankings

System 1 System 2 System 3 System 4 System 1 System 2 System 3 System 4
happily watching tom and jerry on his mini television , his transformation from the pain 
- racked boy who left baghdad . baghdad 巴格达 巴格达 巴格达 巴格达

reporter : the kramers must wait and travel to another town for abby . on the next flight 
, passengers wear masks and their temperatures are taken for signs of sars . kramers kramers 克莱默斯 克莱默斯 克莱默斯

Allegations have come to light that several OSU players received illegal benefits 
including cash , access to cars , etc . players 玩家 球员 球员 球员

The first one was on Saturday and triggered intense gun battles , which according to 
some U.S. accounts , left at least 2,000 Iraqi fighters dead . gun 星期六的 枪 枪 枪战

Now that armored columns of U.S .- led troops have reached the outskirts of Baghdad 
, eyewitnesses report fighting and shelling around Saddam Hussein International 
Airport .

Saddam Hussein 
International Airport

萨达姆·侯赛因国际机场
围绕 萨达姆·侯赛因国际机场 萨达姆·侯赛因国际机场 萨达姆·侯赛因国际机场

we have eyewitnesses to his orders of execution of hundreds of people in 1991 during 
the shiite muslim uprising . people - 人们 人 数百人

I 'm reminded of when I lived in another state and the local cop charged the town 
drunk in his driveway after following him home from the pub . drunk - 醉 醉 喝醉

now the spotlight turns to the conflict in the middle east . middle east 中东 中东 中东 中东

This needs to be constructed , maybe through a conference to be held in Baghdad , 
where representatives from provinces all over Iraq need to participate , as well as 
political groups . representatives 代表 代表 代表 代表

Was Arafat a good leader ? What do you think US policy should be toward Palestine 
now that Arafat has died ? Arafat arafat 阿拉法特 阿拉法特 Arafat
and if it 's rejected the largest airline may have to file for bankruptcy . airline 航空公司 航空公司 航空公司 航空公司

Hire professionals , Mr. President . professionals 专业人士 专业人士 专业人士 专业人士

Regular as clockwork , the US vetos them . Demonstrations are routinely held against 
israel all over the world . Israel 's only friend in the world is the United States . world World 世界 世界 全世界

ozzy 's wife reportedly got into a fight with hollywood agent renee tab . wife - 妻子 妻子 妻子

6:03 a.m. eastern time , seven americans who had been prisoners of war in iraq make 
a public appearance at the medical center in germany . they say they 're looking 
forward to going home , which relatives of one former p.o.w. say could happen as 
soon as tomorrow . home home 家 家 回家

and the arrest of the prime suspect , derrick lee tee lee w.''re joined on the phone by 
the police chief of atlanta . chief 酋长 首席 主要 -
Meeting in the biblical birthplace of the prophet Abraham , delegates from Iraq 's many 
factions discussed the role of religion in the future government and ways to rebuild the 
country . government 政府 政府 政府 政府

if you are going to fight on the ground , you have to encounter bridges somewhere 
along the way . ground 地面 地面 地面 地面

Kostelka , 52 , was first deputy defense minister and an ex- general . Kostelka Kostelka 科斯特尔卡 科斯特尔卡 Kostelka
an eighth american has died . in all , 21 people were killed , not including the nine 
suspected bombers . american - 美国人 美国人 美国

it took a special act of the texas legislature to clear the way for monday 's release . but 
these men and the others caught up in the tulia tragedy are still convicted criminals . texas 德克萨斯州 德克萨斯州 得克萨斯 得克萨斯州

also ahead , the anatomy of a rescue , just a couple of hours ago , rescued p.o.w. 
jessica lynch arrived at the ramstein air base in germany for medical treatment . ramstein air base Ramstein空军基地 拉姆斯坦空军基地 拉姆斯坦空军基地

拉姆斯坦空军基地
（RamsteinAirBase

Palestinians and their dovish Israeli allies routinely use the word `` occupation '' when 
demanding that Israel leave the West Bank and Gaza and dismantle Jewish 
settlements . Israel 以色列 以色列 以色列 以色列

Two musicians and a waitress were killed in the blast . waitress 女服务员 女服务员 女服务员 女服务员

Peterson Trial Scott Peterson has been found guilty of murdering his wife Laci and 
their unborn son , and he now faces the death penalty . Scott Peterson 斯科特·彼得森 斯科特·彼得森 斯科特·彼得森

彼得森（ScottPeterson 
儿子

There are 2 , 000 troops stationed on site with 600 houses for married personnel 
between Wattisham , Hadleigh and Ipswich . Hadleigh Hadleigh 哈德利 黑利 Hadleigh
 ' ' Ireland ' ' ' competed at the ' ' ' 2014 Summer Youth Olympics ' ' ' , in Nanjing , 
China from 16 August to 28 August 2014 . 2014 Summer Youth Olympics2014年夏季青年奥运会 2014年夏季青年奥运会 2014年夏季青年奥运会

2014 2014年夏季青年
奥运会

Bavarian Soviet Republic Bavarian Soviet Republic巴伐利亚苏联共和国 巴伐利亚苏联共和国 巴伐利亚苏联共和国 巴伐利亚苏联共和国

* * * ' ' Northern March ' ' ' – Lothair ( 983–1003 ) Northern March 北3月 北部游行 北3月 北3月

 ' Tricholoma pessundatum ' ' Tricholoma pessundatum
tricholoma 
pessundatum 斑岩果龙

tricholoma 
pessundatum

tricholoma 
pessundatum

 ' ' Massimo Luongo ' ' ' Massimo Luongo Massimo Luongo Massimo Luongo 马西莫·洛恩戈 Massimo Luongo
Then , in 1896 , the Canadian Pacific Railway and the Great Northern Railway arrived 
. Canadian Pacific Railway加拿大太平洋铁路 加拿大太平洋铁路 加拿大太平洋铁路 加拿大太平洋铁路

1985 : Pat Critchley Pat Critchley 帕特·克里奇利
帕特·克里奇利（Pat 
Critchley） 帕特·克里奇利 Pat Critchley

Universidad Nacional Autónoma de Honduras Universidad Nacional Autónoma de Honduras
Nacionalautónomade 
Honduras 洪都拉斯大学 洪都拉斯大学 洪都拉斯大学

 ' My Name is Jack ' ' – Manfred Mann Manfred Mann Manfred Mann 曼弗雷德·曼 曼弗雷德·曼 曼（ManfredMann
Born in Castelvetrano , Trapani and raised in Catania , he moved to Madrid to keep up 
his busy career . Castelvetrano Castelvetrano Castelvetrano Castelvetrano Castelvetrano
Conservative ] ] Leader David Cameron ) David Cameron David Cameron 大卫·卡梅隆 戴维·卡梅隆 David Cameron
He died at Bentley with Arksey , Yorkshire on 20 November 1951 . Bentley with Arksey - 本特利和阿克西 阿克西（Bentley） -
Peter T . King Peter T . King 彼得t。国王 彼得国王 彼得国王 彼得国王

Emperor Gaozong of Song ( 1127–1162 ) ( 35 ) Emperor Gaozong of Song歌曲皇帝 歌曲皇帝 宋高宗 皇帝

 ' ' ' ' Chauliodus ' ' ' ' ' Chauliodus chauliodus Chauliodus Chauliodus Chauliodus

Danny Philip ( 2000 - 2001 ) Danny Philip Danny Philip
丹尼·菲利普（Danny 
Philip） 丹尼·菲利普 丹尼·菲利普

* * Michael McElhatton for Spin the Bottle ' ' Spin the Bottle 旋转瓶子 旋转瓶子

* * 迈克尔·麦克尔哈顿
（Michael McElhatton）
旋转瓶子 ' 旋转瓶子

Roman Catholic Diocese of Łowicz Roman Catholic Diocese of Łowicz
罗维奇的罗马天主教教
区 罗马天主教教区olowicz 罗马天主教教区olowicz 罗马天主教教区olowicz

R . H . Saunders ( St . Lawrence River ) ( 968 MW ) R . H . Saunders r。 H 。 Saunders r。 H 。桑德斯
r。 H 。桑德斯（ST。
LawrenceRiver） r。H。桑德斯

It is found in Senegal , Gambia , Guinea - Bissau , Guinea , Sierra Leone , Liberia , 
Ivory Coast , Burkina Faso , Ghana , Togo , Benin , Nigeria , Cameroon , the Republic 
of Congo , the Central African Republic , the Democratic Republic of Congo , Angola , 
Uganda , Kenya and Tanzania . Sierra Leone Sierra Leone 塞拉利昂 塞拉利昂 -

Figure 4: Annotation Interface for conducting the intrinsic evaluation for Accuracy. The shown examples are for
Chinese, while the study was done for Hindi, Spanish, and Arabic as well.

Techniques ar zh Avg.

Independent 33 38 35
Awesome-align 66 83 74
EasyProject 31 66 48
CLAP 74 85 79

Table 11: Faithfulness evaluation of the various label
projection techniques for EAE as a percentage of the
times the translated labels were present in the translated
input sentence. Numbers are in percentage (%). Higher
faithfulness is better and the best techniques are high-
lighted in bold.

C.2 XLM-R1124

XLM-R (Conneau et al., 2020) is used as the down-1125

stream model for NER for extrinsic evaluation of1126

the label projection techniques. We mainly follow1127

the XTREME (Hu et al., 2020) framework for set-1128

ting up the task and model. We present details1129

about the hyperparameter settings for this model1130

in Table 14. We run experiments for CLAP on1131

a NVIDIA GeForce RTX 2080 Ti machine with1132

support for 8 GPUs.1133

C.3 CLAP1134

We report the hyperparameter settings for our1135

model in Table 15. We run experiments for CLAP1136

on a NVIDIA GeForce RTX 2080 Ti machine with 1137

support for 8 GPUs. 1138
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Techniques af ar bg bn de el es

Independent 78 66 67 74 79 57 70
Awesome-align 99 95 98 92 99 98 99
EasyProject 100 98 83 98 97 89 99
CLAP 94 75 63 93 79 46 84

et eu fa fi fr he hi

Independent 70 64 61 71 71 71 65
Awesome-align 98 97 96 99 98 95 93
EasyProject 97 94 99 98 99 94 36
CLAP 92 91 72 92 74 80 90

hu id it ja jv ka kk

Independent 68 77 74 68 66 64 56
Awesome-align 98 99 99 58 98 95 94
EasyProject 97 99 98 95 94 99 77
CLAP 93 84 78 67 53 70 85

ko ml mr ms my nl pt

Independent 63 57 73 80 53 76 76
Awesome-align 96 88 92 99 90 99 97
EasyProject 93 87 73 98 62 100 99
CLAP 64 88 95 82 55 85 89

ru sw ta te th tl tr

Independent 59 79 72 76 66 81 76
Awesome-align 97 96 91 91 51 99 98
EasyProject 99 97 91 87 99 99 98
CLAP 66 94 96 90 57 58 94

vi ur yo zh Avg.

Independent 74 74 45 66 69
Awesome-align 83 97 92 92 93
EasyProject 98 94 77 92 92
CLAP 89 91 88 60 79

Table 12: Faithfulness evaluation of the various label
projection techniques for NER as a percentage of the
times the translated labels were present in the translated
input sentence. Numbers are in percentage (%). Higher
faithfulness is better and the best techniques are high-
lighted in bold.
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mBART mT5 mT5+Copy

Base Model multilingual BART-Large multilingual T5-Large multilingual T5-Large
Usage of copy No No Yes
Training Batch Size 16 16 16
Eval Batch Size 32 32 32
Learning Rate 2× 10−5 1× 10−4 2× 10−5

Weight Decay 1× 10−5 1× 10−5 1× 10−5

# Warmup Epochs 5 5 5
Gradient Clipping 5 5 5
Max Training Epochs 60 60 60
# Accumulation Steps 1 1 1
Beam Size 4 4 4
Max Sequence Length 350 350 350
Max Output Length 100 100 100

Table 13: Hyperparameter details for the EAE downstream X-Gear model.

Base Model XLM - Roberta - Large
# Training Epochs 5
Training Batch Size 32
Evaluation Batch Size 32
Learning Rate 2× 10−5

Weight Decay 0
Max Sequence Length 128
# Accumulation Steps 1
# Saving Steps 1000

Table 14: Hyperparameter details for the NER down-
stream XLM-R model.

Base Model LLAMA-2-13B
Temperature 0.6
Top-p 0.9
Maximum Generation Length 64-132
# In-context examples 2

Table 15: Hyperparameter details for the CLAP model.
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