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Abstract

Large Visual Language Models (LVLMs) have
demonstrated impressive capabilities across
multiple tasks. However, their trustworthiness
is often challenged by hallucinations, which
can be attributed to the modality misalignment
and the inherent hallucinations of their under-
lying Large Language Models (LLMs) back-
bone. Existing preference alignment methods
focus on aligning model responses with human
preferences while neglecting image-text modal-
ity alignment, resulting in over-reliance on
LLMs and hallucinations. In this paper, we pro-
pose Entity-centric Multimodal Preference Op-
timization (EMPO), which achieves enhanced
modality alignment than existing human prefer-
ence alignment methods. Besides, to overcome
the scarcity of high-quality multimodal prefer-
ence data, we utilize open-source instruction
datasets to automatically construct high-quality
preference data across three aspects: image, in-
struction, and response. Experiments on two
human preference datasets and five multimodal
hallucination benchmarks demonstrate the ef-
fectiveness of EMPO, e.g., reducing hallucina-
tion rates by 80.4% on Object HalBench and
52.6% on MM HalBench, thereby enhancing
the trustworthiness of LVLMs. The code and
dataset will be made publicly available.

1 Introduction

Large Vision Language Models (LVLMs) have re-
cently demonstrated impressive capabilities in mul-
timodal question answering (Chen et al., 2023; Liu
et al., 2023b; Bai et al., 2023; Lu et al., 2024),
which typically consists of a visual encoder to ex-
tract image features, and a Large Language Model
(LLM) to answer the image-related textual instruc-
tions based on the provided visual context. The
LVLMs are usually learned in two steps (Li et al.,
2023a; Du et al., 2022; Lin et al., 2024): (1) pre-
training on large-scale image-text pairs to learn
multimodal knowledge, and (2) fine-tuning on

| (a) Modality Misalignment

User: Please describe this image.

= LLaVA: A no-parking sign is posted
= on the farmland ...

¢ Ground Truth: A no motor vehicles
sign is posted on the farmland ...

(b) LLM Inherent Hallucination

User: Is there a car on the road?

4 LLaVA: Yes, there is a car driving
on the road.

Ground Truth: No, there is not a
o s car driving on the road.

Figure 1: Two types of hallucinations. a) Modality mis-
alignment: LVLM recognizes the presence of entities
but confuses their semantics. b) LLM inherent halluci-
nation: The LVLM’s response is entirely dependent on
textual context, disregarding the image content.

multimodal instruction-following datasets to steer
their responsiveness to user instructions (Liu et al.,
2023b; Wang et al., 2024c; Bai et al., 2023).
However, recent studies have identified that the
LVLMs usually suffer from the hallucination prob-
lem (Li et al., 2023d; Liu et al., 2024a; Gunjal et al.,
2024; Guan et al., 2024; Jiang et al., 2024b,a), akin
to the LLM hallucinations (Zhang et al., 2023; Li
et al., 2023b; Dhuliawala et al., 2023). Specifically,
there are usually two types of LVLM hallucina-
tions (as shown in Figure 1) (Liu et al., 2024a; Lan
et al., 2024). The first type is the modality mis-
alignment, which arises from the modality gap
between the visual encoder and LLM, resulting in
semantic mismatches between image context and
textual instructions. For instance, in Figure 1(a),
the LVLM (i.e., LLaVa) (Liu et al., 2023b) correctly
identifies the sign on the farmland but misinterprets
its meaning as "No Parking" instead of the correct
interpretation, "No Motor Vehicles Allowed". The
second type is the LLM inherent hallucination.
When the LLM inherent knowledge is either incor-
rect or conflicts with visual inputs, hallucinations
manifest as entity co-occurrence phenomena (Lan
et al., 2024). For example, as shown in Figure 1(b),
"car" and "road" frequently co-occur in the LLM’s



pretraining corpus; the LVLM erroneously infers
that whenever a "road" is present, a "car” must
also be present, disregarding the image content.

To mitigate hallucinations in LVLMs, many re-
cent studies (Zhou et al., 2024; Sun et al., 2023;
Yu et al., 2024c) adopt preference alignment al-
gorithms such as Direct Preference Optimization
(DPO) (Rafailov et al., 2024), to align the model’s
multimodal response capabilities with human pref-
erences. However, existing multimodal prefer-
ence optimization methods extend DPO by simply
adding images to preference conditions, without
paying sufficient attention to entity-centric factual
fragments, which are highly related to hallucina-
tions. On the other hand, incorporating new modal-
ities into preference conditions increases the range
of possible preference combinations, necessitating
a comprehensive exploration of preference dimen-
sions to ensure LVLM responses effectively over-
come the inherent hallucinations of LLMs based
on images and user instructions.

To address these questions, we propose Entity-
Centric Multimodal Preference Optimization
(EMPO), which efficiently aligns images, user in-
structions, and model responses through preference
optimization on comprehensive aspects. Specifi-
cally, we first construct a multimodal preference
dataset based on open-source image-text instruc-
tion datasets (Zhou et al., 2024; Yu et al., 2024¢)
by automatically editing the entities, attributes, and
relationships within the image-instruction-response
triplets. Then, we apply the DPO loss across three
aspects—image instruction conditioning and model
responses, helping LVLMs align image entity fea-
tures with the corresponding textual semantics in
user instructions and model responses. To vali-
date the effectiveness of EMPO, we evaluate it on
five benchmarks under the LLaVA-1.5 (Li et al.,
2024) framework with two training datasets. Exper-
imental results demonstrate that EMPO achieves
lower hallucination rates than GPT-4V (Chen et al.,
2024a) across three hallucination benchmarks. Fur-
thermore, compared to the well-known DPO algo-
rithm, EMPO reduces hallucination rates by 85.9%
on Object HalBench (Rohrbach et al., 2018) and
by 49.8% on MM HalBench (Sun et al., 2023).

We summarize our contributions as: (1) We pro-
pose EMPO to effectively mitigate hallucinations
by addressing the insufficient alignment of image
and text modalities in existing multimodal DPO al-
gorithms. Through preference optimization across
three aspects, EMPO helps LVLMs align entity fea-

tures and semantic concepts better. (2) We propose
automatically constructing multimodal preference
data using open-source instruction datasets to ad-
dress the lack of high-quality multimodal prefer-
ence data caused by the increasing complexity of
preference combinations. Our data construction
method can be applied to any existing instruction
dataset without additional manual annotation. (3)
Experimental results on two preference training
datasets across five widely-used benchmarks show
that EMPO enhances multimodal semantic align-
ment and effectively reduces hallucinations.

2 Related Work

Large Vision Language Models. Recent re-
search on LVLMs (Zhu et al., 2023; Liu et al.,
2023b; Bai et al., 2023; Lu et al., 2024; Zhang
et al., 2024; Li et al., 2023a) constructs LVLMs
by aligning LL.Ms with visual models, demon-
strating superior performance across various Vvi-
sual-language tasks compared to earlier studies (Jia
et al., 2021; Radford et al., 2021; Ju et al., 2022;
Alayrac et al., 2022). These LVLMs typically adopt
a two-stage training strategy: (1) Pretraining on
large-scale image—text pairs to learn fundamental
multimodal knowledge (Li et al., 2023a; Du et al.,
2022; Lin et al., 2024; Bai et al., 2023), and (2)
Instruction fine-tuning using instruction datasets
to improve instruction-following abilities (Chen
et al., 2024b; Wang et al., 2024c; Bai et al., 2023;
Wang et al., 2024a; Li et al., 2023a, 2024). For in-
stance, LLaVA (Li et al., 2024) introduces synthetic
instructions to fine-tune an instruction-following
LVLM, while MiniGPT-v2 (Chen et al., 2023) em-
ploys unique task identifiers during fine-tuning to
reduce instruction ambiguity.

Hallucination in LVLMs. Despite their impres-
sive performance, LVLMs suffer from hallucina-
tions, where model responses conflict with the im-
ages, instructions, or context (Du et al., 2022; Sun
et al., 2023; Xiao et al., 2025). To mitigate the hal-
lucination, some methods have been proposed to
filter out long-tail or entity co-occurrence data (Liu
et al., 2023c; Yu et al., 2024a; Hu et al., 2023; Liu
et al., 2023a), though this involves high annotation
costs. Others recognized modal misalignment as
a key factor (Li et al., 2023e; Tong et al., 2024;
Cao et al., 2024; Jiang et al., 2024d,b), yet over-
looked inherent LLLM errors. Post-processing tech-
niques—optimizing decoding strategies (Zhang
et al., 2025; Huang et al., 2024; Yang et al., 2024;



Gao et al., 2024; Leng et al., 2024) or applying post-
hoc corrections (Lee et al., 2023; Zhou et al., 2023;
Yin et al., 2023)—reduce hallucinations but add in-
ference cost. Human preference alignment has also
emerged as an effective approach to mitigate hal-
lucinations (Lan et al., 2024). LLaVA-RLHF (Sun
et al., 2023) pioneered this exploration in LVLMs,
while RLHF-V (Yu et al., 2024b), RLAIF-V (Yu
et al., 2024¢), and POVID (Zhou et al., 2024)
further refined the approach with improved vi-
sual localization, text segment scoring, and pref-
erence example generation. However, these meth-
ods primarily focus on response-level preferences
while neglecting the multimodal task’s require-
ments to align human preferences with images and
instructions in multiple aspects. MDPO (Wang
et al., 2024b) proposed image-conditional prefer-
ence alignment but overlooked aligning instruc-
tions with human preferences. In contrast, our
EMPO incorporates preferences across compre-
hensive aspects—image, instruction condition, and
model response—while leveraging entity-centric
preferences for efficient alignment between visual
content and semantic concepts.

3 Method

In this section, we detail the data construction
and training process in the proposed EMPO. Sec-
tion 3.1 introduces the foundation of preference
optimization. Section 3.2 details the procedure to
construct multimodal preference data. Section 3.3
introduces how EMPO addresses the hallucination
by an entity-centric alignment training framework.

3.1 Preliminaries

Direct Preference Optimization (DPO) (Rafailov
et al., 2024) is a primary method for human prefer-
ence alignment that implicitly models the reward
function in Reinforcement Learning from Human
Feedback (Yu et al., 2024b). Given an instruction
¢, chosen response y,,, and rejected response y;,
DPO formulates the reward function as
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where Z(q) is a partition function, 7y represents
the policy model, 7. is the reference model, and
B is a hyperparameter controlling deviation from
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3.2 Preference Dataset Construction

As aforementioned, most existing multimodal pref-
erence datasets (Zhou et al., 2024; Yu et al., 2024c)
merely align human preferences with the overall re-
sponse, lacking focus on entity-centered key facts
in the images and instructions. Therefore, we per-
form comprehensive multimodal alignment via con-
structing multimodal preference datasets across the
full aspects: image context, instruction condition,
and model response. As shown in Figure 2, we
keep the original images, instructions, and response
data as chosen samples, and then edit the entities,
attributes, and relationships in three aspects respec-
tively to construct rejected preference samples.

Image Preference Data To construct the rejected
image, we initially employ GPT40-mini (Achiam
et al., 2023) to identify entities in both the
instruction and response, ensuring close align-
ment between the edited image and text. Subse-
quently, we use an object detection model to locate
these entities. Next, we apply Stable-diffusion-
2 (SD2) (Rombach et al., 2022) to either remove
30% entities or substitute them with visually plau-
sible alternatives, thereby generating an edited im-
age as a rejected image sample v;. Finally, we
use CLIP (Jiang et al., 2023) to calculate the sim-
ilarity between the edited image regions and the
entity labels to ensure the image has been correctly
edited. Based on the rejected image samples, these
selected entities will be weighted as described in
Section 3.3. We introduce two strategies to con-
struct image preference rejected samples ¢q;: (1)
Entity Deleting: Use SD2 to delete the chosen en-
tities, helping the LVLM reduce the occurrence of
non-existent entities generated by the LVLM. (2)
Entity Replacement: Use SD2 to replace the chosen
entities with incorrect but high-frequency entities,
helping the LVLM overcome entity co-occurrence
hallucinations (Du et al., 2022).

Instruction Preference Data We employ
GPT40-mini (Achiam et al., 2023) to adapt the
original instructions in positions of the selected
entities above, as well as their related attributes
and relationships, thereby constructing rejected
instructions ¢;. Consistent with the findings of
HA-DPO (Zhao et al., 2023), we observe that the
distribution of GPT-modified instructions differs
from the vanilla instructions, resulting in a decline
in performance. We analyze that rejected samples
serve as hard negative samples (Kalantidis et al.,
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Figure 2: Illustration of our framework. (1) At the data level, we construct a fine-grained preference alignment
dataset across three aspects: image, instruction condition, and model response. (2) At the method level, we propose
entity-centric multimodal preference optimization for aligning image contents with semantic concepts.

2020) because they are sufficiently similar to
chosen samples while highlighting hallucination-
related factual errors, which enhances LVLM’s
attention to entity-centric key facts. We use
word2vec (Mikolov et al., 2013) and rule-based
matching to ensure that the rejected instruction ¢;
and chosen instruction g, have different semantic
meanings but the same syntactic structure.

Response Preference Data We propose a gen-
eral multimodal preference data construction
method applicable to any instruction dataset,
demonstrating it by construct response prefer-
ences from two open-source datasets. The first
is POVID (Zhou et al., 2024) containing 17,332
entries, where we collect the rejected image prefer-
ence sample (v;) and the rejected instruction pref-
erence sample (g;) from the previous paragraphs,
using them as LVLM input to generate incorrect re-
sponses as the rejected response preference sample
(y1). The second is RLAIF-V (Yu et al., 2024c¢),
containing 81,342 entries, where we employed
MiniCPM-V2.5 (Yao et al., 2024) to compare two
candidate answers generated by LLaVA-1.5 (Li
et al., 2024), establishing preference rankings be-
tween responses in four iterations. Human evalu-
ation conducted by experts on randomly sampled
entries confirms the quality of these datasets. Due
to space constraints, quality control and cost analy-
sis details are included in Appendix A.

3.3 Entity-centric Multimodal Preference
Optimization

In the context of LVLMs, aligning human pref-

erence includes three aspects: image, instruction,

and response. To enhance LVLM’s attention to

image features and mitigate hallucinations caused
by over-reliance on text modality, we align im-
age and text modalities through explicit preference
optimization of image instruction conditions and
model responses. We define three optimization ob-
jectives: Lppoy for improving visual entity recog-
nition, Lppoq for enhancing instruction following,
and Lppo, directly align with human preference:
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where w and [ represent chosen and rejected pref-
erences respectively, and v = vy, ¢ = Qu» Y = Y-
Introducing image conditions brings about more
complex preference combinations, making it chal-
lenging to use vanilla DPO to assign credit to de-
sirable key facts, leading to reward hacking (Pan
et al., 2024). We propose assigning token weights
to key entities in three aspects to solve this prob-
lem. Specifically, we allocate higher weights to
critical features in the image, instruction, and re-
sponse, thereby enhancing the LVLM’s focus on
entity features and enabling it to distinguish hallu-
cinated tokens from non-hallucinated ones better.

Lppogq = —log o (B log
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It is noteworthy that assigning token weights does
not incur additional effort, as the positions of high-
weight tokens are already determined during the
construction of preference data. The formula for
assigning weights to model outputs is as follows:

log7(y | v,q) = (1—a) Y logp(yi | v,q,y<i)
vi¢ye

+a Y logp (yi | v,q,y<i)
Yi€Ye

(6)

where « is a weighting hyperparameter, y; is the
t-th token of response y, with larger « indicating
greater token influence on preference. In this way,
emphasizing hallucination-related entities strength-
ens human preference feedback to the LVLM,
thereby enhancing its factual accuracy.

The overall multimodal preference optimization
objective combines all three aspects:

Lempro = Lpprov + Lppoq + Lopor,  (7)

where the LVLMs are optimized to fully align
hallucination-related key facts with human pref-
erence, reducing its hallucinations.

4 Experiments

4.1 Experimental settings

Following Yu et al., we evaluate the models from
two aspects: trustworthiness for hallucination and
helpfulness for general capability.

For the trustworthiness, we use three bench-
marks: (1) CHAIR (Yu et al., 2024b), a widely
used hallucination detection benchmark, which
evaluates the multimodal object hallucinations by
comparing the generated entities with manually
labeled entities in the COCO (Lin et al., 2014a).
We both report the sentence-level and the entity-
level hallucination rate (denoted as CHAIR, and
CHAIR,), respectively. (2) MMHal-Bench (Sun
et al., 2023), which uses GPT-4 to evaluate model
outputs with human responses from two aspects:
hallucination rate (Hall.) and information rich-
ness (Score). (3) AMBER (Wang et al., 2023),
which evaluates multimodal hallucinations based
on 15220 yes-or-no questions. We report accuracy
(Acc.) and F1 score on discriminative tasks.

For the helpfulness, we use two benchmarks:
(1) LLaVA Bench (Li et al., 2024) assesses mul-
timodal understanding and reasoning capabilities,
with overall accuracy reported across all tasks. (2)
MME (Fu et al., 2023) evaluates LVLMs on ten
perception and four cognition subtasks, with re-
ported scores for both categories (Per. and Cog.).

Baselines. We compare our method with state-of-
the-art baselines of various types, including general
baselines with strong performance and baselines
designed to mitigate hallucinations.

First,Vanilla LVLM baselines. We use the open-
source LVLMs, i.e., LLaVA-1.5 (Li et al., 2024),
Qwen-VL (Bai et al., 2023), and LLaVA-Next (Liu
et al., 2024b) VCD (Leng et al., 2024) for compar-
ison. Besides, we also include GPT-4V (OpenAl,
2023) as a closed-source baseline.

Second, Fine-tuned LVLMs baselines. We in-
clude seven fine-tuned LVLMs aiming at mitigating
hallucinations: (1) Silkie (Li et al., 2023c¢), which
fine-tunes LVLMs using diverse instruction and
feedback from GPT-4V. (2) LLaVA-RLHF (Sun
et al., 2023), which extends human feedback align-
ment from text-only models to the multimodal do-
main. (3) HA-DPO (Zhao et al., 2023), which
proposes the first multimodal DPO algorithm. (4)
mDPO (Wang et al., 2024b), which optimizes im-
age preferences rather than language preferences to
avoid over-optimization issues. (5) POVID (Zhou
et al., 2023), which fine-tunes VLLMs using model-
generated preference data that targets differences
between image and text. (6) RLHF-V (Yu et al.,
2024b), which eliminates hallucination of VLLMs
using high-quality human feedback to improve pre-
cise behavior boundaries. (7) RLAIF-V (Yu et al.,
2024c), which automatically synthesizes prefer-
ence data and trains the model using iterative DPO.

Training Datasets. We use the following prefer-
ence datasets for training: (1) POVID (Zhou et al.,
2024) incorporating 17,000 randomly sampled ex-
amples from the LLaVA-Instruct-150K dataset (Liu
et al., 2023b). Its hallucinated responses are pro-
duced by using GPT-4V (OpenAl, 2023), which
introduces potential errors in areas like object co-
occurrence. (2) RLAIF-V (Yu et al., 2024c¢) is an
open-source feedback dataset, including 4,000 in-
structions from 7 sources, such as MSCOCO (Lin
et al., 2014b), Google Landmark v2 (Weyand et al.,
2020), and VQA-v2 (Goyal et al., 2017). Each
RLAIF-V instruction pairs with multiple open-
source LVLM-generated responses, with more ca-
pable LVLMs determining response preferences.

Implementation Details. We implement EMPO
based on the LLaVA-v1.5-7B (Li et al., 2024),
which uses CLIP-ViT (Radford et al., 2021) as
the vision module and Vicuna (Zheng et al., 2023)
as the LLM backbone. We train the EMPO for 4
epochs using DeepSpeed (Lian et al., 2024), which



Object-HalBench MMHal-Bench AMBER

Model Model Size

CHAIR; | CHAIR;| Hall.{ Score?T Acc.T FI1
GPT-4V (OpenAl, 2023)4 GPT-4V - 13.6 7.3 28.1 3.42 83.4 87.4
Vanilla LVLMs
QWEN-VL (Bai et al., 2023)4 Qwen-VL-Chat 10B 40.4 20.7 38.5 2.76 81.9 86.4
LLaVA-NeXT (Liu et al., 2024b)*  LLaVA-NeXT 34B 12.6 6.4 34.4 3.14 81.4 854
VCD (Leng et al., 2024)4 LLaVA-1.5 7B 48.8 24.3 54.2 2.12 71.8 74.9
LLaVA-1.5 (Liet al., 2024) LLaVA-1.5 7B 52.3 255 52.7 2.36 73.5 77.7
LLaVA-1.5 (Li et al., 2024) LLaVA-1.5 13B 50.7 24.8 514 2.39 81.8 87.3
Fine-tuned LVLMs
LLaVA-RLHF (Sun et al., 2023)4 LLaVA-1.5 13B 38.1 18.9 62.5 2.02 79.7 83.9
Silkie (Li et al., 2023c)4 Qwen-VL-Chat 10B 27.1 13.4 323 3.19 82.2 87.6
HA-DPO (Zhao et al., 2023)4 LLaVA-1.5 7B 39.9 19.9 60.4 1.98 75.2 79.9
POVID (Zhou et al., 2024)4 LLaVA-1.5 7B 40.4 19.1 56.2 2.08 82.9 87.4
RLHF-V (Yu et al., 2024b)4 Muffin 13B 12.2 7.5 51.0 245 72.6 75.0
RLAIF-V (Yu et al., 2024c)4 LLaVA-1.5 7B 8.5 4.3 29.2 3.06 76.8 84.5
MDPO (Wang et al., 2024b)° LLaVA-1.5 7B 35.7 9.8 54.0 2.39 73.4 74.7
DPO (POVID DataSet) LLaVA-1.5 7B 48.9 22.4 56.0 2.15 75.1 78.9
DPO (RLAIF-V DataSet) LLaVA-1.5 7B 19.13 9.32 36.6 2.70 76.8 81.5
EMPO (POVID DataSet) LLaVA-1.5 7B 38.1 19.3 49.1 2.58 82.7 87.1
EMPO (RLAIF-V DataSet) LLaVA-1.5 7B 7.16 3.44 25.6 3.21 82.4 87.7

Table 1: Main experimental results. The best and second-best results are highlighted in bold and underlined,
respectively. 4 denotes the results are reported by RLAIF-V (Yu et al., 2024c), and © denotes the results from the

original papers.

Model LLaVA-Bench MME
overall T Cog. 1 Per. T
LLaVA-1.5 60.6 297.5 1496.7
+ DPO 66.4+9.57% 299.340.61% 1356.7
+ EMPO 69.3+14.36% 302.8+1.78% 1389.8

Table 2: General capability evaluation results. Red indi-
cates improvements after using EMPO, green indicates
performance decline.

is an open-source library by Microsoft for efficient
distributed training. We set a hyperparameter « of
0.7 and 3 of 0.5, an image resolution of 336%336,
a learning rate of 5e-7, and a batch size of 8. The
training is conducted on 8 A100 GPUs, taking 4
hours on the POVID dataset and approximately 12
hours on the RLAIF-V dataset.

4.2 Main Results

As shown in Table 1: (1) EMPO can substantially
reduce hallucinations in the baseline model LLaVA-
1.5-7B. EMPO, trained on either POVID or RLAIF-
V, reduces LLaVA-1.5-7B’s object hallucination
rates on Object HalBench by 24.8% and 85.9%,
respectively. Additionally, EMPO increases the ac-
curacy (F1) on the AMBER benchmark by 12.5%
(12.9%) relative percentage points and achieves
continuous improvement in terms of overall Hallu-
cination rate on the MMHal dataset. (2) EMPO con-
sistently outperforms DPO across all three bench-
marks and two training datasets, with better hallu-
cination reduction effects. This indicates that the

proposed EMPO method can effectively improve
modal alignment. (3) EMPO achieves state-of-the-
art performance in trustworthiness among open-
source models, even outperforming commercial
models like GPT-4V.

4.3 Ablation Studies

Our framework consists of two key compo-
nents: Multi-modal Preference Alignment and
Fine-grained Entity Weighting. As shown in Ta-
ble 4, to verify the contribution of each component
in our framework, we conduct comprehensive abla-
tion studies on the RLAIF-V dataset.

Ablation of Multi-modal Preference Alignment.
We first examine the necessity of aligning with
human preferences across the image, instruction,
and response modalities, respectively. Removing
any modality preference markedly increases hallu-
cination: +22.9%, +9.5%, and +11.9% for image,
instruction, and response, respectively, but still out-
performs vanilla DPO. The full three-modal align-
ment performs best, showing that jointly modeling
visual and textual signals captures human intent
more comprehensively.

Ablation of Fine-grained Entity Weighting. To
evaluate the effect of explicitly emphasizing key
entities, as shown in Table 4, removing entity
weights in Formula 6 increases hallucination by
2.6%. Moreover, we study the impact of weighting
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Figure 3: Examples of different rejected image construction strategies and the hallucination rates.

Table 3: Ablation results on different rejected instruc-
tion & response sampling strategies.

Object-HalBench MMHal-Bench

Strategy

CHAIR, | CHAIR; | Hall.| Rest
Random Instruction 7.61 4.10 39.9 2.70
Edit Instruction (EMPO) 7.16 344 25.6 3.21
POVID Response 38.10 19.30 49.1 2.58
RLAIFV Response (EMPO) 7.16 3.44 25.6 3.21

Table 4: Ablation results on different components. We
indicates “w/o image / instruction / response” denotes
removing the corresponding modality preference; “w/o
weighting” removes the weights on key entities.

Object-HalBench MMHal-Bench

Model
CHAIR; | CHAIR; | Hall.| Score?

DPO 19.13 9.32 36.6 2.70
EMPO 7.16 344 25.6 3.21
w/o image 10.8 54 344 2.78
w/o instruction 8.5 4.1 30.9 2.96
w/o response 11.2 6.3 32.1 2.87
w/o weighting 7.45 3.88 28.1 3.12

coefficient o in Formula 6 that balances the entity-
centric term and generic preference-alignment loss.
Figure 4 shows that a=0.7 yields the lowest hallu-
cination rate on both ObjectHalBench and MMHal-
Bench, indicating that assigning higher weights to
entity-related tokens can effectively mitigate hallu-
cination, while the overall semantic coherence of
the response cannot be ignored.

4.4 Analysis

General Capability Analysis. Previous studies
show that preference learning may impair mod-
els’ general understanding capabilities (Xiao et al.,
2024; Lan et al., 2024). We evaluate LVLMs’ gen-
eral capabilities after EMPO training using rec-
ognized evaluation datasets: LLaVA-Bench and
MME’s Perception and Cognition assessments. Ta-
ble 2 shows EMPO improves LVLM performance
on LLaVA-Bench and MME (cog.) by 14.36%
and 1.78% respectively. On MME (Perception),
EMPO shows a slight 7.14% decrease versus the
baseline model, though it still outperforms DPO.
These results indicate that while EMPO reduces
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hallucination in LVLMs, it maintains the model’s
general understanding capabilities.

Impact of Rejection Construction Strategy.
The construction strategy of preference samples
significantly impacts the performance of preference
alignment algorithms (Jiang et al., 2024c). Below,
we compare different strategies with our vanilla
method in three modalities.

For rejected images, we test five strategies: (1)
Delete: using Stable-Diffusion-2 to remove key
entities; (2) Replace: using Stable-Diffusion-2 to
replace key entities with same-type entities; (3)
Crop: randomly cropping the chosen image; (4)
Noise: adding Gaussian noise; (5) Random: select-
ing a random training set image. Figure 3 shows
Delete and Replace outperform others. These strate-
gies maintain structural similarity with chosen im-
ages while introducing significant object represen-
tation differences, serving as hard negative sam-
ples (Kalantidis et al., 2020) and enabling finer-
grained modal feature alignment. We finally adopt
a combination of the Delete and Replace as rejected
image construction strategies.

For rejected instructions, we test two strategies:
(1) Edit: randomly replacing/deleting entity-related



side of the road.

<PATCH_1>

--- Image/Instruction Split

(a) LLaVA-1.5
Figure 5: Attention weight heatmaps of outputs to image and instruction tokens from LLaVA-1.5 and EMPO. The
hallucinated tokens are highlighted in red. The image is tokenized into 4x4 patches (above the red dash line).

nouns, attributes, and relationships. (2) Random:
selecting a different random instruction from the
training set. As shown in Table 3, Edit achieves a
lower hallucination rate than Random, so we select
Edit as our primary strategy.

For rejected responses, we experiment with: (1)
POVID (Zhou et al., 2024): using LVLM-generated
responses from rejected images. (2) RLAIF-V (Yu
et al., 2024c): constructing preference pairs using
an evaluation model. Table 3 shows RLAIF-V sig-
nificantly outperforms POVID, thus we adopt it for
our final EMPO implementation, yet to verify our
approach’s robustness across different data config-
urations, we report the results of both instruction
datasets compared against DPO in Section 4.2.

Modality Alignment Visualization. Figure 5
presents attention heatmaps illustrating how model
output tokens (horizontal axis) attend to input im-
age patches (above the red line) and instruction
tokens (below the red line) during inference. In
the baseline LLaVA-1.5 (Figure 5(a)), the attention
heatmap reveals that while generating the hallu-
cinated entity "woman", the model incorrectly fo-
cuses on specific image patches (e.g., <PATCH_6>,
<PATCH_11>) and the word "gender" in the ques-
tion. This misaligned attention pattern exemplifies
how the model grounds erroneous assertions in vi-
sual features, leading to hallucination. In contrast,

Question: What is the gender of the person riding the motorcycle in the image?

LLaVA-1.5: The person riding the motorcycle in the image is a woman.

EMPO (ours): In the image, there is a motorcycle present, but there is no person
riding it, so it is not possible to determine the gender of the person who would be
riding it. The focus of the image is on the silver and black motorcycle parked on the

-~~~ Image/Instruction Split

(b) EMPO (Ours)

our EMPO-enhanced model (Figure 5(b)) demon-
strates significantly improved modality alignment.
When inferring "no person” and describing "sil-
ver and black motor”, the model’s attention cor-
rectly concentrates on image patches showing only
the motorcycle (e.g., <PATCH_6>, <PATCH_7>,
<PATCH_11>), effectively verifying the absence of
arider. This precise attention allocation shows how
EMPO helps LLaVA-1.5 correctly attend to key
facts in both the image and user instruction, foster-
ing stronger semantic consistency between visual
inputs and generated text to avoid hallucination.

5 Conclusion

This paper addresses the LVLM hallucination prob-
lem from two perspectives: modality misalignment
and LLM inherent hallucination. At the method
level, we propose a comprehensive multimodal
preference optimization method to help LVLM
align entity features with semantic concepts, en-
hancing its trustworthiness. For data side, we in-
troduce a general method for constructing multi-
modal preference data. Experiments on multiple
benchmarks show our method significantly reduces
hallucinations while maintaining LVLM capabil-
ities. For future work, we will explore common-
sense knowledge in multimodal domains and inves-
tigate hallucinations in long-term interactive envi-
ronments like multi-turn dialogue.



Limitations

A limitation of this paper is that the investigation
into hallucinations was restricted to entity-centric
hallucinations. Although entity-centric halluci-
nations constitute a major component of multi-
modal hallucinations, non-entity-related hallucina-
tions such as common sense knowledge and long
context memory loss are also important aspects for
optimizing LVLM effectiveness. Due to space lim-
itations and the complexity of defining common
sense and long context, we did not explore these
issues in this paper. We propose the following direc-
tions for future research: (1) Exploring methods to
define common-sense knowledge in multimodal do-
mains and its relationship with hallucinations. (2)
Investigating hallucination issues in a long-term in-
teractive environment, such as multi-turn dialogue.

Ethics Statement

This study focuses on mitigating hallucination phe-
nomena in LVLMs to enhance their reliability and
trustworthiness. We have carefully considered the
ethical implications of the research and do not ex-
pect any major ethical issues to arise. This study is
based on publicly available and widely used data
and models; therefore, our findings may inherit the
biases and limitations present in these resources.
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A Quality control and Cost analysis

A.1 Quality control

To validate the effectiveness of our image editing
approach, we conducted a comprehensive evalua-
tion using CLIP-based similarity metrics. We ana-
lyzed the similarity between edited image regions
and their corresponding entity labels before and
after the editing process. We employed the CLIP
model (Jiang et al., 2023) to calculate the semantic
similarity between image regions and textual entity
labels. This approach provides an objective mea-
sure of how well the edited regions align with their
intended semantic meaning. Figure 6 presents a
detailed visualization of our findings.

As shown in Figure 6, our editing approach
significantly improves the semantic alignment be-
tween image regions and their target entity labels.
The similarity score distribution (Figure 6a) demon-
strates a clear shift from predominantly low scores
before editing to significantly higher scores af-
ter editing. The before-editing distribution peaks
around 0.3, while the after-editing distribution cen-
ters approximately at 0.75, indicating a substantial
improvement in semantic accuracy.

The entity-specific analysis (Figure 6b) reveals
consistent improvements across all five entity types.
Notably, the "person" and "car" categories show
the most substantial gains, with median similar-
ity increases of 0.41 and 0.39, respectively. This
suggests that our editing approach is particularly
effective for these common object categories. The
distribution of similarity improvements (Figure 6¢)
further confirms the effectiveness of our approach,
with a mean improvement of 0.43 across all sam-
ples. The distribution is positively skewed, indicat-
ing that while most edits yield moderate improve-
ments, a significant portion achieves substantial
similarity gains exceeding 0.6. Most importantly,
when analyzing editing success rates using various
similarity thresholds (Figure 6d), we observe that
at a threshold of 0.5—commonly used in semantic
similarity tasks—the success rate increases from
27.3% before editing to 89.7% after editing. This
represents a 62.4 percentage point improvement,
demonstrating the robustness of our approach.

A.2 Cost analysis

Having established robust quality safeguards, we
now consider quantifying the computational re-
quirements and monetary costs of each processing
step. Extracting image entities costs about $0.002
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per entry; generating all 17,332 image entries on 8
A100 GPUs takes roughly 4—6 hours. Instruction-
level entity extraction and rewriting add $0.002 and
$0.003 per entry, respectively. In total, the label-
ing cost is $0.007 per entry plus 8.3 seconds of
compute time on a single A100. By contrast, man-
ual annotation would cost approximately $0.30 per
entry, over 40x higher.

B Hallucination Cause Analysis
Experiment

To better understand the severity of hallucinations
in LVLMs, we conducted a pilot experiment to eval-
uate their inference performance. Specifically, we
assessed the models on 200 preference examples se-
lected from the POVID dataset (Zhou et al., 2024).
Through this analysis, we identify two prominent
types of errors in LVLM responses, which high-
light critical limitations in their reasoning and mul-
timodal understanding capabilities.

1. Concept Confusion: We observe that LVLMs
struggle to accurately interpret semantic rela-
tionships between entities, leading to concept
confusion. The models frequently generate
identical or highly similar responses to user
instructions that were semantically conflict-
ing or conceptually distinct, which suggests
that LVLMs may fail to fully grasp the fine-
grained differences between related but dis-
tinct concepts, resulting in responses that lack
precision and contextual appropriateness.

Visual Neglect: When provided with only tex-
tual context (i.e., without accompanying vi-
sual input), the models tend to generate image-
agnostic responses that disregard the potential
relevance of visual information. This behavior
indicates an over-reliance on textual cues and
insufficient attention to visual content, which
we attribute to the influence of LLM-induced
hallucinations. Such hallucinations appear to
bias the models toward text-based reasoning,
even in scenarios where visual understanding
is critical. This is also in line with the previous
work PAI (Liu et al., 2024c¢)

These findings highlight the challenges LVLMs
face in achieving robust multimodal understanding
and highlight the need for improved mechanisms
to mitigate hallucinations. Addressing these issues
is essential for enhancing the reliability and appli-
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Figure 6: CLIP-based similarity analysis for image editing evaluation: (a) Distribution of similarity scores before
and after editing, (b) Box plots showing similarity changes by entity type, (c) Distribution of similarity improvement
scores, and (d) Success rates at different similarity thresholds.

cability of LVLMs in real-world tasks that require
both textual and visual reasoning.

C Prompt Appendix

The section is to describe the GPT40-mini prompt
for identifying entities and the prompt for rewriting
chosen instructions and the rejected instructions.

The prompt for rewriting the chosen instruction:

The prompt for rewriting rejected instruction:

# prompt for rewriting chosen instruction
prompt ’’’Task: Rephrase the following question
while maintaining its original meaning:

Original question: {question}

Requirements:

1. If original question was a declarative sentence,
then keep rewritten question as a declarative
sentence.

2. Ensure the rephrased question is clear,
and maintains the original inquiry intent.
3. You may adjust sentence structure or wording,
do not change the essence of the question.

4. If necessary, slightly expand the question to
improve clarity, but keep it concise.

5. Use natural, fluent English in the rephrased
version.

Please only provide the rephrased question that
meets these criteria without any additional
explanation.

P

concise,

but

# prompt for rewriting rejected instruction

’’’You are an expert in creative writing and
linguistic transformation. Your task is to rewrite
the given question so that its meaning is
significantly different from the original, while
maintaining the same general structure and format.
Follow these guidelines:

1. Analyze the original question’s structure,
and key elements.

2. Identify a different perspective or context that
could radically change the question’s meaning.

3. Rewrite the question using the new perspective,
ensuring it has a distinctly different meaning.

4. Maintain the original question’s format,
including any specific phrasing or sentence
structure.

5. Ensure the rewritten question is coherent,
grammatically correct, and makes sense on its own.

tone,

Original question: {question}

Rewritten question:

Provide only the rewritten question without any
additional explanation.’’’

P

14




The prompt for identifying entities:

# prompt for identifying entities

prompt =’’’

You are a selective entity replacement engine. You
need to perform entity replacement on the original
text.

Core Instructions:

1. Analyze the input text to identify replaceable
entities.

2. Randomly select approximately 50% of the
identified entities for substitution.

3. Replace the chosen entities with contextually
appropriate alternatives.

4. Maintain grammatical correctness and readability.
5. Output the modified version and a summary of
changes.

Workflow:

1. Entity Identification
- Named entities (people,
- Common nouns
- Actions/verbs
- Descriptors/adjectives

places, organizations)

2. Replacement Rules:
- Maintain the original part of speech.
- Preserve sentence structure.
- Ensure semantic coherence.
- Keep consistent tense and number.
- Replace only approximately 50% of the
identified entities to retain the original
context and flow.

3. Input Original Text:
{original_text}

4. Output Format:
- Modified Text:
[text with approximately 30% replaced entities]

- Changes Summary:
- [Original Entity 1]
- [Original Entity 2]

-> [Replacement Entity 1]
-> [Replacement Entity 2]

Additional Instructions:

- Entity Selection:
- After identifying all replaceable entities,
calculate 30% of the total number.
- Randomly select the calculated number of
entities to replace.
- Ensure that the selection is random to maintain
variability across different texts.

- Replacement Constraints:

- Do not replace entities that are crucial for the
understanding of the text.

- Avoid replacing more than 30% to prevent
altering the original meaning significantly.
- If the total number of replaceable entities is
small, adjust the replacement percentage
proportionally to avoid replacing too many.

o
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D Example Appendix

The section to show EMPO examples 7. We will
expand with more examples later...



Captioning Task

Question: Describe the image in detail.

LLaVA-1.5: The image depicts a city street
with a storefront for Hawkins Bazaar, a
shop that sells Christmas decorations. The
store is located on the side of the street,
and there is a black and red sign on the
side of the building. Several people can be
seen walking along the sidewalk in front of
the store. Some of them are closer to the
storefront, while others are further away.
There is also a clock visible on the side of
the building, possibly indicating the time
for passersby. Overall, the scene captures
a lively city street with people going about
their day and the festive storefront of
Hawkins Bazaar.

EDPO (ours): The image features a city
street with a storefront for Hawkins Bazaar
prominently displayed on the side of a
building. The shop has attractive
decorations, including a Christmas
snowflake window display, which makes it
stand out. There are a few people visible on
the sidewalk in front of the store, possibly
window shopping or going about their daily
activities. The overall scene gives off a
commercial and vibrant city vibe, with the
Hawkins Bazaar storefront being a notable
element in the landscape.

Figure 7: More Examples
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VQA Task

Question: Is the man in the picture
indoors or outdoors?

LLaVA-1.5: The man in the picture is
indoors, specifically inside a boat.

EDPO (ours): It's not possible to
determine with certainty from the image
whether the man is indoors or outdoors.
However, what we can see is that there
are divers' gear and equipment present in
the image, which suggests that the man
might be in a location related to diving or
water activities.

Question: Who in the picture is wearing
trousers?

LLaVA-1.5: The man and woman in the
picture are wearing pants.

EDPO (ours): The woman in the picture is
wearing pants.
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