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Abstract

Most research about natural language genera-001
tion (NLG) relies on evaluation benchmarks002
with limited references for a sample, which003
may result in poor correlations with human004
judgements. The underlying reason is that one005
semantic meaning can actually be expressed006
in different forms, and the evaluation with a007
single or few references may not accurately re-008
flect the quality of the model’s hypotheses. To009
address this issue, this paper presents a sim-010
ple and effective method, named Div-Ref, to011
enhance existing evaluation benchmarks by en-012
riching the number of references. We lever-013
age large language models (LLMs) to diver-014
sify the expression of a single reference into015
multiple high-quality ones to cover the seman-016
tic space of the reference sentence as much as017
possible. We conduct comprehensive experi-018
ments to empirically demonstrate that diversi-019
fying the expression of reference can signifi-020
cantly enhance the correlation between auto-021
matic evaluation and human evaluation. This022
idea is compatible with recent LLM-based eval-023
uation which can similarly derive advantages024
from incorporating multiple references. We025
strongly encourage future generation bench-026
marks to include more references, even if they027
are generated by LLMs, which is once for all.028
We release all the code and data at https:029
//anonymous.4open.science/r/Div-Ref to030
facilitate research.031

1 Introduction032

Evaluation plays a pivotal role in advancing the re-033

search on natural language generation (NLG) (Ce-034

likyilmaz et al., 2020; Li et al., 2022). It aims035

to measure the quality of the generated hypothe-036

ses in NLG tasks (e.g., machine translation, text037

summarization, and image caption) from multiple038

aspects, such as accuracy, fluency, informativeness,039

and semantic consistency. There exist two typical040

approaches for NLG evaluation, namely human041

Input x 苹果是我最喜欢的水果，但香蕉是她的最爱。

Reference y∗ The apple is my most loved fruit but the banana is her most loved.

Hypothesis ŷ My favorite fruit is apple, while hers beloved is banana.

BLEU(ŷ|y∗) = 0.014, BERTScore(ŷ|y∗) = 0.923

Diversified
references
ỹ1, ỹ2, ỹ3

Apples rank as my favorite fruit, but bananas hold that title for her.
Apple is my favorite fruit, but banana is her most beloved.
My most loved fruit is the apple, while her most loved is the banana.

BLEU(ŷ|y∗, ỹ1, ỹ2, ỹ3) = 0.251, BERTScore(ŷ|y∗, ỹ1, ỹ2, ỹ3) = 0.958

Table 1: The motivation illustration of our proposed
Div-Ref method. For the Chinese-to-English transla-
tion, the evaluation scores of BLEU and BERTScore
are relatively low when using the single ground-truth
reference. After diversify the ground truth into multiple
references, the correlation of these two metrics with
human evaluation can be improved.

evaluation and automatic evaluation. Human eval- 042

uation relies on qualified annotators for a reliable 043

assessment of the generation results of NLG mod- 044

els (Sai et al., 2022). However, it is very costly 045

and time-consuming to conduct large-scale human 046

evaluations, especially for complicated tasks. 047

To reduce the human cost, researchers have pro- 048

posed various automatic evaluation metrics. Yet, 049

due to their rigid analytic forms, they often suf- 050

fer from an inaccurate approximation of the task 051

goal, even having significant discrepancies with 052

human evaluation (Zhang et al., 2023). Despite 053

the widespread concerns about evaluation met- 054

rics (Sulem et al., 2018; Alva-Manchego et al., 055

2021), another seldom discussed yet important fac- 056

tor is the number of reference texts in the evaluation 057

benchmarks. There always exist diverse hypotheses 058

that would satisfy the goal of an NLG task, how- 059

ever, the number of ground-truth references pro- 060

vided by human annotators is often limited in scale. 061

For example, there is only one English ground-truth 062

reference written for a Chinese input sentence in 063

the WMT22 News Translation Task (Kocmi et al., 064

2022). This potentially leads to unreliable evalua- 065

tion results when using limited ground-truth refer- 066

ences, as illustrated in Table 1. 067
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Considering the above-mentioned issue, this pa-068

per attempts to improve the NLG evaluation bench-069

marks and make existing automatic metrics better070

reflect the actual quality of the hypotheses. We071

focus on increasing the number of reference texts072

to narrow the gap between automatic and human073

evaluation. The key idea is to leverage the excel-074

lent ability of existing LLMs to provide more high-075

quality references for a single sample. By enriching076

the diversity of the references while maintaining077

semantic consistency, we expand the coverage of078

the semantic expressions for evaluating the gener-079

ated texts from a single or few standard references080

to a more diverse set of semantically equivalent081

references. In this way, our evaluation method can082

better approximate human evaluation criteria, as083

the improved scores shown in Table 1. In addition,084

increasing the number of references is agnostic to085

specific task settings and can be integrated with086

various automatic metrics for evaluating different087

generation tasks.088

To demonstrate the effectiveness of diversifying089

references, we conduct extensive experiments on090

the benchmarks from multiple NLG tasks. The ex-091

perimental results demonstrate that incorporating092

multiple references can significantly improve the093

consistency between traditional evaluation metrics094

and human evaluation results. Surprisingly, it is095

even applicable in multilingual and multimodal text096

generation scenarios. Importantly, our approach is097

orthogonal with automatic metrics, enabling even098

the recent LLM-based evaluations (Kocmi and Fe-099

dermann, 2023; Wang et al., 2023) to benefit from100

our diversified references and achieve SOTA corre-101

lation with human judges. Therefore, incorporating102

more references for the NLG benchmark proves ad-103

vantageous, requiring a one-time effort, and future104

researchers can reap its benefits.105

2 Related Work106

2.1 Automatic Evaluation107

Automatic evaluation metrics for natural language108

generation could be mainly categorized into two109

streams: reference-based and reference-free eval-110

uation. The former involves measuring the qual-111

ity of the hypothesis by comparing it with single112

or few ground-truth references, e.g., BLEU (Pap-113

ineni et al., 2002), ROUGE (Lin, 2004), and ME-114

TEOR (Banerjee and Lavie, 2005). They primarily115

focus on the n-gram overlaps between the hypoth-116

esis and the references. Recently, neural metrics117

have become a mainstream method to evaluate se- 118

mantic similarity and usually have a higher corre- 119

lation with human evaluation. The representative 120

metrics include BERTScore (Zhang et al., 2020), 121

BLEURT (Sellam et al., 2020), and recent meth- 122

ods involving LLMs (Kocmi and Federmann, 2023; 123

Wang et al., 2023; Chiang and Lee, 2023; Luo et al., 124

2023; Lu et al., 2023; Gao et al., 2023). Reference- 125

free evaluations assess the hypothesis without the 126

necessity of any reference. They often adopt neural- 127

based models as a black box for evaluating seman- 128

tic quality as well as grammatical fluency (Zhao 129

et al., 2020; Mehri and Eskenazi, 2020; Hessel 130

et al., 2021; Liu et al., 2023; Chen et al., 2023). 131

However, the reference-free metrics has lower cor- 132

relation with human compared to the reference- 133

based ones (Kocmi and Federmann, 2023; Wang 134

et al., 2023). In this work, we primarily focus on 135

the reference-based automatic metrics, even with- 136

out the need for altering their core implementation. 137

2.2 Increasing the Reference Number 138

Initially, researchers attempt to utilize paraphras- 139

ing methods (Bandel et al., 2022) to enrich the in- 140

stances of training set (Zheng et al., 2018; Khayral- 141

lah et al., 2020). We respect the former paraphras- 142

ing methods that paved the way for NLG evalua- 143

tion. Zhou et al. (2006b) use paraphrasing to en- 144

hance the evaluation of the summarization task. 145

There are also prior works that employed para- 146

phrasing in enhancing evaluations with machine 147

translation, either by human paraphrasing (Gupta 148

et al., 2019; Freitag et al., 2020b,a) or automatic 149

paraphrasing (Zhou et al., 2006a; Kauchak and 150

Barzilay, 2006; Thompson and Post, 2020a; Baw- 151

den et al., 2020b,a). One recent study reports that 152

the maximization of diversity should be favored 153

for paraphrasing (Bawden et al., 2020b), which 154

enhances the succeeding evaluation. Although cur- 155

rent work showcases the promise of paraphrasing 156

methods, they are confined to improving the corre- 157

lation of specific metrics (e.g., BLEU and ROUGE) 158

in certain tasks (e.g., translation and summariza- 159

tion). They neglect to explore the importance of 160

the number of references, considering constraints 161

such as the quality of automatic paraphrasing or 162

the expense of human paraphrasing. Meanwhile, 163

our investigation reveals that the majority of newly 164

proposed NLG benchmarks in 2023 continue to 165

rely on only one reference. Even those benchmarks 166

incorporating multiple references typically feature 167

no more than two or three ground truth. The advent 168
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of LLMs has facilitated a convenient and effective169

means of diversifying references to encompass the170

semantic space of samples. In this work, we design171

dedicated prompts tailored for LLMs and exten-172

sively investigate the imperative of augmenting the173

number of references in NLG benchmarks.174

3 Methodology175

This section first provides a formal definition by176

introducing several crucial aspects of NLG evalua-177

tion. We then describe our approach that leverages178

LLMs to enrich the semantic coverage of refer-179

ences, bridging the gap between automatic evalua-180

tion and human evaluation.181

3.1 NLG Evaluation Formulation182

As for an NLG task, let x denote the input sequence183

associated with extra information (task goal, ad-184

ditional context, etc) and y∗ denote the ground-185

truth reference provided by the benchmark. After a186

model or system generates the hypothesis sequence187

ŷ, the automatic evaluation of the metric M can188

be represented as M(ŷ|x,y∗). Accordingly, we189

can also represent human evaluation as H(ŷ|x,y∗).190

Hence, to access the quality of the metric M, re-191

searchers usually calculate the correlation score192

with human evaluation H:193

ρ(M(ŷ|x,y∗),H(ŷ|x,y∗)), (1)194

where ρ can be any correlation function such as195

Spearman correlation and Kendall’s tau. An ideal196

metric is to maximize the correlation between au-197

tomatic evaluation M and human evaluation H.198

Note that, H is a subjective process and cannot199

be directly calculated. Intuitively, when a human200

assesses on the hypothesis ŷ, he or she will match201

ŷ among various valid sentences, which can be il-202

lustrated as a semantic sentence space Y formed203

in our brain based on human knowledge and com-204

mon sense related to the ground-truth reference205

y∗. Therefore, the human evaluation can be further206

described as H(ŷ|x,Y).207

While researchers on NLG evaluation focus on208

proposing various implementations of M, we aim209

to improve the automatic evaluation benchmark210

using M(ŷ|x, A(Y)), where A(Y) is the approxi-211

mation of Y to instantiate the semantic space. A(Y)212

is defined as {y∗, ỹ1, . . . , ỹn} to alleviate the bias213

and insufficiency of a single reference in represent-214

ing the entire semantic space of the ground-truth215

references. To achieve this, we augment the refer-216

ence with diverse expressions while retaining the217

same meaning, aiming to approximate the semantic 218

space Y. In the traditional single-reference evalua- 219

tion benchmark, A(Y) corresponds to {y∗}. 220

As the acquisition of A(Y) is costly for human 221

annotation, we propose to leverage the superior 222

capability of LLMs to generate high-quality and di- 223

verse references. With this approach, the automatic 224

evaluation can be formulated as follows: 225

M(ŷ|x, A(Y)) = M(ŷ|x,y∗, ỹ1, . . . , ỹn). (2) 226

Traditional metrics, such as BLEU (Papineni et al., 227

2002) and ChrF (Popović, 2015), have built-in al- 228

gorithms to handle multiple references, while for 229

neural metrics, they only support a single reference 230

and then aggregate the scores from each reference. 231

In practice, the evaluation score under the multiple- 232

reference setting can be calculated as follows: 233

M(ŷ|x,y∗, ỹ1, . . . , ỹn) =
n
F
i=0

[
M(ŷ|x, ŷi)

]
,

(3) 234

where ŷ0 = y∗ and F is a function leveraged to 235

aggregate scores of multiple diversified sequences, 236

which can be the operation of max aggregation or 237

mean aggregation. 238

3.2 LLM Diversifying for Evaluation 239

Recently, LLMs have showcased remarkable capa- 240

bilities across various NLP tasks. They have proven 241

to be powerful aids in tasks such as text paraphras- 242

ing, text style transfer, and grammatical error cor- 243

rection (Kaneko and Okazaki, 2023). Therefore, 244

we harness the potential of LLMs as the approxi- 245

mation function A to generate diverse expressions 246

ỹ1, . . . , ỹn while preserving the original semantics 247

of the ground-truth reference y∗. 248

3.2.1 Paraphrasing Prompt 249

Following existing work (Bawden et al., 2020b), 250

we provide the LLM with the paraphrasing prompt 251

“Paraphrase the sentences: {reference}” to wrap 252

the given reference and employ nucleus sam- 253

pling (Holtzman et al., 2020) to generate a vari- 254

ety of rephrased sentences. In our preliminary ex- 255

periments, we apply the paraphrasing prompt to 256

paraphrase ten sentences for each English refer- 257

ence sentence from the WMT22 Metrics Shared 258

Task (Freitag et al., 2022). We calculate a semantic 259

diversity score1 of the rephrased sentences as 0.032. 260

1We calculate the mean cosine distance between
each rephrased pair using OpenAI Embeddings
text-embedding-ada-002. Then, we average the score of
each instance to obtain an overall semantic diversity score.
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We further observe that rephrased sentences primar-261

ily involve word-level substitutions, with minimal262

modifications to the sentence structure.263

3.2.2 Diversified Prompts264

To improve the diversity of the reference sentences265

as suggested by Bawden et al. (2020b), we explore266

several heuristic rules to obtain more diverse texts267

and cover the semantic space. Inspired by Jiao et al.268

(2023), we ask ChatGPT to provide instructions269

that cover different aspects of semantic expressions270

with the prompt: “Provide ten prompts that can271

make you diversify the expression of given texts272

by considering different aspects.”. According to273

the suggestions by Savage and Mayer (2006), we274

screen out ten diversifying instructions to promote275

the changes in words, order, structure, voice, style,276

etc, which are listed as follows:277

➀ Change the order of the sentences:
➁ Change the structure of the sentences:
➂ Change the voice of the sentences:
➃ Change the tense of the sentences:
➄ Alter the tone of the sentences:
➅ Alter the style of the sentences:
➆ Rephrase the sentences while retaining the original
meaning:
➇ Use synonyms or related words to express the sen-
tences with the same meaning:
➈ Use more formal language to change the level of for-
mality of the sentences:
➉ Use less formal language to change the level of for-
mality of the sentences:

Then, we also utilize the ten instructions to gen-278

erate ten diversified sentences in total (i.e., one for279

each instruction). The semantic diversity score in-280

creases from 0.032 to 0.049, which demonstrates a281

significant diversity improvement among the sen-282

tences and verifies the effectiveness of our diverse283

prompts. Note that, our diversifying method is not284

just paraphrasing but attempts to cover different285

aspects of the reference expressions. Considering286

the strong cross-lingual generation capabilities of287

LLMs (Muennighoff et al., 2022), we apply En-288

glish instructions to diversify references in differ-289

ent languages (e.g., German and Russian). The290

diversified examples can be found in Tables 6, 7, 8.291

3.2.3 Discussion292

Compared with existing work (Freitag et al., 2020b;293

Bawden et al., 2020b) that utilizes paraphrasing294

for evaluation, we leverage the recent superior295

LLMs for diversifying the expressions of given296

reference. After supervised fine-tuning and rein-297

forcement learning from human feedback, LLMs298

showcase excellent capability to follow the input 299

instruction and align with human preference, which 300

can not achieve by previous paraphrasing methods. 301

To verify the effectiveness of LLMs, we further con- 302

duct experiments in Section 4.3 to compare them 303

with traditional paraphrasing models. Moreover, 304

we conduct experiments to evaluate the diversify- 305

ing results of LLMs. We employ another excellent 306

GPT 3.5 to judge whether the generated sentence 307

conveys the same meaning of given reference. The 308

results show that 94.6% of the generated sentences 309

are suitable, which demonstrates the effectiveness 310

and robustness of our diverse prompts. Note that, 311

LLM diversifying is simple and convenient and 312

does not need any post manual filtering. We con- 313

duct further experiments to verify it in Section 4.3. 314

4 Experiments 315

In this section, we deliberately select three different 316

types of natural language generation tasks to verify 317

the effectiveness of multiple references. 318

4.1 Experimental Setup 319

4.1.1 Benchmarks 320

We choose three meta evaluation benchmarks 321

covering multilingual and multimodal scenarios. 322

These metric benchmarks consist of human scores 323

of the generated text (i.e., H(y′|x,Y)), and we can 324

calculate their correlation with the automatic metric 325

scores M(y′|x, A(Y)) using multiple references. 326

• WMT22 Metrics Shared Task (Freitag et al., 327

2022) includes the generated sentences of dif- 328

ferent competitor models in the WMT22 News 329

Translation Task (Kocmi et al., 2022). They 330

require human experts to rate these sentences 331

via the multidimensional quality metrics (MQM) 332

schema. We use all three evaluated lan- 333

guage pairs, including Chinese (Zh)→English 334

(En), English (En)→German (De), and English 335

(En)→Russian (Ru). We leverage the standard- 336

ized toolkit mt-metrics-eval V22 to calculate 337

the segment-level Kendall Tau score and the 338

system-level pairwise accuracy following Kocmi 339

et al. (2021). Note that the overall system-level 340

pairwise accuracy across three languages is the 341

most important metric for translation evalua- 342

tion (Deutsch et al., 2023). 343

• SummEval (Fabbri et al., 2021) comprises 200 344

summaries generated by each of the 16 models 345

2github.com/google-research/mt-metrics-eval
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on the CNN/Daily Mail dataset (See et al., 2017).346

Human judgements measure these summaries347

in terms of coherence, consistency, fluency, and348

relevance. We apply the sample-level Spearman349

score to measure the correlation.350

• PASCAL-50S (Vedantam et al., 2015) is a triple351

collection of 4,000 instances wherein each in-352

stance consists of one reference and two cap-353

tions. Human annotators compare the two cap-354

tions based on the reference and express their355

preference. We calculate the accuracy of whether356

the metric assigns a higher score to the caption357

preferred by humans. Our experiments follow358

the setups outlined by Hessel et al. (2021).359

4.1.2 Metrics360

We evaluate a variety of automatic metrics cover-361

ing different categories. Based on the taxonomy362

of existing work (Sai et al., 2022), we select 17363

metrics subdivided into five classes:364

• Character-based metrics: ChrF (Popović, 2015);365

• Word-based metrics: BLEU (Papineni366

et al., 2002), ROUGE-1/2/L (Lin, 2004),367

METEOR (Banerjee and Lavie, 2005),368

CIDEr (Vedantam et al., 2015), and SPICE (An-369

derson et al., 2016);370

• Embedding-based metrics: BERTScore (Zhang371

et al., 2020) and MoverScore;372

• Trained metrics: BLEURT (Sellam et al.,373

2020), Prism (Thompson and Post, 2020b),374

COMET (Rei et al., 2020), BARTScore (Yuan375

et al., 2021), and SEScore (Xu et al., 2022);376

• LLM-based metrics: GEMBA-Dav3-DA (Kocmi377

and Federmann, 2023) and ChatGPT-eval (Stars378

w/ ref) (Wang et al., 2023);379

The implementation of each metrics are detailed380

Appendix A.1. The metrics we used for each bench-381

mark are listed in Table 3.382

4.1.3 Implementation Details383

As for our approach, we utilize the384

gpt-3.5-turbo-instruct model as the LLM385

along with the instructions outlined in Section 3.2386

to diversify the reference sentences into different387

expressions. When utilizing the OpenAI API,388

we set the temperature to 1 and the top_p to 0.9.389

In Equation 3, we employ the max aggregation390

and generate 10 diversified sentences (i.e., one391

for each instruction). We further analyze these392

hyper-parameters in Section 4.3.393

In our experiments, the baseline method is the 394

evaluation of various metrics over single-reference 395

benchmarks, represented by Single-Ref, and the 396

evaluation of our approach over multiple diversified 397

references is denoted as Div-Ref. 398

4.2 Experimental Results 399

The results of the three evaluation benchmarks 400

over various automatic metrics are shown in the 401

following subsections. We can see that enriching 402

the number of references using our our LLM di- 403

versifying method shows a better correlation with 404

human evaluation than the single-reference base- 405

line. Our method is also compatible with existing 406

SOTA LLM-based methods and can enhance them 407

to achieve a higher correlation. 408

4.2.1 Evaluation on Machine Translation 409

As shown in the figure 1, our Div-Ref method has 410

shown consistent correlation improvements across 411

all evaluation on the system-level accuracy when 412

compared to the single-reference of the baseline 413

system. Surprisingly, the SOTA metric GEMBA 414

can still be enhanced when evaluated with more 415

references. In terms of different languages, we 416

observe that the diversifying methods are effective 417

across different languages. English and Russian ref- 418

erences benefit more than the German ones, which 419

may be due to the distinct multilingual ability of 420

gpt-3.5-turbo. Notably, our approach showcases 421

significant effects on the traditional BLEU metric, 422

which can further facilitate the application due to 423

its efficiency and universality. The large improve- 424

ment further demonstrates the automatic metric 425

may be not guilty but the evaluation benchmark 426

needs more references. 427

4.2.2 Evaluation on Text Summarization 428

According to the results shown in Figure 2, the Div- 429

Ref method can make significant improvements in 430

almost all dimensions compared to the traditional 431

single-reference approach. We can see that the tra- 432

ditional word-based metrics (e.g., ROUGE) and 433

the embedding-based metrics (e.g., BERTScore) 434

perform closely, while LLM-based metric shows 435

remarkable correlation with human evaluation. It 436

should be noted that our method has further im- 437

proved the LLM-based metric ChatGPT-eval in all 438

dimensions. This also shows that our approach 439

is effective in improving the correlation with hu- 440

man evaluation and the NLG benchmarks should 441

include more references. 442
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Figure 1: System-level pairwise accuracy (main aspect) and Kendall Tau correlation of segment-level score over the
WMT22 Metrics Shared Task on three translation directions.
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Figure 2: Spearman score of sample-level correlation over the SummEval benchmark on four evaluation aspects.

4.2.3 Evaluation on Image Caption443

The results of the image caption task are reported444

in Figure 3. For the HC and MM settings, which445

are difficult settings to judge two similar captions,446

Div-Ref exhibits enhancements in all metrics, par-447

ticularly for SPICE, METEOR, and BERTScore.448

This verifies our approach can expand the semantic449

coverage of references to bridge the gap between 450

automatic evaluation and human evaluation. Re- 451

garding HI and HM, Div-Ref still maintains the 452

improvements in all metrics, except for a slight 453

drop for BERTScore in the HM setting. Despite 454

one of the candidate captions being incorrect or 455

machine-generated, our method can strongly align 456
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Figure 3: Accuracy score over the PASCAL-50S benchmark on four settings. HC denotes the two captions are
correct and written by humans. HI denotes two human-written captions but one is irrelevant. HM denotes one
caption is human-written and the other is model-generated. MM denotes two model-generated captions.

different metrics with human preference, particu-457

larly for the SPICE metric. In comparison to the458

single-reference baseline, our approach yields a459

significant improvement of 3.6 points with SPICE460

in HI and 2.9 points for HM.461

4.3 Ablation Analysis462

In this section, we examine the impact of various463

factors of increasing the reference numbers, which464

include the selection of diversifying models, the465

application of instruction prompts, the choice of466

the aggregation function, the effect of post-filtering,467

and the number of diversified references. The re-468

sults can be found in Table 2 and 4 and Figure 4.469

(1) Firstly, we compare the influence of our di-470

versifying LLM gpt-3.5-turbo-instruct with471

three rephrasing PLMs PEGASUS-Paraphrasing3,472

Parrot4, and QCPG (Bandel et al., 2022), which473

are fine-tuned on paraphrasing tasks. However,474

these three models only support English para-475

phrasing. We also incorporate another open-476

source LLMs, LLaMA-2-70b-chat, to diversify477

our references. From the results, we observe that478

gpt-3.5-turbo-instruct can outperform three479

PLMs and LLaMA-2-chat in all metrics, which480

3huggingface.co/tuner007/pegasus_paraphrase
4huggingface.co/prithivida/parrot_paraphraser_

on_T5

showcases its superior capability in completing the 481

semantic space of given reference. 482

(2) Regarding the choice of instruction prompts, 483

we first degrades the diverse prompts to the ba- 484

sic prompt mentioned in Section 3.2. We observe 485

that the diverse prompts can achieve satisfactory 486

results on English references (i.e., Zh-En), and may 487

slightly reduce the performance on non-English 488

languages (Table 4 in Appendix). Then, we fur- 489

ther translate the English diverse prompts into re- 490

spective language (i.e., instructing LLMs using the 491

reference language), and find the gains of multi- 492

lingual diverse prompts are also not obvious. We 493

attribute the two results to that fact the diversify- 494

ing ability of LLMs in non-English is not as good 495

as that in English, since English is the dominant 496

language. Besides, we analyze each kind of our di- 497

verse prompts in Appendix. We compare a mixture 498

of one sentence per prompt with ten sentences per 499

prompt. From the results in Table 5, we can find 500

that mixing prompts is better than any individual 501

prompt. This further demonstrates the effective- 502

ness of our delicate prompts and they can cover a 503

broader semantics range of reference sentences. 504

(3) Thirdly, we investigate the aggregation func- 505

tions using the mean aggregation and the built-in 506

multi-reference aggregation of BLEU and ChrF. 507

We discover that when changing the aggregation 508
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Settings BLEU ChrF BERTScore BLEURT Prism COMET Average Gains
System Zh-En System Zh-En System Zh-En System Zh-En System Zh-En System Zh-En System Zh-En

Single-Ref 71.5 14.5 75.9 14.7 77.4 31.6 84.7 36.1 76.3 25.7 82.8 35.6 0.0 0.0
Ours (GPT 3.5+Diverse+Max) 77.7 19.4 78.5 19.1 82.1 34.2 84.7 37.7 79.9 28.1 83.9 36.8 +3.0 +2.9

Model

PEGASUS × 18.2 × 18.5 × 33.2 × 37.0 × 27.4 × 36.0 × +2.0
Parrot × 17.5 × 18.3 × 32.2 × 36.8 × 26.3 × 36.1 × +1.5
QCPG × 17.4 × 17.2 × 32.8 × 37.0 × 26.8 × 36.2 × +1.5
LLaMA-2-70b-chat 74.5 17.5 76.3 16.6 79.2 32.9 83.6 36.8 78.8 26.8 82.5 36.3 +1.1 +1.4

Prompt Basic 77.4 17.6 77.4 16.9 81.8 33.2 83.9 37.1 79.2 27.1 83.2 36.3 +2.4 +1.7
Multilingual 77.7 – 77.7 – 81.8 – 84.7 – 79.2 – 83.9 – +2.7 0.0

Aggregation Mean 77.0 16.6 78.8 10.5 83.2 32.2 81.8 35.5 79.2 23.1 81.8 33.9 +2.2 -1.1
Built-in 78.5 18.8 78.5 19.1 × × × × × × × × × ×

Filtering subpar references 77.7 19.2 78.5 19.0 82.1 34.1 84.3 37.6 79.9 28.0 83.9 36.8 0.0 -0.1

Table 2: Analysis of the effect of the diversifying models, instruction prompts, aggregation functions, and post-
filtering. We report the system-level accuracy and segment-level correlation of the Chinese-to-English direction
over the WMT22 Metric Task. × of PEGASUS, Parrot, and QCPG denotes the three methods do not support
multilingual scenario. × of “Bulit-in” means the metric do not have built-in multi-reference aggregation option.
– in “Multilingual” represents the multilingual diverse prompt has the same results as the English diverse prompt.

from max to mean, the correlation scores for most509

metrics have dropped, especially in the Chinese-to-510

English direction. This indicates that the highest-511

quality reference plays a dominant role in genera-512

tion evaluation, and our approach to increasing the513

number of references significantly strengthens this514

probability. However, averaging multiple reference515

scores could introduce noise from low-quality ref-516

erence scores. As for the built-in method of BLEU517

and ChrF, their performances are indistinguishable.518

(4) In addition, we attempt to filter the generated519

references considering some of them may be of520

low quality. We employ gpt-3.5-turbo to judge521

using the instruction: “Sentence 1: {ref}\nSentence522

2: {div_ref}\nDo sentence 1 and sentence 2 convey523

the same meaning?\n\n”. After eliminating the ref-524

erence unrecognized by gpt-3.5-turbo, we can525

find that the removal of low-quality sentences has526

minimal impact on correlation results. We specu-527

late that our approach involves aggregating results528

from multiple references and selecting the one with529

the highest score, effectively disregarding those of530

inferior quality.531

(5) Finally, we examine the influence of scaling532

the number of references. We utilize the diverse533

prompts to generate more references. From Fig-534

ure 4, we observe a consistent upward trend in the535

overall performance as the number of references536

increases. For word-based metrics, this growth537

trend is more obvious. This experiment further538

shows that traditional benchmarks that relies on a539

single reference is very one-sided for NLG evalu-540

ation, and we need to provide multiple references541

for benchmarks. Considering that the performance542

of neural metrics tends to saturate when the quan-543

tity is high, over-generation may not lead to more544
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Figure 4: Kendall Tau correlation score w.r.t. the num-
ber of generated references in the Chinese-to-English
direction on the WMT22 Metrics Shared Task.

significant gains, suggesting that the optimal cost- 545

effective number may not exceed 20. 546

5 Conclusion 547

In this paper, we have investigated the effect of 548

enriching the number of references in NLG bench- 549

marks and verified its effectiveness. Our diversi- 550

fying method, Div-Ref, can effectively cover the 551

semantic space of the golden reference, which can 552

largely extend the limited references in existing 553

benchmarks. With extensive experiments, our ap- 554

proach yields substantial improvements in the con- 555

sistencies between evaluation metrics and human 556

evaluation. In future work, we will explore to ex- 557

tend the ground truth in other modalities. It is also 558

valuable to investigate whether our method can im- 559

prove LLMs’ training and utilization. 560
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Limitations561

Despite conducting numerous experiments, further562

research is required to explore the number of refer-563

ences and the optimal diversifying techniques that564

can achieve a trade-off between time and effective-565

ness. Since using more references leads to more566

evaluation time, future work can explore strategies567

for mitigating these issues, possibly through the im-568

plementation of a selection mechanism that priori-569

tizes sentences with diverse expressions while min-570

imizing the overall number of reference sentences.571

Moreover, Our diverse prompts may fail in spe-572

cialized domains, such as finance and biomedicine.573

Rewriting professional terms may lead to inaccu-574

racy evaluation of the generated sentences. Future575

work can further investigate and validate the effec-576

tiveness of our method within these domains. Addi-577

tionally, we can design more fine-grained prompts578

tailored to address the specific challenges posed579

by professional terminology. In addition, due580

to the high cost of text-davinci-003, we omit581

the experiments of GEMBA in the ablation anal-582

ysis, which may lead to an incomplete analysis583

of LLM-based metrics. The OpenAI API also is584

non-deterministic, which may lead to different di-585

versifying results for the same input. There is also586

a chance that OpenAI will remove existing models.587
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A Experimental Details889

A.1 Metric Implementation890

The implementation details of each metric in dif-891

ferent benchmarks are listed as follows:892

• ChrF (Popović, 2015): We utilize sentence-level893

ChrF from SacreBLEU5 for machine translation.894

• BLEU (Papineni et al., 2002): We utilize895

sentence-level BLEU from SacreBLEU6 for ma-896

chine translation, and employ BLEU from897

pycocoevalcap7 for image caption.898

• ROUGE-1/2/L (Lin, 2004): We utilize899

ROUGE-1/2/L from files2rouge8 for text900

summarization, and employ ROUGE-L from901

pycocoevalcap9 for image caption.902

• METEOR (Banerjee and Lavie, 2005): We uti-903

lize METEOR from pycocoevalcap9 for image904

caption.905

• CIDEr (Banerjee and Lavie, 2005): We utilize906

CIDEr from pycocoevalcap9 for image caption.907

• SPICE (Banerjee and Lavie, 2005): We utilize908

SPICE from pycocoevalcap9 for image caption.909

• BERTScore (Zhang et al., 2020): We utilize910

BERTScore from its official repository10 for ma-911

chine translation, text summarization, and image912

caption. Specially, we leverage roberta-large913

for English reference sentences, while apply914

bert-base-multilingual-cased for other lan-915

guages (i.e., German and Russia).916

• MoverScore (Zhao et al., 2019): We utilize917

MoverScore from its official repository11 for918

text summarization. Specially, we leverage the919

MNLI-BERT checkpoint.920

• BLEURT (Sellam et al., 2020): We utilize921

BLEURT from its official repository12 for ma-922

chine translation. Specially, we leverage the923

BLEURT-20 checkpoint.924

• Prism (Thompson and Post, 2020b): We utilize925

Prism from its official repository13 for machine926

translation.927

5https://github.com/mjpost/sacrebleu
6https://github.com/mjpost/sacrebleu
7https://github.com/salaniz/pycocoevalcap
8https://github.com/pltrdy/files2rouge
9https://github.com/salaniz/pycocoevalcap

10https://github.com/Tiiiger/bert_score
11https://github.com/AIPHES/emnlp19-moverscore
12https://github.com/google-research/bleurt
13https://github.com/thompsonb/prism

• COMET (Rei et al., 2020): We utilize 928

COMET from its official repository14 for ma- 929

chine translation. Specially, we leverage the 930

Unbabel/wmt22-comet-da checkpoint. 931

• BARTScore (Yuan et al., 2021): We uti- 932

lize BARTScore from its official repository15 933

for machine translation in the Chinese-to- 934

English direction. Specially, we leverage the 935

BARTScore+CNN+Para checkpoint. 936

• SEScore (Yuan et al., 2021): We utilize 937

SEScore from its official repository16 for ma- 938

chine translation in the English-to-German di- 939

rection and image caption. Specially, we lever- 940

age the sescore_german_mt checkpoint for En- 941

De translation and the sescore_english_coco 942

checkpoint for image caption. 943

• GEMBA (Kocmi and Federmann, 2023): We 944

utilize GEMBA-Dav3-DA from its official repos- 945

itory17 for machine translation. Specially, we 946

leverage direct assessment as the scoring task, 947

and apply text-davinci-003 as the evaluation 948

model with temperature=0. 949

• ChatGPT-eval (Wang et al., 2023): We utilize 950

ChatGPT-eval (Stars w/ ref) from its official 951

repository18 for text summarization. Specially, 952

we leverage the star prompt with reference, and 953

apply gpt-3.5-turbo as the evaluation model 954

with temperature=0. 955

Following the metric choice of the individual 956

evaluation benchmark, we evaluate several com- 957

mon metrics, as summarized in Table 3. 958

14https://github.com/Unbabel/COMET
15https://github.com/neulab/BARTScore
16https://github.com/xu1998hz/SEScore
17https://github.com/MicrosoftTranslator/GEMBA
18https://github.com/krystalan/chatgpt_as_nlg_

evaluator
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Categories Metrics Translation Summarization Caption

Character ChrF ✓ – –

Word

BLEU ✓ – ✓

ROUGE-1 – ✓ –

ROUGE-2 – ✓ –

ROUGE-L – ✓ ✓

METEOR – – ✓

CIDEr – – ✓

SPICE – – ✓

Embedding
BERTScore ✓ ✓ ✓

MoverScore – ✓ –

Trained

BLEURT ✓ – –

Prism ✓ – –

COMET ✓ – –

BARTScore ✓ – –

SEScore ✓ – ✓

LLM
GEMBA ✓ – –

ChatGPT-eval – ✓ –

Table 3: The summary of metrics evaluated on tasks.
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Settings BLEU ChrF BERTScore BLEURT Prism COMET Average Gains
En-De En-Ru En-De En-Ru En-De En-Ru En-De En-Ru En-De En-Ru En-De En-Ru En-De En-Ru

Single-Ref 16.9 14.0 21.4 16.8 23.2 19.2 34.4 35.9 21.5 23.0 34.3 37.2 0.0 0.0
Ours (GPT 3.5+Diverse+Max) 19.3 17.9 24.5 21.6 25.9 23.5 34.7 37.1 23.4 26.1 35.0 38.5 +1.9 +3.1

Model LLaMA-2-70b-chat 18.1 16.0 22.8 19.5 24.1 21.6 34.8 36.8 22.4 24.7 35.1 38.2 +0.9 +1.7

Prompt Basic 19.6 19.3 25.2 24.2 26.2 25.4 35.5 34.7 23.9 23.0 35.2 34.8 +2.3 +2.6
Multilingual 18.9 19.1 22.4 22.2 23.9 24.2 37.3 37.1 26.4 26.1 38.7 38.9 +2.7 +3.6

Aggregation Mean 13.9 15.0 17.2 16.3 20.0 19.4 32.3 37.0 19.2 22.3 32.0 36.6 -2.8 +0.1
Built-in 18.4 18.1 24.5 21.6 × × × × × × × × × ×

Filtering subpar references 19.4 17.9 24.8 21.6 26.0 23.5 34.8 37.1 23.4 26.1 35.1 38.5 +0.2 0.0

Table 4: Ablation analysis in the English-to-German and English-to-Russia and directions using segment-level
Kendall Tau correlation.

Prompts BLEU ChrF BERTScore BLEURT Prism COMET Average Gains

Single-Ref 14.5 14.7 31.6 36.1 25.7 35.6 0.0
Ours (Mixing ➀-➉) 19.4 19.1 34.2 37.7 28.1 36.8 +2.9

➀ × 10 16.6 16.3 33.0 37.1 26.8 36.3 +1.3
➁ × 10 15.9 15.5 32.2 36.4 26.4 35.7 +0.6
➂ × 10 17.8 17.5 33.0 36.8 27.0 36.2 +1.7
➃ × 10 16.8 16.7 32.8 36.9 26.6 36.0 +1.3
➄ × 10 15.1 15.4 32.0 36.3 26.1 35.6 +0.4
➅ × 10 18.1 17.5 33.5 37.4 27.4 36.3 +2.0
➆ × 10 17.4 16.5 33.4 37.2 27.0 36.4 +1.6
➇ × 10 18.1 17.2 33.4 37.4 27.2 36.4 +1.9
➈ × 10 16.8 16.2 33.1 37.3 26.8 36.2 +1.4
➉ × 10 18.6 19.0 33.7 37.2 27.5 36.5 +2.4

Table 5: Diverse prompts analysis in the Chinese-to-English direction using segment-level Kendall Tau correlation.

Source
是否有途径处罚他

Ground-truth reference
Is there a way to punish him?

Diversified references
Can he be penalized?
Is there a way to punish him?
Can he be punished in any way?
Can he be punished?
Was there a way to punish him?
Can he be punished in any way?
Is there a means of reprimanding him?
Can he be punished in any way?
Is there a means by which he may be disciplined?
Can we do something to punish him?

Table 6: The diversified example of WMT22 Metrics Task in the Chinese-to-English direction. More examples can
be found at https://anonymous.4open.science/r/Div-Ref/dataset/WMT/zh-en.reference.diversified.
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Source
I sincerely hope you get to find a resolution

Ground-truth reference
Ich hoffe wirklich, dass Sie eine Lösung finden werden

Diversified references
Ich drücke die Daumen, dass Sie eine Lösung ausarbeiten können.
Ich hoffe wirklich, dass Sie eine Lösung finden werden.
Ich hoffe, dass Sie eine Lösung finden werden, wirklich.
Ich hoffe wirklich, dass eine Lösung von Ihnen gefunden werden wird.
Ich hatte gehofft, dass Sie eine Lösung finden würden.
Ich hoffe, dass Sie eine Lösung finden werden
Ich wünsche Ihnen aufrichtig, dass Sie eine Lösung finden werden.
Ich wünsche mir innigst, dass Sie eine Lösung finden werden.
Ich hoffe aufrichtig, dass Sie eine Lösung finden werden.
Ich hoffe wirklich, dass du eine Lösung findest.

Table 7: The diversified example of WMT22 Metrics Task in the English-to-German direction. More examples can
be found at https://anonymous.4open.science/r/Div-Ref/dataset/WMT/en-de.reference.diversified.

Source
I see it all the time in my line of work.

Ground-truth reference
Я постоянно вижу такое в своей сфере деятельности.

Diversified references
Я всегда наблюдаю за подобным в своей сфере работы.
Такое я вижу постоянно в своей сфере деятельности.
Такое я постоянно вижу в своей сфере деятельности.
Такое постоянно видится мной в моей сфере деятельности.
Я постоянно увижу такое в своей сфере деятельности.
В своей сфере деятельности я часто наблюдаю подобное.
Я всегда наблюдаю подобное в своей сфере работы.
В своей сфере деятельности я непрерывно наблюдаю подобное.
Я постоянно наблюдаю подобные вещи в своей сфере профессиональной деятельности.
Я всегда это наблюдаю в своей работе.

Table 8: The diversified example of WMT22 Metrics Task in the English-to-Russian direction. More examples can
be found at https://anonymous.4open.science/r/Div-Ref/dataset/WMT/en-ru.reference.diversified.
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