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ABSTRACT

Prevalent retrieval-based tool-use pipelines struggle with a dual semantic chal-
lenge: their retrievers often employ encoders that fail to capture complex seman-
tics, while the Large Language Model (LLM) itself lacks intrinsic tool knowledge
from its natural language pretraining. Generative methods offer a powerful al-
ternative by unifying selection and execution, tasking the LLM to directly learn
and generate tool identifiers. However, the common practice of mapping each
tool to a unique new token introduces substantial limitations: it creates a scala-
bility and generalization crisis, as the vocabulary size explodes and each tool is
assigned a semantically isolated token. This approach also creates a semantic bot-
tleneck that hinders the learning of collaborative tool relationships, as the model
must infer them from sparse co-occurrences of monolithic tool IDs within a vast
library. To address these limitations, we propose ToolWeaver, a novel generative
tool learning framework that encodes tools into hierarchical sequences. This ap-
proach makes vocabulary expansion logarithmic to the number of tools. Crucially,
it enables the model to learn collaborative patterns from the dense co-occurrence
of shared codes, rather than the sparse co-occurrence of monolithic tool IDs. We
generate these structured codes through a novel tokenization process designed to
weave together a tool’s intrinsic semantics with its extrinsic co-usage patterns.
These structured codes are then integrated into the LLM through a generative
alignment stage, where the model is fine-tuned to produce the hierarchical code
sequences. Evaluation results with nearly 47,000 tools show that ToolWeaver
significantly outperforms state-of-the-art methods, establishing a more scalable,
generalizable, and semantically-aware foundation for advanced tool-augmented
agents.

1 INTRODUCTION

LLMs have rapidly evolved into powerful interactive agents by integrating with external tools, en-
abling them to access dynamic information and perform comprehensive real-world tasks Yao et al.
(2023); Qin et al. (2023); Wang et al. (2024b); Hao et al. (2023); Zhao et al. (2025). Concurrently,
the number and diversity of available tools have grown substantially, ranging from general services
to domain-specific APIs, leading to significant challenges such as scalability and generalization for
tool selection and execution Mialon et al. (2023).

Existing methods Patil et al. (2023); Wang et al. (2024b); Hao et al. (2023); Qin et al. (2024); Paran-
jape et al. (2023); Yao et al. (2023) have focused on equipping LLMs with tool-use capabilities
through retrieval-based or generative approaches. Retrieval-based methods, such as ToolLLM Qin
et al. (2023) and Gorilla Patil et al. (2023), employ external retrievers to select tools from a large cor-
pus, which are often constrained by the LLM’s input length and add pipeline complexity. In contrast,
generative methods Wang et al. (2024b); Hao et al. (2023) offer end-to-end simplicity by fine-tuning
the LLM to directly generate tool invocations. A common strategy in this paradigm is to map each
tool to a unique special token Liu et al. (2024). However, this simple “one-token-per-tool” paradigm
suffers from two fundamental drawbacks. Firstly, it faces a critical scalability and generalization
challenge. As illustrated in Figure 1(a), the vocabulary size grows linearly with the number of tools,
which hinders generalization as each new tool requires a semantically isolated token. For a model
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like Llama-3-8B Dubey et al. (2024) with a vocabulary of 128,256, integrating a large benchmark
like ToolBench would require adding nearly 47,000 new tokens. This massive injection of out-of-
vocabulary (OOV) tokens leads to significant memory overhead and risks disrupting the model’s
pretrained linguistic knowledge, causing a catastrophic degradation of its general language capabil-
ities Wang et al. (2024a). Secondly, it suffers a semantic bottleneck for complex reasoning. By
flattening tools into isolated, unique tokens, the model struggles to learn collaborative relationships,
as it is forced to rely on the statistically sparse co-occurrence of their individual IDs. For instance,
consider the query “is it a good day to take my kid to the park?” as illustrated in Figure 1(b). To
answer this comprehensively, a model needs to infer the relationship between tools like Realtime
Weather and Air Quality. However, because the joint appearance of any specific tool pair
is rare in a vast library, the model might check the weather but fail to consider air quality, thus
providing an incomplete or misleading answer.

To address these challenges, we propose ToolWeaver, a framework that fundamentally rethinks
tool representation. Instead of flat identifiers, ToolWeaver represents each tool as a composi-
tional sequence of discrete codes. This hierarchical structure, generated via our novel, unsupervised
collaborative-aware vector quantization, is not only highly scalable—reducing vocabulary expansion
from linear to logarithmic—but more importantly, it is inherently compatible with the autoregressive
nature of LLMs and enables the model to learn from a dense collaborative signal.

By jointly modeling a tool’s intrinsic function and its extrinsic co-usage patterns, this method
encourages functionally related tools to share codes. For instance, Realtime Weather
(<T1 1><T2 1>) and Air Quality (<T1 1><T2 2>) can share a parent code (<T1 1>) that
emerges to group tools for a shared context like “outdoor conditions”, allowing the model to learn
their collaborative nature from the dense co-occurrence of the shared code rather than the sparse
co-occurrence of individual tools. Subsequently, these structured codes are integrated into the LLM
via a generative alignment stage, training the model to produce the hierarchical code sequences for
complex tool invocation. In summary, our main contributions are as follows:

• We propose ToolWeaver, a novel framework that represents tools as compositional codes.
A collaborative-aware tokenization process generates these codes, enabling the model to
learn robust collaborative patterns from the dense co-occurrence of shared codes, thus over-
coming the scalability and semantic bottlenecks of prior methods while enhancing gener-
alization.

• We introduce a multi-stage generative alignment process that effectively aligns the struc-
tured tool codes with the LLM’s internal knowledge. This fine-tuning teaches the model
to natively generate the hierarchical code sequences, enabling both accurate tool selection
and complex external tool use.

• Experimental validation on a large benchmark of nearly 47,000 tools demonstrates that
ToolWeaver significantly outperforms state-of-the-art methods in complex task completion
while substantially mitigating the impact on the LLM’s general capabilities.

2 RELATED WORK

2.1 LARGE LANGUAGE MODELS WITH TOOLS

Equipping LLMs with external tools (e.g., APIs, knowledge bases) enables them to execute complex,
interactive tasks. Current methods are broadly categorized as tuning-free or tuning-based. Tuning-
free approaches use in-context learning, placing tool descriptions and examples in the prompt to
guide the LLM without updating its parameters Qin et al. (2024); Paranjape et al. (2023); Yao et al.
(2023); Wu et al. (2024); Liu et al. (2025). In contrast, tuning-based methods fine-tune LLMs on
tool-use datasets Schick et al. (2023); Wang et al. (2024b). This has evolved from domain-specific
tools like retrieval modules Gao et al. (2024b) (e.g., WebGPT Nakano et al. (2022) for web browsing
Brown et al. (2020)) to general-purpose toolsets Qin et al. (2023); Li et al. (2023) (e.g., Toolformer
Schick et al. (2023) using calculators, QA systems) Zhuang et al. (2023); Chen et al. (2025). The
growing scale of toolsets, highlighted by benchmarks like ToolBench Qin et al. (2023) and API-
Bank Li et al. (2023), creates a major scalability problem. In-context methods face context window
limitations, while tuning-based methods require constant retraining. This necessitates more efficient
tool retrieval and selection mechanisms.
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using the <Realtime_Weather> function.
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ther to air quality. I’ll use <T1_1> <T2_1>
then <T1_1> <T2_2> .

While it‘s sunny, the air quality is unhealthy to-
day. It’s better to stay indoors.

R
ea

lti
m

e 
W

ea
th

er

A
ir

Q
ua

lit
y

… E
nc

od
er

E
m

be
dd

in
g

D
ec

od
er

E
m

be
dd

in
g

…

Codebook

<T
1_

1>
<T

2_
1>

<T
1_

1>
<T

2_
2>

…

Alignment Tuning

Expand VocabularyVector Quantization

…

to
ol

-to
ol

 
si

m
ila

ri
ty

 
m

at
ri

x
do

cu
m

en
ta

tio
ns

(c)

User: What's the current weather in Tokyo?
Thought: The user is asking for the current 
weather … I need to use a weather tool …
Action: <T1_1> <T2_1>
Document: {temperature: ...}
Observation: The current weather in Tokyo is 
25°C …

Lcollab

Figure 1: An overview of the ToolWeaver framework. (a) We contrast the standard “one-token-per-
tool” method, which creates a massive flat vocabulary, with our compositional approach that scales
logarithmically. (b) Our model leverages collaborative signals between tools (e.g., Realtime
Weather and Air Quality) for complex reasoning where “one-token-per-tool” representations
fail. (c) The ToolWeaver architecture learns these structured representations through a collaborative-
aware vector quantization process, which are then integrated into an LLM.

2.2 TOOL SELECTION

With expanding toolkits, effective tool selection is critical. One approach is retriever-based selection,
which treats tools as documents to be ranked by information retrieval models like BM25 Robertson
& Zaragoza (2009) or dense retrievers Karpukhin et al. (2020); Xiong et al. (2020), as used in Gorilla
Patil et al. (2023). While techniques like query rewriting Chen et al. (2024) and iterative refinement
Xu et al. (2024) improve accuracy, these pipelines suffer from high latency and complexity. An
alternative is generative selection, where each tool is mapped to a single, atomic token that the LLM
generates directly Hao et al. (2023); Wang et al. (2024b). ToolGen Wang et al. (2024b) exemplifies
this by integrating tool knowledge as virtual tokens. However, this approach scales poorly: large
tool vocabularies increase memory and latency, artificial tokens can disrupt linguistic priors, and the
flat token representation impedes reasoning over semantic tool relationships.

2.3 INTEGRATING COLLABORATIVE SEMANTICS INTO LLMS

Recent research seeks to integrate collaborative semantics into LLMs, bridging the semantic gap
between their native linguistic space and the symbolic knowledge embedded in collaborative sig-
nals Lin et al. (2025). Existing methods primarily project collaborative knowledge into the LLM’s
semantic space. For instance, SeLLa-Rec Wang et al. (2025) maps collaborative knowledge to spe-
cialized tokens, while LC-Rec Zheng et al. (2024) utilizes learning-based vector quantization via
a Residual-Quantized Variational AutoEncoder (RQ-VAE) Lee et al. (2022) to generate structured
identifiers. Others leverage graph structures, such as GAL-Rec Guan et al. (2024), which uses GNN-
inspired techniques to teach relational patterns. This principle also extends to generative retrieval,
where models like CFRAG Shi et al. (2025) infuse collaborative filtering into the RAG pipeline.

Despite their progress, these approaches share a fundamental limitation: they all rely on post-hoc
alignment. This paradigm introduces semantically isolated identifiers and then forces the model to
learn their meaning through a separate alignment phase, disconnected from its foundational rep-
resentations. This reveals a critical research gap for a more foundational approach that integrates
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collaborative semantics directly into the tokenization process, enriching representations from the
ground up.

3 TOOLWEAVER

3.1 PRELIMINARIES

Current tool-augmented agents often operate by iteratively reasoning and acting. Given a user query
q and a large tool corpus D = {d1, . . . , dN} where |D| = N , an agent typically follows a multi-stage
process: (1) planning a step (pi), (2) selecting a tool (di), (3) generating its parameters (αi), and (4)
observing the execution feedback (fi). This cycle repeats until the task is complete, forming an
interaction trajectory Traj = [q, (p1, d1, α1, f1), . . . , (pt, dt, αt, ft), a]. To streamline this process,
a promising generative paradigm Hao et al. (2023); Wang et al. (2024b) reframes tool selection as
a next-token prediction task. This is achieved by mapping each tool d ∈ D to a unique, specially
added token in the language model’s vocabulary. While simple, this “one-token-per-tool” scheme
suffers from the scalability, generalization, and semantic limitations discussed in the introduction.

To overcome these challenges, we propose ToolWeaver. Instead of a single token, it represents each
tool as a compositional sequence of discrete codes. As visualized in Figure 1(c), we employ a set of
L codebooks, C = {C1, . . . , CL}, where each codebook Cl contains K learnable code vectors. Each
tool is then mapped to a unique sequence of L indices, [ι1, ι2, . . . , ιL]. This hierarchical structure
yields a representation capacity of up to KL tools while only requiring the addition of L ×K new
tokens to the vocabulary, achieving the logarithmic compression contrasted in Figure 1(a).

While this compositional structure is inherently scalable, the key contribution of ToolWeaver is
its novel structured tokenization process. An integral aspect of this process is the explicit use of
collaborative signals from tool usage data during codebook learning, which ensures the resulting
representations are not only semantically coherent but also aligned with their practical, collaborative
functions in downstream tasks.

3.2 STRUCTURED TOKENIZATION GUIDED BY COLLABORATIVE SEMANTICS

The core of ToolWeaver is its structured tokenization process (see Figure 1(c)), which transforms
each tool’s unstructured documentation into a compositional representation. This process is de-
signed to embed both semantic and collaborative relationships directly into the code structure. It
involves a multi-stage pipeline of initial semantic encoding, collaborative-aware residual quantiza-
tion, and conflict mitigation.

Initial Semantic Representation. Given the textual documentation for each tool d ∈ D (including
its name and description), we first leverage a powerful pretrained text encoder to generate a dense
semantic embedding. This initial representation, denoted as ed ∈ RD, captures the core functionality
of the tool.

ed = Text-Encoder(Docd), (1)

these embeddings {ed}d∈D serve as the foundational input for our structured tokenization frame-
work.

Collaborative-Aware Residual Quantization. To create a compact and hierarchical code struc-
ture, we employ an RQ-VAE Lee et al. (2022), a multi-level vector quantization approach. This
method operates without requiring human-annotated labels. Unlike traditional single-layer vec-
tor quantization or simple clustering algorithms that offer a flat representation, RQ-VAE sequen-
tially quantizes residual errors, allowing it to achieve a significantly larger expression space with
a more compact and manageable vocabulary size. As defined in the preliminaries, we use L code-
books, {C1, . . . , CL}, where each codebook Cl contains K learnable centroid vectors {vl,k}Kk=1, with
vl,k ∈ RD′

. For efficiency, we first reduce the dimensionality of the initial embeddings ed from D
to D′ using a linear projection, yielding zd.

The quantization process is recursive. For each tool d, the initial residual is set to its projected
embedding, rd,1 = zd. At each level l ∈ {1, . . . , L}, we find the closest centroid in codebook Cl for
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the current residual rd,l and subtract it to compute the residual for the next level:

ιd,l = argmin
k∈{1,...,K}

∥rd,l − vl,k∥22, (2)

rd,l+1 = rd,l − vl,ιd,l , (3)

where ιd,l is the discrete code index assigned to tool d at level l. The final quantized representation
is the sum of the selected codebook vectors: ẑd =

∑L
l=1 vl,ιd,l .

The standard RQ-VAE is trained to minimize a combination of a reconstruction loss and a quantiza-
tion loss:

Lrecon = ∥zd − ẑd∥22, (4)

Lquant =

L∑
l=1

(
∥sg[rd,l]− vl,ιd,l∥22 + β∥rd,l − sg[vl,ιd,l ]∥22

)
.

where sg[·] is the stop-gradient operator and β is a commitment weight, typically set to 0.25.

To ensure the resulting codes capture not only a tool’s intrinsic function but also its extrinsic collab-
orative patterns, we guide the quantization process using a pre-computed tool-tool similarity matrix
A. This matrix is constructed such that each element Auv reflects the collaborative potential or
functional similarity between tools u and v. We introduce a graph Laplacian regularization term that
encourages similar tools to have nearby quantized representations:

Lcollab =
∑

u,v∈D

Auv∥ẑu − ẑv∥22. (5)

This term penalizes large distances between the quantized representations of tools that frequently
co-occur or are functionally related. This integration with RQ is crucial, as its multi-layer, residual
nature facilitates a progressive refinement of collaborative semantics: the initial layers capture broad
functional similarities, while subsequent layers model finer distinctions on the residual information.
Combining these objectives, the final training objective for our structured tokenization becomes:

Ltokenize = Ed∼D[Lrecon + Lquant] + λLcollab, (6)

where λ is a hyperparameter balancing the reconstruction fidelity with the collaborative structure
alignment.

Conflict Mitigation via Uniform Mapping. A practical challenge in any tree-based or multi-level
quantization is index collision, where multiple distinct tools map to the exact same sequence of code
indices [ι1, . . . , ιL]. A naive solution of adding an extra, semantically meaningless layer of IDs
is undesirable, as it can disrupt the learned semantic structure. To resolve this while preserving
semantic integrity, we enforce a uniform mapping constraint on the final codebook CL.

Our objective is to ensure that tool representations are distributed as uniformly as possible across the
centroids of the final codebook. We formulate this as a constrained optimization problem, adapting
the standard quantization objective for the final level L. For a batch of final-level residuals BL =
{rd,L}d∈batch, we aim to solve:

min
Π

∑
d∈BL

K∑
k=1

πdk∥rd,L − vL,k∥22, (7)

subject to:

∀d,
K∑

k=1

πdk = 1, ∀k,
∑
d∈BL

πdk =
|BL|
K

, (8)

where πdk = p(ιd,L = k|rd,L) represents the soft assignment probability of tool d’s residual to
centroid k. The first constraint ensures that each tool’s residual is fully assigned across the codebook.
The second, more critical constraint, enforces that each centroid in the final codebook is assigned an
equal share of tools from the batch, thereby mitigating collisions.
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Following Zheng et al. (2024), we frame this as an optimal transport problem where ∥rd,L − vL,k∥22
is the transport cost. This formulation allows us to find an optimal assignment matrix Π that satisfies
the uniform distribution constraint. In our implementation, we solve this problem efficiently using
the Sinkhorn-Knopp algorithm Cuturi (2013). This strategy promotes a unique identifier for every
tool without compromising the learned semantic space.

3.3 MULTI-STEP GENERATIVE ALIGNMENT TUNING

The final stage of our framework is to integrate these structured codes into the LLM via generative
alignment tuning. The code sequence for each tool, e.g., [ιd,1, . . . , ιd,L], is mapped to a sequence
of new, unique tokens (e.g., <T1 1><T2 1>) added to the LLM’s vocabulary. Let ιd denote this
sequence of code-tokens. The corresponding embeddings for these new vocabulary tokens are ran-
domly initialized. We then fine-tune the model in two stages:

Stage 1: Tool Retrieval Alignment. The model learns to generate the correct tool’s code sequence
ιd from a user query q by fine-tuning on a dataset of query-tool pairs.

Lretrieval = −E(q,d)[logP (ιd|q)]. (9)

Stage 2: Tool Usage Trajectory Alignment. We further fine-tune the model on full interaction
trajectories. The model learns to generate sequences of reasoning, actions (tool calls, including
their code-tokens ιd and parameters αd), and final answers, with the loss computed only over the
assistant’s tokens.

This progressive tuning aligns the model for both accurate tool selection and effective execution in
downstream tasks.

3.4 INFERENCE

To prevent the model from generating invalid tool codes during inference, we employ a constrained
beam search, a standard technique in similar generative frameworks Wang et al. (2024b). A pre-
computed prefix tree (trie) of all valid tool code sequences (ιd for all d ∈ D) guides the search,
ensuring that only valid identifiers are generated by masking the logits of invalid next tokens at each
step. This constraint is applied only during the tool selection phase, preserving the model’s full
generative capacity for other tasks.

4 EXPERIMENTS

We conduct extensive experiments to evaluate ToolWeaver on large-scale tool retrieval and end-
to-end evaluation, focusing on performance, generalization, and scalability against state-of-the-art
methods.

4.1 EXPERIMENTAL SETUP

Dataset. We use the large-scale ToolBench benchmark Qin et al. (2023), which consists of over
16,000 tool collections comprising 46,985 unique APIs. Although a tool collection may contain
multiple APIs, for simplicity, we refer to each individual API as a “tool” in this paper. The dataset’s
structure allows evaluation across scenarios of increasing complexity, from simple single-tool tasks
(I1), to multi-tool planning within a single category (I2), and finally to complex orchestration of tools
across different categories (I3) Qin et al. (2023). Furthermore, to rigorously assess generalization,
we adopt fine-grained splits: I1 Tool., I1 Cat., and I2 Cat., where “Tool.” and “Cat.” denote tools and
categories, respectively, that are unseen during training. All data for our retrieval and agent-tuning
experiments are converted from this benchmark, with further details in Appendix A.1.

Baselines. We compare ToolWeaver against a comprehensive set of baselines for both tool retrieval
and end-to-end task completion. For retrieval evaluation, we use the classic unsupervised methods
BM25 Robertson & Zaragoza (2009) and Embedding Similarity (EmbSim), alongside the state-
of-the-art supervised models ToolRetriever Qin et al. (2023) and ToolGen Wang et al. (2024b).
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For end-to-end evaluation, we benchmark against strong generative models including GPT-4o-mini,
ToolLlama-2 Qin et al. (2023), and ToolGen Wang et al. (2024b). A detailed description of each
baseline is provided in Appendix A.2.

Metrics. For tool retrieval, we use Normalized Discounted Cumulative Gain (NDCG@k) Järvelin
& Kekäläinen (2002) for k={1,3,5}, which evaluates the ranking quality of retrieved tools by consid-
ering both relevance and position. For the agent task, we adopt the StableToolBench framework Guo
et al. (2024) and report two key metrics: Solvable Pass Rate (SoPR), the percentage of tasks suc-
cessfully completed, and Solvable Win Rate (SoWR), which measures the quality of the final answer
against a strong reference model.

Implementation Details. For our main experiments presented in the body of this paper, we use
the pretrained Llama-3-8B as the primary foundation model for both ToolWeaver and key generative
baselines to ensure a fair comparison. To demonstrate the robustness and generalizability of our
approach across different architectures, we provide a full set of supplementary results using the
Qwen model series Yang et al. (2025) in Appendix B.3. All other architectural choices, training
procedures, and hyperparameter settings are detailed in Appendix A.3.

Table 1: Tool retrieval evaluation performance on ToolBench. Performance is measured by
NDCG@k across varying query complexities (I1-I3) and generalization settings (I1-Tool, I1-Cat,
I2-Cat). ToolWeaver consistently outperforms both retrieval-based (BM25, EmbSim, ToolRetriever)
and generative (ToolGen) methods.

Model NDCG@1 NDCG@3 NDCG@5
I1 I2 I3 I1 I2 I3 I1 I2 I3

BM25 26.92 20.00 10.00 26.13 21.92 10.08 29.00 23.46 12.33
EmbSim 50.50 46.00 18.00 48.15 39.58 17.77 53.41 43.05 20.94
ToolRetriever 75.92 63.00 28.00 76.96 66.38 39.28 82.31 72.72 44.54
ToolGen 88.50 84.00 81.00 88.83 85.65 80.83 91.65 89.02 85.83
ToolWeaver 91.16 89.76 88.00 91.14 89.70 85.80 93.48 91.80 90.12

I1-Tool. I1-Cat. I2-Cat. I1-Tool. I1-Cat. I2-Cat. I1-Tool. I1-Cat. I2-Cat.
BM25 20.75 20.63 16.58 21.12 20.67 19.55 23.64 24.18 20.89
EmbSim 53.00 58.00 35.68 49.82 54.38 33.92 54.93 52.94 36.22
ToolRetriever 75.25 73.50 60.30 78.26 73.56 64.11 83.08 79.10 73.01
ToolGen 84.00 89.50 83.42 86.40 89.95 86.06 89.52 90.01 88.47
ToolWeaver 86.50 92.50 89.45 88.44 90.75 88.19 90.72 92.30 89.85

4.2 RESULTS

Table 1 presents a comprehensive comparison of tool retrieval evaluation performance. Across all
query complexities (I1-I3) and generalization settings (Tool./Cat.), ToolWeaver consistently outper-
forms all baselines. In the most complex I3 scenario, ToolWeaver achieves an NDCG@1 of 88.00,
significantly higher than ToolGen (81.00) and all retrieval-based methods. This advantage holds
in generalization tests; for instance, on the I1-Cat setting, ToolWeaver’s NDCG@5 score of 92.30
surpasses ToolGen’s 90.12, demonstrating robust semantic alignment and compositional generaliza-
tion. Table 2 details the end-to-end evaluation results. ToolWeaver achieves superior performance
in most cases, excelling in both task completion (SoPR) and solution quality (SoWR). In the chal-
lenging retrieval setting, ToolWeaver attains the highest SoPR scores in nearly all scenarios. Its
advantages are clear not only in simple (I1) and complex multi-tool tasks (I3), but also in gener-
alizing to both unseen tools (I1-Tool) and unseen categories (I1-Cat). The substantial lead in the
multi-tool I3 scenario (52.19 vs. ToolGen’s 36.34) particularly underscores the effectiveness of
our collaborative-aware design for complex planning. Regarding SoWR against the GPT-4o-mini
reference, ToolWeaver again demonstrates superior performance in the majority of scenarios. The
advantage is particularly pronounced in the most complex I3 tasks, where it achieves a win rate
of 59.02, substantially outperforming ToolGen (49.18). Full results across all settings, including
additional baselines and evaluation domains, are detailed in Appendix B.1.

Crucially, ToolWeaver’s scalable design preserves the LLM’s general capabilities. The “one-token-
per-tool” approach can degrade performance due to massive vocabulary expansion, an issue our
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Table 2: Comparison of end-to-end evaluation performance on ToolBench, measured by Solvable
Pass Rate (SoPR) and Solvable Win Rate (SoWR). The SoWR is calculated against the GPT-4o-
mini baseline. GPT-4o-mini and ToolLlama-2 are tested in a challenging Retrieval setting (Re.) that
requires selecting tools from the full set. In contrast, ToolGen and ToolWeaver generate tool tokens
directly, without the need for a retriever. ToolWeaver outperforms other models in diverse scenarios,
highlighting its effectiveness in both tool selection and execution.

Model Set. SoPR SoWR
I1 I2 I3 I1Tool. I1Cat. I2Cat. I1 I2 I3 I1Tool. I1Cat. I2Cat.

GPT-4o-mini Re. 52.25 40.41 24.86 53.16 50.11 39.38 - - - - - -
ToolLlama-2 Re. 28.94 24.69 10.93 28.48 36.93 19.09 25.15 30.19 24.59 26.58 27.45 20.16
ToolGen 52.97 45.13 36.34 45.36 55.56 45.56 36.20 42.45 49.18 32.91 42.48 37.90
ToolWeaver 53.17 44.03 52.19 54.85 57.41 46.24 40.49 48.11 59.02 36.08 43.14 35.48

logarithmic method mitigates. A full evaluation on general NLP benchmarks is provided in Ap-
pendix B.4.

4.3 ABLATION STUDIES AND ANALYSIS

4.3.1 ANALYSIS OF COLLABORATIVE REGULARIZATION WEIGHT

0.01 0.1 1 10
λ

82

84

86

88

90

92

94
Avg. NDCG@1
Avg. NDCG@3
Avg. NDCG@5

Figure 2: Analysis of the collaborative regulariza-
tion weight λ. Performance, measured by average
NDCG@k across all I1-I3 scenarios, consistently
peaks at λ = 1.

We conducted a sensitivity analysis to assess
the impact of the collaborative regularization
weight, λ, on tool selection performance. As
shown in Figure 2, model performance across
all NDCG metrics consistently improves as λ
increases from 0.01 to 1, peaking at λ=1. This
trend demonstrates that incorporating collabo-
rative signals is crucial for learning a semanti-
cally rich representation that captures how tools
function together. However, when λ is in-
creased further to 10, performance declines, in-
dicating that an excessively strong collaborative
prior can distort tool representations by sacrific-
ing the fidelity of their intrinsic functions. This
result empirically validates our central hypoth-
esis: optimal performance is achieved by strik-
ing a balance between a tool’s intrinsic seman-
tics and its extrinsic collaborative patterns, con-
firming the effectiveness of ToolWeaver’s design.

4.3.2 COMPONENT ABLATION ANALYSIS

To demonstrate the cumulative impact of our core components, we performed a step-wise ablation.
The results in Figure 3 reveal a clear hierarchy of contributions.

The model without semantic initialization (blue bars), which lacks both of our proposed compo-
nents, performs poorly and serves as a baseline. The first crucial step is adding semantic initializa-
tion. This step alone (transitioning from blue to pink bars) causes a dramatic performance leap of
over 20 NDCG points, underscoring that a meaningful tool representation is the single most critical
foundation.

Building upon this semantically-aware foundation, the final step is to incorporate collaborative guid-
ance (transitioning from pink to grey bars). This yields a further, significant improvement whose
magnitude scales with task complexity. The benefit is modest for simple I1 tasks but becomes most
pronounced for complex, multi-tool I3 tasks. This trend provides strong evidence for our thesis:
while semantic understanding is foundational, explicitly encoding collaborative patterns is the key
to mastering complex tool orchestration.

4.3.3 COMPARISON OF TOKENIZATION STRATEGIES

8
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Numerical Hierarchical Semantic Atomic ToolWeaver
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(a) Retrieval Evaluation (Avg. NDCG@{1,3,5}).
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(b) End-to-end Evaluation (SoPR/SoWR).

Figure 4: Comparison of tokenization strategies.
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ToolWeaver w/o Collaborative Guidance w/o Semantic Initialization

Figure 3: Cumulative ablation analysis of
ToolWeaver’s components on tool selection
(NDCG@k). Performance is shown for the base-
line (w/o Semantic Initialization), after adding
semantic initialization (w/o Collaborative Guid-
ance), and for the full model.

To further validate the effectiveness of our
collaborative-aware structured tokenization,
particularly against other methods that attempt
to embed structure or semantics into tool rep-
resentations, we compare ToolWeaver against
several alternative strategies. These baselines
represent different paradigms: Atomic (as
in ToolGen) assigns a single unique token
per tool, serving as a flat generative base-
line; Numerical uses fixed-length numeric
strings, providing a minimal-vocabulary but
non-semantic baseline; Hierarchical generates
structured code sequences based on clustering,
representing a static, tree-like approach to
tokenization; and Semantic leverages human-
readable parts of tool names, reflecting a
direct, lexicon-based semantic approach. Detailed descriptions of these methods are provided in
Appendix B.2.

As shown in Figure 4, ToolWeaver consistently outperforms all other tokenization strategies across
both tool retrieval and end-to-end evaluation. Notably, while the Hierarchical and Semantic methods
attempt to incorporate structure, they struggle to outperform the strong Atomic baseline, particularly
in the end-to-end evaluation (SoPR/SoWR). This indicates that simply adding a naive structure is
not sufficient for improving performance.

These results underscore the core advantage of ToolWeaver: it does not merely rely on pre-existing
hierarchies or basic semantic similarity. Instead, it uniquely weaves collaborative signals into a
structured, semantic representation. The underperformance of other structured methods compared
to the Atomic baseline highlights that the quality and type of encoded information are critical. Tool-
Weaver’s holistic approach creates tool codes that are not only descriptive of a tool’s function but
also predictive of its role in complex, multi-tool workflows, leading to superior performance.

5 CONCLUSION

In this paper, we introduced ToolWeaver, a framework designed to address the critical scalabil-
ity, generalization, and semantic challenges of the “one-token-per-tool” paradigm. ToolWeaver
represents each tool as a hierarchical sequence of discrete codes, making vocabulary expansion
logarithmic to the number of tools. Through a novel, collaborative-aware tokenization process,
our framework weaves a tool’s intrinsic semantics with its extrinsic co-usage patterns, encouraging
functionally related tools to share codes. This allows the model to learn robust collaborative pat-
terns from the dense co-occurrence of shared codes, rather than the sparse co-occurrence of isolated
tool IDs. Extensive experiments on the ToolBench benchmark demonstrate that ToolWeaver signif-
icantly outperforms state-of-the-art methods in complex task completion and generalization, while
better preserving the model’s general language capabilities. Our work establishes a more scalable,
generalizable, and semantically-aware foundation for building advanced tool-using agents, with fu-
ture directions including reinforcement learning to autonomously discover collaborative patterns.
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Our work aims to advance the capabilities of tool-using AI agents. We acknowledge the potential for
misuse, as more capable agents could be directed to interact with malicious APIs. Furthermore, the
ToolBench dataset, while based on real-world tools, was not audited for biases or privacy risks. We
present this as foundational research and emphasize that any real-world deployment requires robust
safety protocols and human oversight.

REPRODUCIBILITY STATEMENT

To ensure reproducibility, our complete source code is provided in the supplementary material. All
experimental configurations, including dataset processing (Appendix A.1), baseline details (Ap-
pendix A.2), and implementation hyperparameters (Appendix A.3), are thoroughly documented.
Our experiments utilize the public ToolBench dataset and the StableToolBench evaluation frame-
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A EXPERIMENTAL SETUP DETAILS

A.1 DATASET DETAILS

Our experiments are conducted on the ToolBench benchmark Qin et al. (2023), a large-scale and
comprehensive dataset designed for evaluating tool-using agents. ToolBench is constructed upon a
vast collection of real-world, high-quality REST APIs sourced from RapidAPI, a major API hub.
This grounding in real-world services ensures that the tasks and tools reflect practical challenges
faced by AI agents.

Overall Statistics. The full dataset encompasses 46,985 tools (APIs) organized into 129 tool col-
lections. As mentioned in the main text, each tool is annotated with rich metadata, including a
human-assigned functional category. There are 49 distinct functional categories in total (e.g., Fi-
nance, Travel, Sports, etc.), which provide a semantic grouping for the tools.

Evaluation Scenarios. ToolBench defines a standardized test set comprising 641 queries, which
are categorized into three levels of increasing difficulty based on the complexity of the required tool
interactions. These scenarios are:

• Instruction 1 (I1): Single-Tool Usage. These tasks require the agent to select and correctly
use a single tool to answer the user’s query. This scenario primarily tests the agent’s ability
for accurate tool retrieval and basic API execution.

• Instruction 2 (I2): Intra-Category Multi-Tool Usage. These tasks involve solving a
problem that requires composing a sequence of tools. Critically, all necessary tools belong
to the same functional category. This tests the agent’s ability to reason and plan within a
coherent semantic domain.

• Instruction 3 (I3): Intra-Collection Multi-Tool Usage. This is the most challenging
scenario. Tasks require the agent to orchestrate multiple tools that may come from dif-

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

ferent functional categories but are part of the same broader tool collection (e.g., a “Trip
Planning” collection might contain tools from “Flights”, “Hotels”, and “Maps” categories).
This evaluates the agent’s advanced planning and generalization capabilities across diverse
tool functions.

Data Statistics for Alignment Tuning Stages. Our training methodology is structured into two
main fine-tuning stages. We utilize the official splits and data provided by the ToolBench bench-
mark Qin et al. (2023), processing them to fit our generative framework. The statistics for each stage
are detailed below:

• Stage 1: Tool Retrieval Alignment. The initial fine-tuning stage is designed to teach the
model the crucial mapping between a user’s intent and the appropriate tool. To achieve
this, we fine-tune the model on Query-Tool pairs extracted from ToolBench. In this super-
vised task, the input is a natural language query, and the target output is the corresponding
tool’s structured semantic code sequence. Following the data processing approach of prior
work Wang et al. (2024b), we utilize a comprehensive set of 489,702 query-tool pairs,
aggregated across the I1, I2, and I3 scenarios, to train a robust retrieval capability.

• Stage 2: Tool Usage Trajectory Alignment. After the model has learned to retrieve tools,
the second stage trains it to function as a complete, autonomous agent. This is accom-
plished by fine-tuning on full execution trajectories. Each trajectory provides a complete,
multi-step example of how to reason, plan, generate arguments, and invoke tools to solve
a complex user query. We adapt the original ToolBench trajectories by replacing all tool
names with our learned semantic codes. For this final and most complex training step, we
use a total of 183,336 trajectories.

A.2 BASELINE DETAILS

In our experiments, we compare ToolWeaver against several representative retrieval and tool-use
models. These baselines are chosen to cover a wide range of approaches, from classic unsupervised
methods to state-of-the-art generative agents.

• BM25 Robertson & Zaragoza (2009): An unsupervised, classical retrieval model that
ranks documents based on query relevance, using normalized term frequency and docu-
ment length. It serves as a strong lexical baseline.

• Embedding Similarity (EmbSim): An unsupervised semantic retrieval method. We use
OpenAI’s powerful text-embedding-3-large model to generate embeddings for
both queries and tool documents, and rank tools based on the cosine similarity of their
embeddings.

• ToolRetriever Qin et al. (2023): A supervised, BERT-based dense retriever specifically
designed for tool retrieval. It is trained using contrastive learning to distinguish between
relevant and irrelevant tools by maximizing the similarity between queries and their corre-
sponding ground-truth tools.

• ToolGen Wang et al. (2024b): A state-of-the-art generative model that unifies tool retrieval
and calling. It represents each tool as a unique atomic token and is fine-tuned to directly
generate the tool’s token and its arguments in response to a query.

• ToolLlama-2 Qin et al. (2023): A version of the Llama-2 model fine-tuned for tool use.
Unlike generative models like ToolGen and ToolWeaver, it relies on an external retriever to
first select a set of candidate tools, which are then provided in the prompt context for the
model to perform reasoning and task completion.

• GPT-4o-mini: A highly capable and efficient model from OpenAI. We use it as a strong
baseline for end-to-end task completion. Following the StableToolBench evaluation proto-
col Guo et al. (2024), it also serves as the reference model for calculating the Solvable Win
Rate (SoWR) metric.

• Re-Invoke Chen et al. (2024): An advanced unsupervised retrieval method that enriches
tool documents by generating synthetic queries. During inference, it uses an LLM to ana-
lyze user intent and employs a multi-view similarity ranking strategy to identify the most
relevant tools.
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• IterFeedback Xu et al. (2024): A retrieval framework that enhances a BERT-based re-
triever by incorporating iterative feedback from a large language model. The LLM is
prompted to analyze initial retrieval results and provide feedback to refine the search, im-
proving retrieval accuracy over multiple steps.

A.3 IMPLEMENTATION AND TRAINING DETAILS

This appendix provides a detailed description of the implementation specifics for the models and
experiments presented in the main paper, ensuring full reproducibility.

The structured tokenization process begins with generating initial dense semantic embeddings for
each tool. We process the textual documentation of each tool (including its name and description)
using the all-mpnet-base-v2 model from the Sentence-Transformers library, which produces
a 768-dimensional embedding. The core of our structured tokenization is a collaborative-aware
residual quantization process. This process employs a multi-level scheme with L = 2 codebooks,
C1 and C2, each containing K = 1024 learnable vectors. This compositional structure represents
the entire tool library with only 2× 1024 = 2048 new tokens added to the LLM’s vocabulary. The
initial 768-dimensional embeddings are first projected into a 64-dimensional space (D′ = 64) using
a multi-layer perceptron (MLP) with sequential hidden layer dimensions of 1024, 512, 256, and 128.

The codebooks are trained using the AdamW optimizer with a learning rate of 1e-5 and a batch
size of 5096, over 50 warmup epochs with no weight decay. For the main results, the collaborative
regularization weight, λ, was set to 1.0. We initialize the codebook centroids using k-means with
a maximum of 100 iterations. For conflict mitigation, the Sinkhorn-Knopp algorithm is run for 50
iterations.

The integration of these learned codes into the LLM is achieved through a two-stage generative
alignment process. In Stage 1, the model is fine-tuned for 5 epochs on query-tool pairs for retrieval
alignment. In Stage 2, it is fine-tuned for an additional 2 epochs on full interaction trajectories to
learn complex planning. For both stages, we employ a cosine learning rate scheduler with a 3%
warmup ratio and a peak learning rate of 4 × 10−5. The input context length is truncated to 6,144
tokens. All experiments were conducted on NVIDIA A100 GPUs, and we leveraged the DeepSpeed
ZeRO-3 optimization suite and FlashAttention-2 to enhance training efficiency.

A.4 EVALUATION SETTING DETAILS

Our experiments adopt two distinct retrieval settings from prior work Wang et al. (2024b): In-
Domain and Multi-Domain. The In-Domain setting restricts the search space to a pre-filtered
tool category, while the more challenging Multi-Domain setting requires the model to select from
the entire global corpus of nearly 47,000 APIs for any given query. For our primary experiments
presented in the main body of this paper, we focus on the Multi-Domain setting as it provides a
more realistic and rigorous test of a model’s ability to handle large-scale retrieval and disambiguate
tool functions. A complete set of results for both settings, including the In-Domain evaluation, is
provided for reference in Appendix B.1.

B SUPPLEMENTARY EXPERIMENTAL RESULTS

B.1 EXTENDED RESULTS ON MAIN EXPERIMENTS

This section provides a more detailed and comprehensive view of our experimental results, supple-
menting the key findings presented in the main paper. While the main text focused on the most
challenging Multi-Domain setting to rigorously evaluate ToolWeaver’s performance in a realistic,
large-scale environment, we present results for both In-Domain and Multi-Domain settings here for
completeness and to facilitate a thorough comparison with prior work.

Tables 3 and 4 offer a complete breakdown of the tool retrieval evaluation. We include results
reported by the original authors of baseline methods (*) alongside our own reproductions. The
strong alignment between our re-implemented results and those originally published for models like
ToolGen validates the fairness and correctness of our experimental setup. Even in the In-Domain
setting, where the search space is constrained, ToolWeaver demonstrates top-tier performance. It
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Table 3: Tool retrieval evaluation across two settings: In-domain and Multi-domain. * represents the
results disclosed in Wang et al. (2024b), while the others are the results we re-implemented based
on the open-source checkpoints.

Model I1 I2 I3
NDCG@1 NDCG@3 NDCG@5 NDCG@1 NDCG@3 NDCG@5 NDCG@1 NDCG@3 NDCG@5

In-domain
BM25* 29.46 31.12 33.27 24.13 25.29 27.65 32.00 25.88 29.78
EmbSim* 63.67 61.03 65.37 49.11 42.27 46.56 53.00 46.40 52.73
Re-Invoke* 69.47 - 61.10 54.56 - 53.79 59.65 - 59.55
IterFeedback* 90.70 90.95 92.47 89.01 85.46 87.10 91.74 87.94 90.20
ToolRetriever* 80.50 79.55 84.39 71.18 64.81 70.35 70.00 60.44 64.70
ToolGen* 89.17 90.85 92.67 91.45 88.79 91.13 87.00 85.59 90.16
BM25 29.25 31.04 33.49 26.50 25.97 27.96 32.00 25.88 29.78
EmbSim 61.00 57.78 62.31 54.00 45.31 49.54 54.00 46.56 52.91
ToolRetriever 83.50 83.67 88.66 72.00 73.27 80.40 70.00 70.01 77.21
ToolGen 91.00 92.15 94.11 87.50 88.52 90.81 87.00 85.35 90.08
ToolWeaver 93.76 94.80 95.69 91.91 93.07 95.63 86.00 86.13 90.39

Multi-domain
BM25* 22.77 22.64 25.61 18.29 20.74 22.18 10.00 10.08 12.33
EmbSim* 54.00 50.82 55.86 40.84 36.67 39.55 18.00 17.77 20.70
ToolRetriever* 72.31 70.30 74.99 64.54 57.91 63.61 52.00 39.89 42.92
ToolGen* 87.67 88.84 91.54 83.46 86.24 88.84 79.00 79.80 84.79
BM25 26.92 26.13 29.00 20.00 21.92 23.46 10.00 10.08 12.33
EmbSim 50.50 48.15 53.41 46.00 39.58 43.05 18.00 17.77 20.94
ToolRetriever 75.92 76.96 82.31 63.00 66.38 72.72 28.00 39.28 44.54
ToolGen 88.50 88.83 91.65 84.00 85.65 89.02 81.00 80.83 85.83
ToolWeaver 91.16 91.14 93.48 89.76 89.70 91.80 88.00 85.80 90.12

Table 4: Tool retrieval evaluation under In-domain and Multi-domain settings, including results on
I1-Tool., I1-Cat., and I2-Cat. subsets.

Model I1-Tool. I1-Cat. I2-Cat.
NDCG@1 NDCG@3 NDCG@5 NDCG@1 NDCG@3 NDCG@5 NDCG@1 NDCG@3 NDCG@5

In-domain
BM25 28.00 31.37 33.06 31.12 30.87 33.13 21.75 24.75 27.44
EmbSim 61.50 58.74 62.99 69.00 66.43 71.00 44.22 39.18 43.50
ToolRetriever 79.50 81.54 86.78 80.50 81.68 87.15 70.35 74.09 81.45
ToolGen 89.50 91.61 93.34 87.50 88.79 91.21 88.44 88.85 91.34
ToolWeaver 92.00 92.91 93.87 91.00 91.92 92.93 92.46 92.27 92.82

Multi-domain
BM25 20.75 21.12 23.64 20.63 20.67 24.18 16.58 19.55 20.89
EmbSim 53.00 49.82 54.93 58.00 54.38 59.24 35.68 33.92 36.22
ToolRetriever 75.25 78.26 83.08 73.50 73.56 79.10 60.30 64.11 73.01
ToolGen 84.00 86.40 89.52 89.50 89.95 92.01 83.42 86.06 88.47
ToolWeaver 86.50 88.44 90.72 92.50 90.75 92.30 89.45 88.19 89.85

is particularly noteworthy that ToolWeaver, as a single end-to-end model, outperforms complex,
multi-stage retrieval systems like IterFeedback in most scenarios, highlighting the efficiency of our
generative approach. Furthermore, Table 4 provides the full generalization results, reinforcing the
findings from the main paper that ToolWeaver’s learned collaborative semantics transfer effectively
to unseen tools and categories.

In Table 5, we expand on the end-to-end task completion evaluation. For full transparency, this table
includes results from prior work (*) alongside our own. It is important to note potential differences
in evaluation protocols. For example, some prior results were obtained using GPT-3.5 as the core
agent and evaluator. Considering that GPT-3.5 is no longer a state-of-the-art model and its usage can
be costly, we chose to standardize our evaluation using the more recent and capable GPT-4o-mini
as both a strong baseline and, for SoWR, the reference judge. This ensures a consistent and modern
benchmark for all models we tested. Despite these variations, ToolWeaver consistently demonstrates
superior or highly competitive performance. Its significant lead in complex multi-step tasks (I3)
and generalization scenarios remains evident, underscoring the benefits of its collaborative-aware
tokenization for robust task planning and execution. We also include the SoWR results for GPT-
4o-mini in this table for completeness; however, similar to observations in other studies, we noted
a tendency for the model to favor its own solutions, which is why we focused on comparing the
fine-tuned models in the main text to ensure a fair assessment.
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Table 5: Tool calling evaluation performance on unseen instructions and unseen tools under two
settings. Bold values denote the highest performance, considering only the results reproduced in our
experimental setting.

Model Setting SoPR SoWR
I1 I2 I3 I1-Tool. I1-Cat. I2-Cat. I1 I2 I3 I1-Tool. I1-Cat. I2-Cat.

GPT-3.5* Retrieval 51.43 41.19 34.43 57.59 53.05 46.51 53.37 53.77 37.70 46.20 54.25 54.81
ToolLlama-2* Retrieval 56.13 49.21 34.70 - - - 50.92 53.77 21.31 - - -
ToolLlama* Retrieval 54.60 49.96 51.37 57.70 61.76 45.43 49.08 61.32 31.15 48.73 50.98 44.35
ToolGen* 56.13 52.20 47.54 56.54 49.46 51.96 50.92 62.26 34.42 40.51 39.87 37.90
GPT-4o-mini Retrieval 52.25 40.41 24.86 53.16 50.11 39.38 47.24 52.83 44.26 49.37 50.33 42.74
ToolLlama-2 Retrieval 28.94 24.69 10.93 28.48 36.93 19.09 25.15 30.19 24.59 26.58 27.45 20.16
ToolGen 52.97 45.13 36.34 45.36 55.56 45.56 36.20 42.45 49.18 32.91 42.48 37.90
ToolWeaver 53.17 44.03 52.19 54.85 57.41 46.24 40.49 48.11 59.02 36.08 43.14 35.48

B.2 DETAILED COMPARISON OF TOKENIZATION STRATEGIES

To provide a comprehensive evaluation of our tokenization strategy, we implemented and compared
it against several representative baseline methods. This section describes these alternatives. For all
methods, we follow the same two-stage generative alignment tuning process described in Section 3.3
to ensure a fair comparison of the representation strategies themselves.

The detailed performance results for tool retrieval and end-to-end task completion are presented in
Table 6 and Table 7, respectively. These tables provide the underlying data for the summary chart in
Figure 4 of the main paper.

Table 6: Retrieval performance (NDCG@k) of different tokenization methods. ToolWeaver’s ap-
proach of integrating collaborative semantics into a structured representation yields the best perfor-
mance, especially in complex multi-tool scenarios (I2, I3).

Tokenization NDCG@1 NDCG@3 NDCG@5
I1 I2 I3 I1 I2 I3 I1 I2 I3

Numerical 81.55 76.93 71.88 83.61 77.02 75.94 85.13 78.29 79.45
Hierarchical 86.72 77.50 78.21 85.93 78.82 80.56 89.14 83.11 86.73
Semantic 89.13 83.88 83.15 90.82 84.01 78.84 92.15 87.93 86.99
Atomic 87.67 83.46 79.00 88.84 86.24 79.80 91.54 88.84 84.79
ToolWeaver 91.16 89.76 88.00 91.14 89.70 85.80 93.48 91.80 90.12

Table 7: End-to-end task completion performance (SoPR/SoWR) for different tokenization methods.
All methods shown generate tool tokens directly, without the need for a retriever. The superior
retrieval accuracy of ToolWeaver translates directly into higher task success rates.

Tokenization SoPR SoWR
I1 I2 I3 I1Tool. I1Cat. I2Cat. I1 I2 I3 I1Tool. I1Cat. I2Cat.

Numerical 21.98 9.12 11.20 20.68 26.14 17.20 16.56 16.04 16.39 20.89 23.53 14.52
Hierarchical 39.16 20.28 17.49 36.29 31.81 14.92 29.45 28.30 26.23 29.11 24.83 14.52
Semantic 50.20 28.91 16.39 33.02 51.42 27.02 39.26 29.24 32.79 29.11 43.79 22.58
Atomic 52.97 45.13 36.34 45.36 55.56 45.56 36.20 42.45 49.18 32.91 42.48 37.90
ToolWeaver 53.17 44.03 52.19 54.85 57.41 46.24 40.49 48.11 59.02 36.08 43.14 35.48

Atomic Tokenization. This is a widely-used baseline in generative tool-use models Wang et al.
(2024b). Each tool is represented by a single, unique special token. Specifically, the API function
“compress” from the RESTful API “IMAGON” is tokenized into a single composite token like
<<IMAGON&&compress>>. These new tokens are added to the LLM’s vocabulary. While simple,
this approach suffers from a linear growth in vocabulary size and fails to capture any semantic or
collaborative relationships between tools, as their representations are learned independently. The
results for this baseline are adopted from our ToolGen implementation.

Numerical Tokenization. This serves as a simple, non-semantic baseline. Each tool is mapped
to a unique numeric string of fixed length. For a library of 47,000 tools, a five-digit string is used.
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For example, the 3rd tool in the corpus is represented as 0 0 0 0 3. This method creates a very
small vocabulary overhead (only 10 digit tokens) but provides no semantic or structural priors to the
model, forcing it to learn tool meanings from scratch.

Hierarchical Tokenization. This method adopts the hierarchical coding scheme from prior work
Wang et al. (2024b). Each tool is represented by a path in a pre-defined hierarchical structure,
resulting in a sequence of numerical codes (e.g., 1 0 1 4 0). This approach provides a structural prior
by grouping related tools. However, since the hierarchy is based on static features, it may not fully
capture the dynamic, collaborative relationships required for complex downstream tasks.

Semantic Tokenization. This approach uses human-readable, semantically meaningful parts of
the tool’s name or function as its representation. Instead of creating abstract IDs, it directly tokenizes
the API’s function name. For instance, an API function named compress for imagon would
be represented by the sequence of its natural language tokens. This method leverages the LLM’s
existing linguistic knowledge but may struggle with APIs that have non-descriptive or ambiguous
names. It also does not explicitly model the relationships between different tools.

B.3 FULL RESULTS ON QWEN MODELS

To demonstrate the generalizability and robustness of the ToolWeaver framework beyond a single
model architecture, we conducted supplementary experiments using the Qwen-2.5 model family,
with the 1.5B, 3B, 7B and 14B parameter versions. We replicated our tool retrieval evaluation,
comparing ToolWeaver directly against the strong generative baseline, ToolGen, which employs the
“one-token-per-tool” paradigm.

The comprehensive results are presented in Table 8. The findings consistently show that ToolWeaver
outperforms ToolGen across all tested model sizes and evaluation settings. Notably, the performance
advantage of ToolWeaver is most pronounced in the more complex, multi-tool scenarios (I2 and I3),
reinforcing our core claim that the collaborative-aware tokenization is crucial for sophisticated rea-
soning. This trend holds across different model scales. While the performance gap narrows slightly
as model size increases, ToolWeaver maintains a consistent edge, highlighting the fundamental ef-
ficiency of its structured, collaborative-aware tokenization. The advantage is particularly significant
for the smaller 1.5B model, suggesting that our approach provides a crucial structural prior that is
especially beneficial for models with lower capacity.

Furthermore, the superior performance on the generalization splits (I1-Tool, I1-Cat, and I2-Cat)
reinforces that the learned semantic structure is robust and transfers effectively to unseen tools and
categories, regardless of the underlying LLM architecture. Overall, these findings validate that the
benefits of ToolWeaver are not confined to a specific base model but represent a more general and
robust improvement for enabling scalable tool use in large language models.

B.4 FULL RESULTS ON GENERAL CAPABILITIES

To investigate the impact of large-scale vocabulary expansion on an LLM’s foundational abilities,
we evaluated model performance on a suite of general NLP benchmarks. Integrating a vast toolset of
nearly 47,000 APIs presents a critical trade-off between task-specific specialization and the preser-
vation of an LLM’s general language capabilities. The results, presented in Table 9, are designed to
quantify how different methods manage this trade-off.

The data shows that the “one-token-per-tool” approach, embodied by ToolGen, comes at a catas-
trophic cost to the model’s core competencies. Its average performance plummets by nearly 23
points (from 66.81% to 43.87%) compared to the original Llama-3-8B model. In stark contrast,
ToolWeaver demonstrates far more effective management of this trade-off. While specialization still
incurs a cost, our logarithmically scaled vocabulary results in a much more contained degradation
of only 8.4 points. Crucially, this means ToolWeaver mitigates over 63% of the performance loss
seen with the naive generative approach. This result validates our core hypothesis: a structured
tokenization is essential for integrating scalable tool-use while substantially preserving the general
capabilities that underpin versatile, real-world performance.
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Table 8: Tool retrieval evaluation performance comparison between ToolGen and ToolWeaver across
different Qwen-2.5 model sizes. For each model size, performance is measured by NDCG@k across
query complexities (I1-I3) and generalization settings (I1-Tool, I1-Cat, I2-Cat).

Method NDCG@1 NDCG@3 NDCG@5

Qwen-2.5-1.5B
I1 I2 I3 I1 I2 I3 I1 I2 I3

ToolGen 88.00 84.96 69.00 89.55 84.40 71.15 91.98 88.15 80.82
ToolWeaver 89.67 88.22 87.00 89.99 87.73 87.58 91.71 89.34 89.90

I1-Tool I1-Cat I2-Cat I1-Tool I1-Cat I2-Cat I1-Tool I1-Cat I2-Cat
ToolGen 86.00 87.00 86.93 87.79 89.28 85.14 90.81 91.21 88.70
ToolWeaver 88.50 92.00 88.44 88.59 92.25 88.18 90.93 92.83 89.92

Qwen-2.5-3B
I1 I2 I3 I1 I2 I3 I1 I2 I3

ToolGen 90.33 85.21 85.00 90.32 84.29 81.10 93.04 88.58 87.76
ToolWeaver 90.67 88.47 88.00 91.66 89.08 87.63 92.99 90.28 90.95

I1-Tool I1-Cat I2-Cat I1-Tool I1-Cat I2-Cat I1-Tool I1-Cat I2-Cat
ToolGen 88.50 89.00 86.43 89.60 89.76 85.73 91.77 92.51 89.34
ToolWeaver 90.50 91.00 90.95 91.91 92.23 90.61 93.29 92.76 91.77

Qwen-2.5-7B
I1 I2 I3 I1 I2 I3 I1 I2 I3

ToolGen 91.83 89.22 80.00 92.31 88.22 82.98 94.38 91.74 86.58
ToolWeaver 92.50 91.23 85.00 92.89 90.49 88.52 93.98 91.89 90.73

I1-Tool I1-Cat I2-Cat I1-Tool I1-Cat I2-Cat I1-Tool I1-Cat I2-Cat
ToolGen 91.00 92.50 89.95 91.09 92.79 88.91 93.02 94.99 92.13
ToolWeaver 91.00 94.00 90.95 92.32 94.05 90.38 93.95 94.27 91.41

Qwen-2.5-14B
I1 I2 I3 I1 I2 I3 I1 I2 I3

ToolGen 90.66 89.22 82.00 91.55 88.56 81.79 93.84 91.36 88.28
ToolWeaver 91.00 91.23 85.00 91.97 90.34 83.16 93.22 91.97 88.46

I1-Tool I1-Cat I2-Cat I1-Tool I1-Cat I2-Cat I1-Tool I1-Cat I2-Cat
ToolGen 88.5 90.5 89.94 90.09 91.60 89.11 92.48 93.81 91.60
ToolWeaver 90.00 93.00 92.96 92.18 92.68 91.13 93.75 93.51 92.36
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B.4.1 EVALUATION SETUP

All evaluations on general capability benchmarks were conducted using the open-source Language
Model Evaluation Harness Gao et al. (2024a), version 0.4.3. This ensures standardized prompting,
processing, and scoring, facilitating fair and reproducible comparisons.

B.4.2 BENCHMARK DESCRIPTIONS

We used a diverse set of benchmarks to evaluate the models:

• MMLU (Massive Multitask Language Understanding) Hendrycks et al. (2021): A com-
prehensive benchmark covering 57 subjects to test world knowledge and problem-solving
ability.

• BoolQ (Boolean Questions) Clark et al. (2019): A reading comprehension dataset consist-
ing of yes/no questions.

• PIQA (Physical Interaction Question Answering) Bisk et al. (2020): A commonsense rea-
soning benchmark testing understanding of everyday physical situations.

• HellaSwag Zellers et al. (2019): A commonsense inference task that challenges models to
choose the most plausible completion for a given text context.

• OpenBookQA Mihaylov et al. (2018): A science question-answering dataset requiring
reasoning with a small set of common knowledge facts. For this benchmark, we report
normalized accuracy.

• WinoGrande Sakaguchi et al. (2020): A commonsense reasoning dataset focused on pro-
noun resolution, designed to be robust against statistical biases.

B.4.3 FULL EXPERIMENTAL RESULTS

The complete results across all evaluated benchmarks are presented in Table 9. The data provides a
clear quantitative comparison, confirming that while ToolGen suffers a severe degradation in general
capabilities, ToolWeaver successfully preserves a significantly larger portion of the base model’s
original performance.

Table 9: Performance on general NLP benchmarks. Scores are accuracy (%). For OpenBookQA,
the score represents normalized accuracy.

Model MMLU BoolQ PIQA HellaSwag OpenBookQA* WinoGrande Avg.
Llama-3-8B 62.19 81.10 79.43 60.07 45.00 73.09 66.81
ToolGen 23.52 62.17 60.07 31.60 31.00 54.85 43.87
ToolWeaver 41.93 78.20 74.54 51.19 38.40 65.98 58.37

C QUALITATIVE ANALYSIS AND EXAMPLES

C.1 CASE STUDY: ANALYSIS OF LEARNED TOOL CODES

This part provides a detailed qualitative analysis of the hierarchical codes learned by ToolWeaver.
By examining the tool clusters formed under specific high-level codes, we aim to interpret their
emergent semantic meaning and illustrate how this structure provides a strong foundation for the
model to learn collaborative tool-use patterns.

Case 1: Clear Service Encapsulation (<T1 747>). This high-level code has learned to cleanly
encapsulate tools related to the video game “Guild Wars 2”. An analysis of the 97 tools sharing
this primary code confirms this, showing a perfect 100% alignment with the ground-truth Gaming
category. Representative tools include:

• Get Account Info (from the “Guild Wars 2” service)
• Get Achievements (from the “Guild Wars 2” service)
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{
  "product_id": "api_2c3bbf59-df39-4b01-b91b-0f176c8effd9",
  "tool_description": "Extract the information on a Thai driver's license and return text results such as driver's license number and personal information.",
  "home_url": "https://rapidapi.com/the-brainstem-brainbotapi/api/thai-drivers-license-ocr/",
  "name": "Thai Drivers License OCR",
  "title": "Thai Drivers License OCR",
  "pricing": "FREEMIUM",
  "tool_name": "Thai Drivers License OCR",
  "score": null,
  "host": "thai-drivers-license-ocr.p.rapidapi.com",
  "api_list": [
    {
      "name": "Driver's  License",
      "url": "https://thai-drivers-license-ocr.p.rapidapi.com/api/v1/ocr-licensedriver",
      "description": "Extract the information on a Thai driver's license and return text results such as driver's license number and personal information.",
      "method": "POST",
      "required_parameters": [],
      "optional_parameters": [],
      "code": "import requests\n\nurl = \"https://thai-drivers-license-ocr.p.rapidapi.com/api/v1/ocr-licensedriver\"\n\nheaders = {\n            \"X-RapidAPI-Key\": \"SIGN-UP-
FOR-KEY\",\n            \"X-RapidAPI-Host\": \"thai-drivers-license-ocr.p.rapidapi.com\"\n        }\n\nresponse = requests.post(url, headers=headers)\nprint(response.json())\n",
      "convert_code": "import requests\n\nurl = \"https://thai-drivers-license-ocr.p.rapidapi.com/api/v1/ocr-licensedriver\"\n\nheaders = {\n            \"X-RapidAPI-Key\": 
\"SIGN-UP-FOR-KEY\",\n            \"X-RapidAPI-Host\": \"thai-drivers-license-ocr.p.rapidapi.com\"\n        }\n\nresponse = requests.post(url, 
headers=headers)\nprint(response.json())\n",
      "test_endpoint": "",
      "statuscode": 200,
      "schema": {}
    }
  ],
  "category_name": "Video_Images"
}

Figure 5: A real RESTful API example for extracting information from a Thai driver’s license,
including details like the API’s endpoint, parameters, and code snippet for implementation.

{
  "tool_name":"URL to QRCode Image API",
  "tool_description":"This API takes URL and return as a QR Code image",
  "title":"URL to QRCode Image API",
  "pricing":"FREEMIUM",
  "score":null,
  "home_url":"https://rapidapi.com/ohidur/api/url-to-qrcode-image-api/",
  "host":"url-to-qrcode-image-api.p.rapidapi.com",
  "api_list":[
    {
      "name":"QR Code image",
      "url":"https://url-to-qrcode-image-api.p.rapidapi.com/qr",
      "description":"This endpoint takes a 'GET' request with url or string as a parameter and returns QR code image",
      "method":"GET",
      "required_parameters":[],
      "optional_parameters":[
        {
          "name":"url",
          "type":"STRING",
          "description":"",
          "default":"https://www.google.com"
        }
      ],
      "code":"import requests\n\nurl = \"https://url-to-qrcode-image-api.p.rapidapi.com/qr\"\nquerystring = {\"url\": url}\n\nheaders = {\n  \"X-RapidAPI-Key\": 
\"SIGN-UP-FOR-KEY\",\n  \"X-RapidAPI-Host\": \"url-to-qrcode-image-api.p.rapidapi.com\"\n}\n\nresponse = requests.get(url, headers=headers, 
params=querystring)\n\nprint(response.json())\n",
      "statuscode":111,
      "body":"",
      "headers":"",
      "schema":""
    }
  ]
}

Figure 6: A real tool example. It shows the details of the “URL to QRCode Image API”, including
its description, endpoint, method, parameters, and a code snippet for implementation.

• Get Character Hero Points (from the “Guild Wars 2” service)

• Get Pvp Stats (from the “Guild Wars 2” service)

While this grouping alone demonstrates strong semantic clustering, its true value lies in creating the
prerequisite for learning collaboration. By sharing the parent code <T1 747>, these tools provide
a dense, shared signal during training. This allows the model to efficiently learn that these tools are
often co-utilized to answer complex queries about the game, overcoming the signal sparsity issue
inherent in methods that use monolithic, independent tool IDs.
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Retrieval Training
User:
My friend is a big fan of TV shows and wants to know the most popular TV shows right now.
Can you fetch the list of most popular TV shows? Also, provide the overview details of these
shows, such as their running time and number of episodes.
Assistant:
{Tool Identifier for "Title Get Overview Details"}

Figure 7: Dataset example for tool selection in retrieval training. We use user role to repre-
sent queries and assistant role to represent the chosen tool invocation. The placeholder {Tool
Identifier ...} represents the target output, whose format varies depending on the specific
tokenization method being trained.

Case 2: Hierarchical Functional Decomposition (<T1 184>). This case highlights the model’s
ability to perform functional decomposition, grouping tools related to Billboard music charts. All
92 tools under this code correctly belong to the Music category. The model correctly groups tools
like Hot 100 (from the “Billboard” service) and New Zealand Songs (from the “Billboard
API” service) under a single high-level code, demonstrating that it learns a true functional hierarchy
that transcends superficial metadata. Representative tools include:

• Hot 100 (from the “Billboard” service)
• New Zealand Songs (from the “Billboard API” service)
• Billboard Japan Hot 100 (from the “Billboard API” service)
• Artist 100 (from the “Billboard” service)

This learned structure provides a robust foundation for complex reasoning. The shared parent code
<T1 184> acts as a strong collaborative prior, signaling to the model that these distinct chart APIs
can be orchestrated to fulfill a multifaceted request (e.g., comparing charts across regions). This is
a clear example of how our collaborative-aware tokenization creates a meaningful structure that is
essential for enabling complex, multi-step planning.

C.2 EXAMPLES FOR TOOLS AND APIS

To illustrate the diversity and realism of the tools and APIs used in our experiments, we present
two representative examples from the ToolBench dataset. As shown in Figure 5, the first example
demonstrates a real-world RESTful API for extracting information from a Thai driver’s license, in-
cluding its endpoint, required parameters, and a sample implementation snippet. Figure 6 showcases
a functional tool that converts URLs into QR code images, highlighting its usage description, sup-
ported parameters, and implementation code. These examples reflect the practical and executable
nature of the APIs included in ToolBench.

C.3 EXAMPLES OF ALIGNMENT TUNING DATA

We also present examples for our two-stage generative alignment process. Figure 7 shows a training
instance for tool retrieval alignment, where the model learns to generate a tool’s symbolic identifier
from a query. Figure 8 demonstrates a training instance for tool usage trajectory alignment. It
shows a multi-step interaction where the agent reasons, invokes tools, and recovers from failures to
complete the task.

D THE USAGE OF LLMS

LLMs were used as an assistive tool to improve the grammar and clarity of the manuscript, help
summarize related literature, and refine concepts for figures. The core research ideas, experimental
design, and conclusions were developed entirely by the human authors, who take full responsibility
for the final content of this paper.
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End-to-End Agent-Tuning
System: You are AutoGPT, you can use many tools (functions) to do the following task.

First I will give you the task description, and your task start.
At each step, you need to give your thought to analyze the status now and what to do next,
with a function call to actually execute your step.
After the call, you will get the call result, and you are now in a new state.
Then you will analyze your status now, then decide what to do next...
After many (Thought-call) pairs, you finally perform the task, then you can give your final
answer.
Remember:
1. The state change is irreversible, you can’t go back to one of the former states. If you
want to restart the task, say “I give up and restart”.
2. All the thought is short, at most in 5 sentences.
3. You can do more than one try, so if your plan is to continuously try some conditions, you
can do one of the conditions per try.
Let’s Begin!
Task description: You should use functions to help handle the real time user queries.
Remember:
1. ALWAYS call Finish function at the end of the task. And the final answer should
contain enough information to show to the user.

If you can’t handle the task, or you find that function calls always fail (the function is not
valid now), use function Finish->give up and restart.
2. Only generate actions and inputs.

User: Are you able to help me sanitize some text that has profanity? I’m looking for a way to
automatically remove any bad words. Can you clean up this sentence - ’this is some damn
good text that needs cleaning. Clearly its pretty crap.’? Begin!

User: This is not the first time you try this task, all previous trails failed.
Before you generate my thought for this state, I will first show you your previous actions
for this state, and then you must generate actions that is different from all of them.
Here are some previous actions candidates:
["name": "{Tool Identifier for Remove Profanity}",
"arguments": "\n \\"text\\": \\"this is some damn good
text that needs cleaning. Clearly its pretty crap.\\"",
"function output": "\\"error\\": \\"", "response":
\\"’message’: \\"API doesn’t exists\\"\\""]
Remember you are now in the intermediate state of a trail, you will first analyze the now
state and previous action candidates, then make actions that is different from all the previ-
ous.

Assistant: Based on the previous action, it seems that the function call to {Tool Identifier
for Remove Profanity} failed because the API does not exist.
To handle the profanity in the text, I will use a different approach. Instead of relying on
an external API, I will manually create a list of profanity words and replace them with
asterisks.
My new action will be to replace the profanity words in the text with asterisks.

User: Generate the action.
Assistant: <<Finish>>
User: Please give the input. Here is the documentation:

{’required’: [], ’optional’: [{’name’: ’give answer’,
’description’: ’Output the answer’, ’type’: ’string’,
{’name’: ’give up and restart’, ’description’: ’Unable to handle the task from this
step’, ’type’: ’string’}]}}

Assistant: {
"return type": "give answer",
"final answer": "this is some **** good text that needs

cleaning. Clearly its pretty ****."
}

Figure 8: An example for end-to-end agent-tuning. The placeholder {Tool Identifier ...}
represents the target output, whose format varies depending on the specific tokenization method
being trained.
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