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Abstract

Spike Timing-Dependent Plasticity (STDP) is a promising substitute to backprop-
agation for local training of Spiking Neural Networks (SNNs) on neuromorphic
hardware. STDP allows SNNs to address classification tasks by combining un-
supervised STDP for feature extraction and supervised STDP for classification.
Unsupervised STDP is usually employed with Winner-Takes-All (WTA) competi-
tion to learn distinct patterns. However, WTA for supervised STDP classification
faces unbalanced competition challenges. In this paper, we propose a method to
effectively implement WTA competition in a spiking classification layer employing
first-spike coding and supervised STDP training. We introduce the Neuronal Com-
petition Group (NCG), an architecture that improves classification capabilities by
promoting the learning of various patterns per class. An NCG is a group of neurons
mapped to a specific class, implementing intra-class WTA and a novel competition
regulation mechanism based on two-compartment thresholds. We incorporate our
proposed architecture into spiking classification layers trained with state-of-the-art
supervised STDP rules. On top of two different unsupervised feature extractors,
we obtain significant accuracy improvements on image recognition datasets such as
CIFAR-10 and CIFAR-100. We show that our competition regulation mechanism
is crucial for ensuring balanced competition and improved class separation.

1 Introduction

Neuromorphic computing [1] with Spiking Neural Networks (SNNs) [2] is a promising solution
to address the high energy consumption of Artificial Neural Networks (ANNs) on von Neumann
architectures [3]. However, direct training of SNNs on neuromorphic hardware faces a major
constraint: implementing network-level communication is difficult and requires significant circuitry
overhead [4]. As a result, the learning mechanisms should be local, i.e., with weight updates based
only on the activity of the two neurons that the synapse connects.

Training SNNs to achieve state-of-the-art (SOTA) performance is typically accomplished with
adaptations of backpropagation (BP) [5, 6]. However, these methods are challenging to implement
on neuromorphic hardware since they employ non-local learning [4, 7]. In addition, they only rely
on supervised learning, making them highly dependent on labeled data. We believe that machine
learning algorithms should minimize this dependence on supervision by leveraging unsupervised
feature learning [8]. Hence, an appealing classification system may comprise both unsupervised and
supervised components, for feature extraction and classification, respectively.

Hebbian learning [9] is an unsupervised and local alternative to BP, inspired by the principal form
of plasticity observed in biological synapses. Specifically, Spike Timing-Dependent Plasticity
(STDP) [10] is a form of Hebbian learning where the time difference between the input and output
neuron spikes defines synaptic plasticity. STDP could solve all the aforementioned limitations of BP,
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making it more suitable for on-chip training on neuromorphic hardware [11, 12]. STDP is particularly
effective with first-spike coding [13, 14], where neurons can fire at most once per sample. Using one
spike per neuron presents several advantages, including energy efficiency [15, 16], fast information
transfer [17], and high information capacity [18]. While primarily used for unsupervised feature
learning [19, 20, 21], STDP can be extented to supervised learning [22, 23, 24]. As a result, SNNs can
perform classification tasks by combining unsupervised STDP for feature extraction and supervised
STDP for classification [25, 26, 27, 28, 29]. Employing the same type of local learning rule for both
feature extraction and classification ensures consistency and may facilitate hardware implementation.

Unsupervised STDP is commonly paired with Winner-Takes-All (WTA) competitive learning to
promote the discovery of distinct patterns [30, 19, 31, 20]. In a WTA framework with first-spike
coding, lateral inhibition is implemented to ensure that only the first neuron to fire receives a weight
update. In addition, homeostatic mechanisms, such as threshold adaptation, must be employed to
regulate the competition among neurons [32, 20, 33, 34]. For supervised STDP, WTA competition
is also appealing as it may improve the learning capabilities of a classification layer with multiple
neurons per class [22]. Specifically, intra-class WTA can promote the learning of various class-
specific patterns. However, supervised STDP classification with WTA competition has been poorly
studied in the literature [22, 35] and presents unbalanced competition challenges. Indeed, there is
a lack of competition regulation methods, and regular threshold adaptation rules can lead to unfair
decision-making since output neurons may use different thresholds for inference.

In this paper, we address WTA-based competitive learning in supervised STDP. We aim to implement
effective WTA competition in a spiking classification layer employing first-spike coding and SOTA
supervised STDP rules. Our main contributions can be summarized as follows:

1. We introduce the Neuronal Competition Group (NCG), an architecture that improves classification
capabilities by promoting the learning of various patterns per class. In the classification layer, each
class is mapped to an NCG: a group of neurons using intra-class WTA and competition regulation.

2. To ensure both balanced intra-class competition and fair decision-making, we design a competition
regulation mechanism based on two-compartment thresholds. Neurons are equipped with a fixed
threshold for decision-making, along with an adaptive threshold used to regulate the frequency at
which they update their weights on samples of their class.

3. To validate our architecture with input features of varying quality, we incorporate NCGs into
spiking classification layers placed on top of two Hebbian-based feature extractors. Using NCGs
with SOTA supervised STDP rules, we obtain significant accuracy gains on image recognition
datasets: MNIST, Fashion-MNIST, CIFAR-10, and CIFAR-100. We show that our competition
regulation mechanism is crucial for ensuring balanced competition and improved class separation.

The source code is publicly available at: https://gitlab.univ-lille.fr/fox/snn-ncg.

2 Related Work

Supervised Training with STDP Supervised training of SNNs with STDP introduces an error
signal [36] that is used to guide the STDP updates. Several supervised adaptations of STDP are
reported in the literature [37, 25, 38, 39, 34, 23, 40]. Yet, the aforementioned rules are designed to train
SNNs with multiple spikes per neuron, which is not as efficient as first-spike coding. The literature
exploring supervised STDP training of SNNs with one spike per neuron is limited [22, 24, 29].
Reward-Modulated STDP (R-STDP) [22] involves supervised training by adjusting the sign of STDP.
The employed error is fairly simple (+1 or −1), resulting in inaccurate weight updates. SSTDP [24]
and S2-STDP [29] are more recent methods that compute temporal errors to adjust both the sign
and the intensity of weight updates, making them more accurate. However, unlike R-STDP, these
methods cannot be used with various neurons per class in a classification layer.

Competitive Learning for Classification Employing groups of neurons is an effective approach
for improving the learning capabilities of a classification layer [41, 42, 43]. To maximize knowledge
within the layer and learn distinct patterns, WTA-based competitive learning can be employed [31].
While WTA competition is widely adopted in unsupervised learning [30, 19, 31, 20], its application
to supervised learning is limited. Prior work [32, 44, 45] implemented WTA competition at the
classification layer but only with one neuron per class, making it impossible to learn various class-

2

https://gitlab.univ-lille.fr/fox/snn-ncg


specific patterns. Conversely, reward-based approaches [22, 35], such as R-STDP, are the only
methods that implement WTA with multiple neurons per class. Through lateral inhibition, neurons
compete for weight updates, both within the same class (intra-class WTA) and across different classes
(inter-class WTA). Intra-class WTA enables neurons to learn patterns from distinct samples. However,
inter-class WTA prevents accurate control over the time difference between the spikes of target and
non-target neurons (i.e. neurons mapped or not to the class), as only one neuron is updated per sample.
In [29], solely intra-class WTA and two neurons per class were employed to promote specialization
toward target and non-target samples. Nonetheless, to the best of our knowledge, no prior work solely
employed intra-class WTA to promote the learning of various class-specific patterns.

Competition Regulation In WTA-based competitive learning, it is crucial to implement regulation
(also called homeostatic) mechanisms to ensure balanced competition among neurons [31, 20, 33].
A simple solution is to use dropout [46] on the output neurons, as done with R-STDP [22], where
some neurons of each class are randomly deactivated during training to encourage weight updates
on distinct samples. Yet, this solution is not optimal due to its stochastic nature. Other regulation
mechanisms involve threshold adaptation [32, 20, 34], by increasing or reducing thresholds to
promote or discourage firing. While threshold adaptation is an effective solution to ensure balanced
competition, using different thresholds across neurons may prevent fair decision-making since their
firing time is tied to their thresholds. Prior work employed multiple thresholds per neuron [27, 47] but
the authors did not incorporate threshold adaptation mechanisms. In this work, we draw inspiration
from multi-thresholds and threshold adaptation to design a competition regulation mechanism based
on two-compartment thresholds, ensuring both balanced competition and fair decision-making.

3 Preliminaries

3.1 Neuron Model

To align with first-spike coding, we use the Single-Spike Integrate-and-Fire (SSIF) model [48], where
neurons can fire at most once per sample. Since each neuron emits a single spike, the intensity of
its activation is encoded via a firing timestamp: the most activated neuron fires first. The membrane
potential Vj of a neuron nj is expressed as:

∂Vj (t)

∂t
=
∑
i

Wij · Si (t)

Si (t) =

{
1 if Vi (t) ≥ θ
0 o.w.

,

(1)

where t is the timestamp, Si (t) indicates the presence or absence of a spike from input neuron ni at
timestamp t, and Wij is the weight of the synapse from ni to nj . When the membrane potential of a
neuron reaches its firing threshold θ, the neuron emits a spike, resets its membrane potential to zero,
and remains deactivated until the next sample is shown. In our simulations, firing timestamps are
represented by floating-point values to align with event-driven neuromorphic hardware.

3.2 Spiking Classification Layer

The spiking classification layer is a fully-connected architecture comprising, for a C-class problem,
N = C ×M neurons (n1, . . . , nN ), where M is the number of neurons per class. Each neuron nj is
mapped to a class cj . Aligned with the SSIF model, we employ first-spike-based decision-making:
the first output neuron to fire predicts the class. This method removes the need to propagate the
entire input for inference, which can reduce computation time and the number of generated spikes.
Formally, the prediction ŷ of the SNN is defined as:

ŷ = cj∗

j∗ = argmin
j∈[1,N ]

(tj) , (2)

where tj denotes the firing timestamp of neuron nj . If multiple neurons fire at the same timestamp,
the one with the highest membrane potential is selected. In practice, the method employed to select a
neuron in the event of a tie has little effect on performance. In this work, the classification layer is
placed on top of an unsupervised feature extraction network.
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3.3 Supervised STDP Training

Neurons of the classification layer are trained with a supervised STDP rule. At the end of a sample
presentation, weights of non-inhibited neurons are updated with an error-modulated additive STDP:

∆Wij =

{
ej ×A+ if tj ≥ ti
ej ×A− o.w.

, (3)

where ∆Wij is the weight change (such as Wij := Wij + ∆Wij), ej is the error of neuron nj ,
A+ > 0 and A− < 0 are the learning rates. These two learning rates control learning speed and
determine the relative importance of long-term potentiation (A+) versus long-term depression (A−)
in the learning process. Weights are manually clipped in [wmin, wmax] after each update to ensure
that they remain within a controlled range.

R-STDP Reward-Modulated STDP (R-STDP) [22] is a rule combined with WTA competition. For
each sample, only the first neuron to fire receives a weight update. The error is ej = +1 if nj is
mapped to the class of the sample, ej = −1 otherwise. In practice, a classification layer trained with
R-STDP requires multiple neurons per class to achieve reasonable performance. R-STDP is usually
employed in conjunction with adaptive learning rates to reduce overfitting, and dropout to facilitate
the learning of various patterns per class [22].

SSTDP Supervised STDP (SSTDP) [24] is a rule with SOTA performance. It is employed with one
neuron per class and without WTA. This rule provides high adaptability to input data by dynamically
computing temporal errors for each sample, based on the average firing time T in the layer:

ej = tj −
{

min
{
tj , T − C−1

C g
}

if cj = y

max
{
tj , T + 1

C g
}

if cj 6= y
, (4)

where y is the class of the sample, and g is a hyperparameter that controls the desired distance from
T . The optimal value of g partly depends on the input spike distribution: a narrower distribution
requires a smaller g. For each sample, due to the min and max functions, only the target neuron
firing after T − C−1

C g and the non-target neurons firing before T + 1
C g update their weights.

S2-STDP Stabilized Supervised STDP (S2-STDP) [29] addresses two limitations of SSTDP: the
limited number of updates per epoch and the saturation of firing timestamps toward the maximum
firing time. In this rule, neurons are trained to fire at desired timestamps instead of time ranges:

ej = tj −
{
T − C−1

C g if cj = y

T + 1
C g if cj 6= y

. (5)

This enables more accurate control over the output firing times and reduces the saturation effect. Also,
weight normalization is used to keep a similar weight average across neurons during learning [29].

4 Methods

4.1 Neuronal Competition Group

Training a classification layer involves teaching neurons to recognize a pattern specific to their class
from the input samples. Different samples from a given class can contain distinct, mutually exclusive
patterns or combinations of patterns. Learning all these patterns concurrently with one neuron
can be challenging and impose strong generalization constraints on its weights, especially when
using a single supervised layer. Employing multiple neurons per class to learn various class-specific
patterns may reduce these constraints and enable the emergence of more specialized patterns that
better represent the training set distribution. Building on this concept, we introduce the Neuronal
Competition Group (NCG), an architecture promoting the learning of various class-specific patterns
through intra-class WTA and competition regulation.

The NCG architecture, illustrated in Figure 1, augments a classification layer by mapping each class
to an NCG instead of independent neurons. An NCG is a group of M neurons that aim to learn
different patterns from samples of their mapped class. Neurons of an NCG are interconnected with
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Figure 1: Spiking classification layer with Neuronal Competition Groups (NCGs). In this layer, each
class is mapped to an NCG and the prediction is based on the first spike. An NCG is a group of M
neurons connected with lateral inhibition to enable intra-class WTA competition: the first neuron to
fire inhibits the other ones and undergoes a weight update based on a temporal error (which depends
on the learning rule considered). The sign and amplitude of the error pushes neurons to fire earlier
(positive sign) or later (negative sign). Competition regulation occurs only within the NCG mapped
to the class of the input sample to ensure balanced competition among neurons on samples of their
class. NCGs improve the classification capabilities of a layer by promoting the learning of various
patterns per class.

lateral inhibition, such as, for a given sample, the first neuron to fire within a group emits an inhibitory
signal that prevents the other ones from firing. Lateral inhibition induces competitive learning through
intra-class WTA: only the first neuron to fire undergoes the weight update. There is no lateral
inhibition between NCGs (i.e. inter-class WTA). Hence, each sample triggers exactly one weight
update per NCG. Removing inter-class WTA enables more accurate control over the time difference
between the spikes of target and non-target neurons, which can improve class separation [29]. Each
time a sample is presented during training, competition regulation is triggered in the NCG mapped
to the class of the sample. This mechanism ensures balanced competition within the NCGs, which
facilitate the learning of various class-specific patterns.

4.2 Competition Regulation

Preliminary experiments highlighted that intra-class WTA competition provided by lateral inhibition
is not enough to ensure balanced competition. In practice, for each NCG, one neuron tends to
dominate the others, receiving the majority of the weight updates from samples of its class. Although
threshold adaptation can be employed to regulate competition [32, 20], in a decision-making context,
different thresholds between neurons may lead to unfair decisions because predictions are based
on the first spike. To ensure both balanced intra-class competition and fair decision-making, we
introduce a competition regulation mechanism based on two-compartment thresholds.

In the classification layer, all the neurons are equipped with an identical and fixed threshold, denoted
as the test threshold θ. This threshold remains fixed to ensure fair decision-making during inference,
as the class is predicted by the neuron that fires first. On top of that, neurons are equipped with an
additional varying threshold, denoted as the training threshold θ′. Neurons switch to their θ′ only
when they are exposed to samples of their class during training. Otherwise, they always employ
θ, both for inference and for samples of other classes during training. θ′ is the key component to
balance intra-class competition: it can be increased or decreased to encourage or reduce neuron firing
on samples of its class. Each time a neuron receives a weight update from a sample of its class,
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competition regulation is triggered across neurons of its NCG. Their θ′ are updated as follows:

∆θ′j =

{
+ηth · M−1M if tj = min {t1, · · · , tM}
−ηth · 1

M o.w.

θ′j := max
{
θj , θ

′
j + ∆θ′j

}
,

(6)

where θ′j and θj are the training and test thresholds of neuron nj , M is the number of neurons in
the NCG, ηth is the threshold learning rate, and tj is the firing timestamp of neuron nj . If several
neurons fire at the same timestamp, the one with the highest membrane potential is selected (this has
no impact on performance). θ′ is reset to θ between epochs and its minimum achievable value is θ.
These two components ensure that neurons learn patterns consistent with θ, which is the threshold
that they use for inference. ηth defines the strength of competition regulation: higher values favor
more balanced competition but may deteriorate pattern learning since θ′ tend to increase within an
epoch. It should be chosen together with the initial threshold (a higher threshold may require a
higher ηth). To achieve better convergence and robustness, an annealing factor βth can be added to
reduce ηth after each epoch, such as ηth := ηth · βth. βth affects the number of epochs during which
competition regulation occurs and should be adjusted according to ηth: higher ηth requires lower βth.

4.3 Neuron Labeling

In [29], WTA competition enhances a classification layer with two neurons per class and S2-STDP
training by naturally promoting, for each class, neuron specialization toward target or non-target
samples. This behavior can also be implemented with NCGs, but it requires explicit neuron labeling
to ensure that all neurons but one specialize toward samples of their class. In such cases, one neuron
within each NCG can be labeled as non-target, whereas the others can be labeled as target. All the
neurons are connected with lateral inhibition but only target neurons are connected with competition
regulation. Hence, if the non-target neuron fires first for a sample of the class, it prevents target
neurons from updating their weights and applying competition regulation. Regardless of the class of
the sample, a non-target neuron nj winning the competition always updates its weights as if cj 6= y in
Equation 5. STDP training remains unchanged for target neurons. However, in Equation 6, M must
be updated as it refers to the number of target neurons. In Supplementary Material (Section 1), we
provide the overall algorithm for training a spiking classification layer with our proposed methods.

5 Experiments

5.1 Experimental Setup

5.1.1 Datasets

We select four image recognition datasets of growing complexity: MNIST [49], Fashion-MNIST [50],
CIFAR-10 [51], and CIFAR-100 [51]. MNIST and Fashion-MNIST comprise 28 × 28 grayscale
images, 60, 000 samples for training and 10, 000 for testing, categorized into 10 classes. CIFAR-10
and CIFAR-100 comprise 32× 32 RGB images, 50, 000 for training and 10, 000 for testing. They
consist of, respectively, 10 and 100 classes.

5.1.2 Classification Pipeline

Our classification system consist of a feature extractor trained with unsupervised Hebbian-based
learning, followed by a spiking classification layer trained with supervised STDP. Training is layer-
wise: the feature extractor is trained entirely before the training of the classification layer starts. The
complete pipeline of our classification system is illustrated in Supplementary Material (Section 2.1).

5.1.3 Unsupervised Feature Extractors

To improve image representation before classification without labeled data, we consider two Hebbian-
based unsupervised feature extractors built on Convolutional Neural Networks (CNNs):

1. STDP-CSNN [20], a single-layer spiking CNN trained with STDP;
2. SoftHebb-CNN [52], a three-layer non-spiking CNN trained with SoftHebb.
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Employing various feature extractors allows us to validate our methods with input features of varying
quality. These two feature extractors are SOTA in their category (spiking/non-spiking), share local
learning properties, and offer different baseline performances. In particular, SoftHebb-CNN, while not
spike-based, is a relevant alternative for exploring classification using features provided by effective
multi-layer local learning. The extracted feature maps are flattened to match the fully-connected
architecture of the classification layer. Since SoftHebb-CNN is not spike-based, its output features are
encoded into spike timestamps with a form of first-spike coding [53]. STDP-CSNN outputs 4, 608
features for MNIST/Fashion-MNIST, and 6, 272 for CIFAR-10/100. SoftHebb-CNN outputs 13, 824
features for MNIST/Fashion-MNIST, and 24, 576 for CIFAR-10/100. Aligned with first-spike coding,
each feature is a single floating-point spike timestamp in [0, 1]. Additional details are reported in
Supplementary Material (Section 2.2).

5.1.4 Spiking Classification Layers

We train fully-connected spiking classification layers with three existing supervised STDP rules
designed for one spike per neuron: R-STDP [22], SSTDP [24], and S2-STDP [29]. We incorpo-
rate the NCG architecture into classification layers trained with SSTDP and S2-STDP, denoted
as SSTDP+NCG and S2-STDP+NCG, respectively. R-STDP is incompatible with NCGs since it
requires inter-class WTA for weight convergence. Unless otherwise specified, we set M = 5 neurons
per class for NCG-based methods, which is the smallest value providing, on average, near-optimal
performance on the evaluated datasets (see Section 3.2 of Supplementary Material). We evaluated
R-STDP with both M = 5 and M = 20, the value providing near-optimal performance for this rule.
With S2-STDP+NCG, one neuron of each NCG is labeled as non-target, as detailed in Section 4.3.

5.1.5 Protocol

We divide our experimental protocol into two phases: hyperparameter optimization and evaluation. In
both phases, we employ an early stopping mechanism (with a patience ρ) during training to prevent
overfitting. For hyperparameter optimization, we construct a validation set from the training set
by randomly selecting, for each class, a percentage ν of its samples. Then, we use the gridsearch
algorithm to optimize the hyperparameters of the spiking classification layer (for each rule, dataset,
and feature extractor). No gridsearch is performed on CIFAR-100: we employ the optimized
hyperparameters from CIFAR-10, given the similarities between the two datasets. Additional details
regarding hyperparameters are provided in Supplementary Material (Section 2.3). For evaluation, we
employ the K-fold cross-validation strategy. We divide the training set into K subsets and train K
models, each using a different subset for validation while the remaining K − 1 subsets are used for
training. Each model is trained with a different seed. Then, we evaluate the trained models on the
test set and we compute the mean test accuracy and standard deviation (1-sigma). We use ρ = 10,
K = 10 and ν = 1

K (i.e. we allocate 10% of the training sets for validation).

5.2 Accuracy Comparison

We compare, in Table 1, the performance of the different STDP-based methods for training a spiking
classification layer (see Section 5.1.4) placed on top of each unsupervised feature extractor (see
Section 5.1.3). Our proposed NCG architecture consistently improves the performance of SSTDP and
S2-STDP across all datasets and feature extractors. The accuracy improvement tends to scale with
the complexity of the dataset. With S2-STDP and the STDP-CSNN feature extractor, we measure
an increase of 1.18 pp on MNIST, 2.83 pp on Fashion-MNIST, 5.33 pp on CIFAR-10, and 6.51 pp
on CIFAR-100. S2-STDP always outperforms SSTDP and enables higher accuracy improvement
when paired with NCG as it leverages neuron labeling. While S2-STDP surpasses R-STDP when
the input features are well-captured, it falls behind in scenarios involving lower-quality features
(CIFAR-10 with STDP-CSNN, CIFAR-100), as R-STDP can learn various patterns per class. S2-
STDP+NCG effectively bridges this gap, outperforming R-STDP on both simpler and harder tasks
while requiring four times fewer neurons per class. When R-STDP is used with the same number of
neurons as S2-STDP+NCG, the accuracy gap is even larger. These results highlight that WTA-based
competitive learning in a supervised context can be achieved without inter-class WTA. Employing
solely intra-class WTA and accurate STDP updates enables more effective training.

Regarding the literature on SNNs with fully-supervised local-based learning, SOTA performance is
achieved by STiDi-BP (one spike per neuron) [54] on MNIST (99.20% with a 3-layer SNN) as well
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Table 1: Accuracy of spiking classification layers trained with STDP-based methods, on top of
Hebbian-based unsupervised feature extractors.

Dataset Method Neurons
per class

Accuracy (Mean±Std %)
STDP-CSNN SoftHebb-CNN

MNIST

R-STDP 5 96.82± 0.29 97.72± 0.26

20 97.49± 0.12 98.24± 0.15

SSTDP 1 96.44± 0.09 98.52± 0.16

SSTDP+NCG (ours) 5 97.30± 0.09 98.96± 0.06

S2-STDP 1 97.74± 0.06 98.81± 0.09

S2-STDP+NCG (ours) 5 98.92 ± 0.07 99.17 ± 0.07

Fashion-MNIST

R-STDP 5 78.40± 0.89 87.32± 0.76

20 82.17± 0.38 88.06± 0.29

SSTDP 1 85.26± 0.17 89.36± 0.24

SSTDP+NCG (ours) 5 87.59± 0.11 91.06± 0.10

S2-STDP 1 85.89± 0.27 90.61± 0.19

S2-STDP+NCG (ours) 5 88.72 ± 0.23 91.86 ± 0.14

CIFAR-10

R-STDP 5 62.12± 0.62 74.12± 0.34

20 65.92± 0.68 75.54± 0.57

SSTDP 1 60.87± 0.53 76.57± 0.58

SSTDP+NCG (ours) 5 64.05± 0.48 78.53± 0.32

S2-STDP 1 61.08± 0.17 76.90± 0.27

S2-STDP+NCG (ours) 5 66.41 ± 0.17 79.55 ± 0.23

CIFAR-100

R-STDP 5 32.07± 0.38 48.27± 0.36

20 34.77± 0.44 49.25± 0.48

SSTDP 1 28.49± 0.49 48.73± 0.39

SSTDP+NCG (ours) 5 31.19± 0.27 49.81± 0.23

S2-STDP 1 29.39± 0.19 49.17± 0.29

S2-STDP+NCG (ours) 5 35.90 ± 0.42 53.49 ± 0.18

as Fashion-MNIST (92.80% with a 4-layer SNN), and by EMSTDP (multiple spikes per neuron) [55]
on CIFAR-10 (64.40% with a 4-layer SNN). We did not find any work reporting results on CIFAR-
100. For approaches combining unsupervised and supervised local learning, SOTA performance
is achieved by R-STDP [26] on MNIST (97.20% with a 3-layer SNN) and by Sym-STDP [34] on
Fashion-MNIST (85.31% with a 2-layer SNN). We did not find any work reporting results on CIFAR-
10/100. Our best models, comprising 4-layer networks with only one supervised layer, achieve
99.17% on MNIST, 91.86% on Fashion-MNIST, and 79.55% on CIFAR-10. Our results closely
match or surpass fully-supervised SOTA work and outperform semi-supervised SOTA work. Yet, it is
important to acknowledge the role of the feature extractor in the final performance. There remains a
huge gap between local-based and global-based approaches in terms of accuracy. In Supplementary
Material (Section 4), we compare our methods with global-based approaches to highlight that, despite
the accuracy gap, local-based methods show greater computational efficiency, lower memory usage,
reduced energy consumption, and easier hardware implementation, justifying further exploration.

5.3 Ablation Study

We conduct, in Table 2, an ablation study on S2-STDP+NCG to evaluate each component of our
methods. M-1 and M-5 represent S2-STDP+NCG with M = 1 (one neuron per class, which is similar
to S2-STDP) and M = 5, without competition regulation and neuron labeling. CR-1 denotes our
competition regulation mechanism with a single threshold per neuron (i.e. θ′ = θ in Equation 6),
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Table 2: Ablation study on S2-STDP+NCG. M is the number of neurons per class, CR is competition
regulation with 1 or 2 thresholds, L is neuron labeling, and Drop is dropout.

(a) Fashion-MNIST

Method Accuracy (Mean±Std %)
STDP-CSNN SoftHebb-CNN

M-1 85.89± 0.27 90.61± 0.19
M-5 86.74± 0.25 91.25± 0.20
M-5+CR-1 86.77± 0.22 85.16± 5.34
M-5+CR-2 87.76± 0.16 91.33± 0.22
M-5+CR-1+L 87.14± 0.41 89.24± 0.89
M-5+CR-2+L 88.72 ± 0.23 91.86 ± 0.14

M-5+Drop+L 87.33± 0.20 91.34± 0.08

(b) CIFAR-10

Method Accuracy (Mean±Std %)
STDP-CSNN SoftHebb-CNN

M-1 61.08± 0.17 76.90± 0.27
M-5 62.61± 0.27 78.29± 0.27
M-5+CR-1 64.73± 0.41 77.35± 0.22
M-5+CR-2 65.51± 0.26 78.78± 0.15
M-5+CR-1+L 65.46± 0.40 78.67± 0.19
M-5+CR-2+L 66.41 ± 0.17 79.55 ± 0.23

M-5+Drop+L 63.15± 0.11 77.98± 0.21

as commonly used in WTA-based SNNs [32, 13]. Thresholds are not clipped nor reset between
epochs, and the learned values are used for inference. CR-2 denotes our competition regulation
with two-compartment thresholds. L is neuron labeling. Drop is dropout on the output neurons, an
alternative competition regulation mechanism employed with R-STDP [22]. For each method, we
optimized hyperparameters with gridsearch (see Section 5.1.5). Results on both Fashion-MNIST and
CIFAR-10 show that each component of our methods (cf. M-5, CR-2, L) brings an individual and
significant accuracy gain. Competition regulation tends to be crucial for benefiting from improved
class separation, especially with STDP-CSNN. The accuracy gain gets lower with SoftHebb-CNN as
the extracted features exhibit higher class separability. Neuron labeling enhances the performance
of our models through neuron specialization. Our competition regulation mechanism based on two-
compartment thresholds (cf. CR-2) outperforms the existing threshold adaptation with one threshold
(cf. CR-1), as well as dropout (cf. Drop). In a first-spike-based decision-making context, we find that
learning thresholds (cf. CR-1) is not mandatory for successfully learning various patterns. Instead, it
is more important to ensure fair decision-making with fixed thresholds and use threshold adaptation
as a competition regulation mechanism only. In Supplementary Material, we provide an ablation
study on SSTDP+NCG with similar results (Section 3.4), as well as additional studies on the impact
of neuron labeling (Section 3.1) and hyperparameters (Section 3.3).

5.4 Impact of Competition Regulation
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(b) Number of non-target updates

Figure 2: Number of weight updates per epoch received by the neurons of class 0 trained with
S2-STDP+NCG, with and without competition regulation, on CIFAR-10. n1 to n4 are labeled as
target neurons and n5 is labeled as non-target. The features are extracted with STDP-CSNN.

In this section, we show that competition regulation is crucial for ensuring balanced competition
and improved class separation. Figure 2 illustrates the number of updates per epoch received by
the neurons of class 0 trained with S2-STDP+NCG, with and without competition regulation, on
CIFAR-10. Target (resp. non-target) updates are triggered by samples of the class (resp. another
class). Without competition regulation, no competition takes place between target neurons. Target
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neuron n2 receives the majority of the target updates, while the other target neurons n1, n3, n4
assume the role of non-target neurons (i.e. receive mainly non-target updates), as they are inhibited
by n2 on samples of the class. With competition regulation, the target neurons (n1 to n4) effectively
specialize toward samples of their class, while the non-target neuron (n5) specializes toward samples
of other classes. Regarding target neurons, we observe a balanced competition in their target updates,
illustrating the effectiveness of our competition regulation mechanism. In Supplementary Material
(Section 3.5), we show similar results for other classes and datasets, as well as for SSTDP+NCG.

w/o competition regul. w/ competition regul.

Figure 3: t-SNE plots of the weights learned
with S2-STDP+NCG on CIFAR-10, with and
without competition regulation. Crosses and
circles respectively represent the weights of
target and non-target neurons, and colors indi-
cate classes. The features are extracted with
STDP-CSNN.

In another experiment, we analyze the weights
trained using S2-STDP+NCG, with and without
competition regulation. Figure 3 shows t-SNE [56]
visualizations of the learned weights on CIFAR-10.
Without competition regulation, there is a single
cluster at the center, comprising the weights of the
neurons that receive few target updates during train-
ing. With competition regulation, the weights of
the target neurons tend to form, for each class, dis-
tinct clusters. The spread of their clusters suggests
that they have learned various class-specific patterns.
The weights of the non-target neurons form a single
cluster at the center since their weights are very sim-
ilar. This similarity arises because non-target neu-
rons, regardless of their class, are trained to fire at
the same desired timestamp. In Supplementary Ma-
terial (Section 3.5), we further show that competition
regulation increases the intra-class distinctiveness
among weights, which improves class separation.

6 Discussion

The NCG architecture implements effective intra-class WTA in a spiking classification layer em-
ploying first-spike coding and supervised STDP training. Our competition regulation mechanism
based on two-compartment thresholds ensures both balanced competition and fair decision-making.
We showed that this mechanism improves class separation and achieves better performance than
existing regulation methods. As a result, NCGs significantly increased the accuracy of SOTA su-
pervised STDP rules. This work highlights that more effective supervised competitive learning can
be achieved without inter-class WTA. Also, the success in learning various patterns per class via
threshold adaptation does not depend on learning various thresholds.

In this work, supervised STDP rules are employed in the classification layer to ensure consistency with
the training of the feature extraction network. However, our contributions focus on the architecture of
the classification layer, which is independent of the learning rule used to train it. Thus, NCGs may
theoretically be used with any other rule designed for training SNNs with one spike per neuron. We
performed preliminary experiments with S4NN [57], a gradient-based rule, and observed that the
addition of NCGs led to accuracy improvements consistent with our previous results (see Section 3.6
of Supplementary Material). Yet, further research is required to validate the effectiveness of NCGs
with gradient-based rules.

While NCGs successfully improve the performance of a classification layer, they also come with
several limitations. First, they increase the costs in terms of parameters, computation, and hardware.
The computational overhead of NCGs scales linearly with the number of neurons. In hardware
design, they introduce another overhead due to the additional connections, both to the previous layer
and within the layer. Second, increasing the number of neurons strengthens specialization on the
training set, especially when faced with a higher number of input features (cf. SoftHebb-CNN). This
behavior limits the generalization capabilities of our models and requires additional research to fully
exploit their potential in these scenarios. Third, the NCG architecture applies only to the output
layer of a network. Nevertheless, this work is the first to introduce WTA and competition regulation
mechanisms specifically designed for classification. It establishes the relevance of such mechanisms
in this context, laying the foundations for future research on WTA-based supervised competitive
learning in multi-layer networks.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: See Sections 4 and 5.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: See Section 6.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

15



Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See Sections 3, 4, 5.1. See Supplementary Material Sections 1 and 2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We provide our code as well as instructions for reproducing our main results.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: See Section 5.1. See Supplementary Material Section 2.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Results include the standard deviation reported from 10-fold experiments. See
Section 5.1.5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See Supplementary Material Section 2.4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conforms with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper covers fundamental research. We do not foresee any such direct
impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We use public datasets, which we credited according to the authors’ instruc-
tions. See Supplementary Material Sections 2.2 and 2.5.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

19

paperswithcode.com/datasets


• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We provide our code with documentation.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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