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Abstract. Oral Submucous Fibrosis (OSMF) is a progressive fibrotic
disorder of the oral mucosa with high malignant potential. Existing mod-
els have contributed to OSMF research but cannot capture the complex
tissue organization needed to study disease progression and test inter-
ventions effectively. While 3D bioprinting offers a promising route for
developing in-vitro disease models, validating the pathological fidelity of
these constructs remains challenging due to reliance on subjective his-
tological evaluation. We propose a deep learning-based framework for
objective, quantitative validation of bioprinted OSMF tissue, centered
on two key histopathological markers: (i) the ratio of fine to bundled
collagen fibres and (ii) zone-wise cellular density. Our framework first
establishes grade-specific marker distributions from real OSMF cases
spanning all four clinical grades using histopathological images analyzed
with attention-enhanced deep learning models. These models—ParNet-
integrated ResNeXt50 for fibre classification and U-Net++ for nuclei seg-
mentation—achieved 97.87% accuracy and a Dice loss of 0.226, respec-
tively, despite limited training data. We then applied the same analysis
pipeline to 3D bioprinted tissue constructs engineered to mimic OSMF
features. The bioprinted samples exhibited fibre composition and cel-
lularity profiles closely matching early-stage OSMF, confirming their
pathological fidelity and demonstrating the framework’s potential for
rigorous validation of bioprinted disease models.
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1 Introduction

Oral Submucous Fibrosis (OSMF) is a chronic, potentially malignant disorder of
the oral mucosa, primarily linked to areca nut consumption and prevalent across
South and Southeast Asia [1]. Characterized by progressive collagen deposition,
epithelial atrophy, and restricted mouth opening, OSMF remains difficult to
treat due to limited understanding of its progression and the absence of robust
preclinical models [2].

Traditional approaches—including 2D cell cultures and animal models using
bleomycin-induced fibrosis in Wistar rats [3]—offer partial insights but fall short
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in replicating the complex, graded pathology observed in humans. Recent ad-
vances in 3D bioprinting have enabled the fabrication of oral tissue constructs
and fibrotic disease models, including those for liver and lung fibrosis [4, 5].
However, validating the pathological fidelity of bioprinted constructs remains
a major challenge, often relying on subjective histological interpretation with
limited reproducibility and scalability.

In parallel, deep learning has revolutionized histopathology by automating
key tasks including classification [6], gland and nuclei detection [7], morphological
characterization [8], and biomarker quantification [9]. CNNs and transformer-
based models now match or exceed pathologists in grading tumors, predict-
ing genetic mutations, and extracting spatial patterns from H&E-stained slides.
These advances enable objective and reproducible analysis of complex histo-
logical structures, supporting applications from disease diagnosis to prognosis.
Although widely applied to patient-derived clinical tissue, its use for validating
engineered disease models, such as bioprinted constructs, remains underexplored.

This work addresses that gap by introducing an AI-driven validation frame-
work tailored to OSMF. We quantify two key histopathological hallmarks: (i) the
ratio of fine to bundled collagen fibers and (ii) zone-wise cellular density to es-
tablish disease-specific metrics from real, clinically graded OSMF biopsy images.
These metrics are then applied to 3D bioprinted constructs engineered to repli-
cate early-stage OSMF. Through this comparison, we offer a reproducible and
quantitative method to assess the fidelity of bioprinted disease models against
the pathology of the real patient.

2 Dataset Specification

Four datasets were used to support different components of the proposed frame-
work: NuInsSeg for nuclei segmentation model training, a custom Fibres dataset
for fibrosis classification model training, the primary OSMF dataset for study
and analysis of disease specific markers, and the bioprinted tissue image dataset
for validation with real OSMF tissue.

2.1 NuInsSeg Dataset

The NuInsSeg dataset [10] comprises 665 H&E-stained image patches with over
30,000 annotated nuclei from diverse human and mouse tissues. It was used to
train the segmentation model for nuclei segmentation, enabling accurate cellular
density estimation in OSMF images.

2.2 OSMF Dataset

The primary dataset consists of 41 H&E-stained histological images of clinically
graded OSMF tissue (Grades 1–4), captured at 20× magnification and annotated
by an expert pathologist. These served as the ground truth for validating fibrosis
quantification and cell density estimation.
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Table 1: Distribution of OSMF histopathology images by fibrosis grade.
Grade 1 Grade 2 Grade 3 Grade 4 Total

3 15 18 5 41

2.3 Bioprinted Tissue Dataset

This dataset comprises 15 H&E-stained histopathology images of the bioprinted
tissue construct, captured at 20× magnification using the same microscope as for
OSMF images. These images were analyzed with the trained models to quantita-
tively validate the fidelity of the bioprinted tissue against real OSMF histology.

2.4 Fibres Dataset

A curated dataset of 310 image patches was created for fibrosis classification,
with 166 labeled as fine fibres and 144 as bundled fibres. The images were sourced
from OSMF and other oral mucosal tissues. This dataset was used to train the
classification model, with augmentation applied to improve robustness.

Table 2: Composition of the curated Fibres dataset.
Fibre Category Number of Images
Fine fibres 166
Bundled fibres 144
Total 310

3 Methodology

The proposed framework utilizes deep learning models to quantitatively vali-
date 3D bioprinted tissue constructs of early-stage OSMF by analyzing two key
histopathological features: fibrosis type and cell density (Fig. 2).

3.1 Bioprinted Tissue Preparation

Bioprinted constructs were made with a bioink of gum tragacanth, carboxymethyl
chitosan, gelatin, and sodium alginate, seeded with human gingival fibroblasts
and umbilical vein endothelial cells to replicate oral mucosal structure. Fibrotic
changes were induced using ’Paan’ extract over a set period to mimic early-stage
OSMF.
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Fig. 1: Pipeline for fibrosis pattern quantification.

3.2 Fibrosis Type Quantification

Fibrosis regions were initially identified using a simple CNN-based region detec-
tor. Subsequently, a deep learning classifier was developed to categorize fibrosis
patches into fine or bundled fibre phenotypes. The model integrates lightweight,
untrained ParNet [11] modules between frozen Imagenet pre-trained ResNeXt50
[12] blocks to enhance feature extraction while mitigating overfitting risks due
to limited data. Each ParNet module employs parallel 1×1 convolution, 3×3
convolution, and Skip-Squeeze-and-Excitation [13] branches. The trained model
outputs the proportion of fine and bundled fibres across all OSMF and bioprinted
tissue samples. Figure 1 shows an overview of the process.

3.3 Cell Density Evaluation

For cellular analysis, an enhanced U-Net++ [14] architecture was employed, in-
corporating ParNet attention modules within its ResNet encoder. The model was
trained and validated on the NuInSeg dataset to achieve robust nuclei segmen-
tation across diverse histological contexts. Nuclei counts were computed within
predefined regions to derive cell density. Zone-wise connected component anal-
ysis was performed, with Zone 1 defined as the superficial region (200 pixels
beneath the epithelial surface) and Zone 2 representing deeper connective tissue.
This spatial quantification enabled comparative analysis of cellularity patterns
between OSMF grades and bioprinted tissues.
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Fig. 2: Pipeline for cell density estimation.

4 Results and Analysis

This section presents the experimental setup, followed by the results of fibrosis
classification and cell density estimation, demonstrating the framework’s ability
to capture clinically relevant features of OSMF progression.

4.1 Experimental Setup

The fibrosis model was trained on 310 image patches (166 fine, 144 bundled
fibres), split 80:20 for training and validation. Augmentations (elastic transfor-
mations, color jitter, contrast adjustments, CLAHE, spatial flips) expanded the
training set to 744 patches for better generalization.

For nuclei segmentation, U-Net++ was trained on NuInsSeg and applied to
OSMF images for density calculation. Inputs were normalized and resized to
256×256 pixels. Classification was assessed with accuracy, precision, recall, and
F1-score; segmentation used Dice and Jaccard loss metrics.

Table 3: Performance of baseline architectures for fibrosis classification.
Base Model Category Accuracy Precision Recall F1-score
ResNet50 [15] CNN 85.80 86.0 85.5 85.75
ResNeXt50 [12] CNN++ 87.05 87.5 86.8 87.15
EfficientNet B0 [16] CNN 79.11 79.5 78.9 79.2
SL-ViT [17] Transformer 80.81 81.2 80.3 80.75
MobileViT-xs [18] Conv+Transformer 86.10 86.4 85.8 86.1
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Table 4: Effect of attention modules on fibrosis classification performance.
Attention Mechanism Accuracy Precision Recall F1-score
CBAM [19] 0.9197 0.9202 0.9197 0.9197
ECA Attention [20] 0.9149 0.9194 0.9118 0.9139
Halo Attention [21] 0.9574 0.9573 0.9573 0.9573
Triplet Attention [22] 0.9149 0.9145 0.9145 0.9145
ParNet Attention [11] 0.9787 0.9808 0.9773 0.9786

Fig. 3: Fibre composition across OSMF grades. AI-based quantification shows a
progressive decline in fine fibres and corresponding rise in bundled fibres with
increasing disease severity.

4.2 Fibrosis Type Classification Results

The fibrosis classifier was initially evaluated across several baseline architec-
tures (Table 3). ResNeXt50 achieved the highest baseline accuracy of 87.05%.
Incorporating attention modules further improved performance, with the Parnet
attention integrated ResNeXt50 achieving 97.87% accuracy and an F1-score of
97.86% (Table 4).

Applying the model to full OSMF tissue images revealed a consistent trend
of increasing bundled fibre proportion with fibrosis grade progression (Fig. 3).
Quantitative analysis across 41 OSMF images confirmed this pattern, captur-
ing a histopathologically meaningful shift in collagen architecture from early to
advanced grades.
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Table 5: Segmentation performance of baseline models on nuclei detection.
Model Dice Loss Jaccard Loss
U-Net [23] 0.266 0.420
SegFormer [24] 0.317 0.481
DeepLabv3 [25] 0.362 0.531
U-Net++ [14] 0.264 0.418

Table 6: Effect of attention modules on nuclei segmentation performance.
Attention Mechanism Dice Loss Jaccard Loss
CBAM 0.241 0.387
ECA Attention 0.239 0.384
Halo Attention 0.236 0.382
Triple Attention 0.231 0.376
ParNet Attention 0.226 0.368

4.3 Cell Density Estimation Results

For nuclei segmentation, U-Net++ achieved the best baseline performance (Dice
loss 0.264, Jaccard loss 0.418), outperforming other models including Segformer
and DeepLab (Table 5). Incorporating Parnet attention further improved seg-
mentation (Dice loss 0.226, Jaccard loss 0.368) as shown in Table 6.

Zone-wise cellular density was computed across all OSMF grades, revealing
a strong positive correlation (r = 0.692) between superficial (Zone 1) and deep
(Zone 2) regions. Moreover, a consistent decline in cell density was observed with
increasing fibrosis grade (Fig. 4), consistent with reduced fibroblast activity in
advanced fibrosis.

Table 7: Histopathological Validation of Bioprinted Tissue Against Real OSMF
Tissue.

Sample Fine
Fibres (%)

Bundled
Fibres (%)

Cell Density
(cells/px2)

% Diff.
(Fibres)

% Diff.
(Density)

Grade 1 OSMF 83.55 ± 19.08 16.45 ± 19.08 0.000270 ± 0.000375 17.53% 22.45%
Grade 2 OSMF 71.46 ± 25.15 28.54 ± 25.15 0.000334 ± 0.000133 37.41% 1.46%
Grade 3 OSMF 34.93 ± 24.17 65.07 ± 24.17 0.000513 ± 0.000159 181.11% -33.80%
Grade 4 OSMF 31.52 ± 26.61 68.48 ± 26.61 0.000176 ± 0.000170 211.58% 93.11%
Bioprinted Tissue 97.20 ± 2.50 2.80 ± 2.50 0.000339 ± 0.000015 - -

Notes: Fibre percentages and cell density are AI-derived from H&E images.
Differences are relative to bioprinted values. 1 px2 = 0.0961 µm2.
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Fig. 4: Zone-wise cell density across OSMF grades. Cellularity declines consis-
tently from Grade 1 to Grade 4, especially in deeper tissue zones, highlighting
fibroblast reduction with disease progression.

4.4 Bioprinted Tissue Validation

Table 7 compares bioprinted tissue with each OSMF grade. The bioprinted con-
struct displayed 98.2% fine fibres and no bundled fibres, closely matching early-
stage (Grade 1/2) OSMF. Its cell density (0.000339 cells/px2) showed minimal
deviation from Grade 2 (1.46%) and significant divergence from Grades 3–4.
These results confirm the construct mimics early-stage fibrosis, validating both
the tissue model and the AI-based framework.

5 Discussion and Conclusion

This study presents a compact, interpretable framework for validating bioprinted
OSMF models using AI-derived histopathological metrics. By quantifying fibrosis
morphology and cellularity—two complementary disease markers—the method
enables objective alignment of engineered tissue with real pathological grades.

The bioprinted construct exhibited histological profiles comparable to early-
stage OSMF (Grade 1–2), validating both the model’s fidelity and the analytical
robustness of the pipeline. This resolves a key gap in 3D bioprinting: the absence
of reproducible validation metrics beyond subjective histological review.

More broadly, this framework introduces a generalizable paradigm for AI-
assisted evaluation of engineered disease models. Future extensions may inte-
grate multimodal staining or spatial transcriptomics to enrich validation depth.
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With further data and domain tuning, the methodology could support real-time
feedback in bioprinting workflows and preclinical therapeutic screening.
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