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ABSTRACT

In recent years, Capsule Networks (CapsNets) have achieved promising results in
tasks in the object recognition task thanks to their invariance characteristics to-
wards pose and lighting. They have been proposed as an alternative to relational
insensitive and translation invariant Convolutional Neural Networks (CNN). It has
been empirically proven that CapsNets are capable of achieving competitive per-
formance while requiring significantly fewer parameters. This is a desirable char-
acteristic for Deep reinforcement learning which is known to be sample-inefficient
during training. In this paper, we conduct a systematic analysis to explore the
potential of CapsNets-based agents in the deep reinforcement learning setting.
More specifically, we compare the performance of a CNN-based agent with a
CapsNets-based agent in a deep Q-network using the Atari suite as the testbed of
our analysis. To the best of our knowledge, this work constitutes the first Caps-
Nets based deep reinforcement learning model to learn state-action value func-
tions without the need of task-specific adaptation. Our results show that, in this
setting, CapsNets-based architectures require 92% fewer parameters compared to
their CNN-based counterparts. Moreover, despite their smaller size, the CapsNets-
based agents provide significant boosts in performance (score), ranging between
10% - 77%. This is supported by our empirical results which shows that CapsNets-
based agents outperform the CNN-based agent, in a Double-DQN with Prioritized
experience replay setting, in eight out of the nine selected environments.

1 INTRODUCTION

In recent years, Convolutional Neural Networks (CNNs) have made breakthroughs in multiple ma-
chine learning tasks like natural language processing, computer vision (Kalchbrenner et al., 2014
Krizhevsky et al.|[2017). The field of Deep Reinforcement Learning (DRL) has benefited from the
remarkable flexibility of CNN based agents as well. CNNs have scalar nature. Having additive
nature of neurons at any given layer, they are ambivalent to spatial relationships within their ker-
nel of previous layers (LaLonde & Bagci, [2018). Thus despite their good performance, they have
an inherent drawback where they do not consider the spatial relationships between the learned fea-
tures (Sabour et al.,2017;|Wen et al.,[2020). For example, for the task of recognizing faces in images,
CNN s are capable of learning that regions that resemble a nose or a mouth are relevant. However,
when recognizing a face, at test time, they have the weakness of focusing on the occurrence of these
“facial parts” and completely ignore the spatial arrangement in which these should occur in order to
effectively represent a face.

Figure 1: A CNN will classify both images as faces because of facial elements. (Pechyonkin,[2017).

Capsule Networks (CapsNets) were designed to mimic human vision (Hinton et al.| 2018}, Sabour
et al., 2017). They address the inherent limitation of CNNs, while significantly decreasing the
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required number of parameters. CapsNets aim to preserve the spatial information (pose and precise
location) and attributes (length, thickness etc) by encoding features in vectors rather than scalar
values. While vector represents features, the length of vector represents the probability of existence
of the entity it’s representing. CapsNets in deep learning require less training data, which is a
desirable attribute within a DRL setting. The architectural design of CapsNets profits from dynamic
routing. Routing by agreement is a novel dynamic routing technique, it plays a key role in preserving
spatial information.

The architectural overview of capsules draws inspirations from the Multi-Layer Perceptron architec-
ture. This architecture with routing by agreement is designed to preserve part-whole relationships
(locations, orientations, etc.) between various entities which may be an entity or parts of an entity.
For example, the relative positions of a nose and a mouth on a face in a portrait Fig|l] Reinforce-
ment learning approaches such as DQN strive to estimate the action-value function (Mnih et al.,
2015 2013)). Traditionally for vision-based tasks, the architecture of an agent uses CNNs and fully
connected layers to approximate the optimal action-value function. The CNN based architecture of
the agent in various deep reinforcement learning algorithms [Mnih et al.| (2015)); van Hasselt et al.
(2015); |Schaul et al.| (2016) are inspired from Hubel & Wiesel| (1963). The agent learns on raw
sensory input that uses CNNs to mimic the effects of receptive fields(Mnih et al.l |2015). Sabour
et al.|(2017) used length of a vector from last layer of CapsNets for classification in supervised deep
learning. However the length of a vector is not a good candidate for estimating the state-action value
function. Here we propose an architecture suitable for an agent inspired on CapsNets. We draw the
comparison between CNN-based and CapsNets based agents We conduct comparison of CNNs with
CapsNets in selective environments of Atari, which offers multiple diverse tasks. Across multiple
environments, the proposed agent uses 92% fewer number of parameters and improves 10%-77%
on performance (score) compared to a CNN-based agent.

The main contributions of this paper are:

1. Presenting an empirical study of the difference in performance between CapsNets and stan-
dard CNNs in a DRL setting.

2. Introducing a generalized CapsNets-based architecture in DRL, without task-specific adap-
tation.

2 RELATED WORK

On account of the drawbacks of CNNss, [Sabour et al.| (2017) introduced the idea of CapsNets, but
most of the published research on CapsNets is currently focused in the field of deep learning. Ba-
hadori (2018); |Phaye et al.| (2018)); Rawlinson et al.|(2018]) extend the work of |Sabour et al.| (2017)
to propose new capsule-based architectures. |Afshar et al.|(2019); |Allioui et al.|(2019) and [Lal.onde
& Bagci| (2018) investigate the performance of CapsNets in medical applications like brain tumour
classification, Alzheimer disease detection and Lung segmentation (Setio et al., | 2017;|Armato et al.,
2011} |Clark et al., [2013)).

While CapsNets have gained popularity in standard Deep learning approaches, their study within
a Deep Reinforcement Learning (DRL) context has received significantly less attention. |Andersen
(2018)) tries integrating CapsNets with Deep-Q Learning. They showed that CapsNets based agent
underperform with respect to CNNs-based agent. The architecture takes 84x84 input which prop-
agates to output nx16 vector from last capsule layer. n being number of actions. The architecture
proposed by |Andersen| (2018)), does not take into consideration that vector output from a capsule
is not a good fit for action-value estimation. While the value function could have any negative or
positive value, the length of the vector output from CapsNets is bounded between zero and one.

Molnar & Culurciello| (2020) combines CapsNets with A2C. The study focuses only on maze nav-
igating in the ViZDoom environment. While using a fewer number of parameters the study shows
that CapsNets-based agents provide a capable design for a policy function for navigational scenar-
ios. The work also confirms the CapsNets ability to maintain better spatial relationships in varied
textured rooms of the environment.

CNNs have proved themselves exceptionally well being part of DRL agents (Mnih et al., 2016
20155 2013} jvan Hasselt et al., 2015; Wang et al., |2016). We draw inspiration from CNN based
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architecture to use CapsNets to learn representations for an agent. Inspired from Mnih et al.|(2013)
we propose a generalised framework for CapsNets-based agent to learn state-action value function
with no task specific adjustments.

3 BACKGROUND

3.1 CAPSULE NETWORKS

CapsNets are groups of neurons Fig. [3| capable of learning spatial relations between simple and
complex entities (Sabour et al.,[2017}; |[Hinton et al.,|2018). They encode an object as a vector where
its magnitude represents the probability of object occurrence and its orientation represents attributes
of the object.

Computer graphics employ Hierarchical Modeling for the building complex objects by putting in
simpler objects and their known relations (Eck, 2016)). The idea of CapsNets is to achieve the
capabilities of inverse hierarchical modelling to better understand the scene. Thus a capsule forms
a wrapper around a set of neurons, Fig. [2| shows the relation between both ideas. While a neuron
receives a scalar value as input and produces a scalar output, a capsule computes vector from input
vectors. At this point, the length of the vector can be used to represent the probability that an
object exists. We arrange capsules in 2 levels, in lower level [ they are called primary capsules and
upper-level [+ they are called secondary capsules.
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Figure 2: Similarity between a capsule and a neuron (Liao, 2018)).

Primary capsules Following the first convolutional layer, the primary capsule (PrimaryCaps) is
responsible to transform scalar values into a vector. A capsule in the architecture [3|refers to a group
of convolution layers. It is the first layer where the process of inverse hierarchical modelling takes
place. Capsule here reshapes the feature maps outputs of convolutional layers to output vectors.

Secondary Capsules Following PrimaryCaps is Secondary Capsules (SecondaryCaps). They re-
ceive an input vector from PrimaryCaps. The weight matrix W;; transforms output vector of Pri-
maryCaps to serve as input to SecondaryCaps.

Uj|1' = W”’U,Z

Routing by agreement Routing by agreement is a dynamic routing technique introduced in |Sabour
et al.| (2017). Pooling operation communicates important information to the following layer. Con-
trary to statically connected pooling layer, the dynamic routing happens during the forward pass.
It redirects the output from PrimaryCaps to the most relevant parent in SecondaryCaps. Each cap-
sule i (where / < i < N) in a layer [ has vector u; to encode spatial information. The output of
PrimaryCaps u; of ith acts as input to all capsules in layer /41 of SecondaryCaps.

Coupling coefficient c;; is iterative determined through routing by agreement. It represents the
agreement of a capsule of layer / with [+/. If the agreement is high, the coupling coefficient for
child-parent will increase, otherwise it would decrease. Coupling coefficient plays a role in child-
parent relationship to form a parse tree-like structure in CapsNets. The weighted sum (s;) from all
PrimaryCaps contributes to forming the output of SecondaryCaps.

N
55 = § CigUjli
=1

The length of the output vector from PrimaryCaps is limited between 0 and 1. We employ squashing
function for it. The length of the vector represents the probability of the existence of an entity
represented by a capsule.
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Figure 3: The figure shows fundamental Capsule network architecture.

2
__Isill” sy
1+ |s;]> lIs;ll

J
The squashing function makes sure to limit the length while still retaining the positional information.

3.2 DEEP REINFORCEMENT LEARNING

The paper studies the utility of CapsNets based representations in Double DQN using prioritised
experience replay. it uses proportional prioritization of prioritised experience replay.

The Q-learning algorithm is a temporal difference learning algorithm. To update the action-state
estimate, TD error is computed at each time step. The Deep Q-learning was first introduced by
Mnih et al| (2013) to approximate Q-values for high dimensional sensory input. The Deep Q-
learning is known to be unstable and it overestimates the Q-values. To remedy it van Hasselt et al.
(2015)) proposed Double DQN. They decoupled the networks for selecting and evaluating an action
separately. The agent generally selects an action using e-greedy policy. Under e-greedy policy,
agents can take a random action with € probability or it selects an action with 1-¢ based on the value
of input state that may lead to a maximum reward.

Experience replay is used to store agent’s interaction with environment at each time-step (Mnih
et al.l |2013). This buffer is used for sampling a batch of experience to train an agent. |Schaul
et al.| (2016) provided a new experience replay design where the most important experiences were
replayed to the agent. The importance or priority of experience was calculated using TD error. With
the design choice, [Schaul et al.[(2016) were able to empirically show that experience replay became
more efficient and effective, which led to even better and faster learning of an agent. The agent
performed better compared to the previous state of the art DQN.

4 METHODOLOGY

In this section we describe the several components that constitute our analysis. More specifically,
we introduce the two agents to compared and the environment used as testbed for the analysis.

CNN-based Agent For the baseline we choose Double-DQN with prioiritised experience replay
(Schaul et al., 2016; van Hasselt et al.,|2015)). The first alyer in this architecture is a convolutional
layer composed by 32, 8x8 convolution kernels with a stride of 4. This first feeds a second convo-
lutional layer of 64, 4x4 kernels with a stride of 2. The third layer receives input from second and
has 64, 3x3 kernels with a stride of 1. The last convolutional layer of this set is connected to two FC
layers. The first FC layer is composed by 512 neurons while the second FC layer is composed by a
number of neurons equal to the output value estimates for the actions of interest. ReLU acts as acti-
vation function for all the layers except the last FC layer. The architectural design of the CapsNets
based agent is depicted in Fig. ] (bottom).

CapsNet-based Agent In a DRL agent, CNNs learn relevant visual features with respect to the task
at hand while the FC layers aim at learning valuable combinations of these features and map them to
value functions related to the actions of interest. In this regard, the FC layers learn the value function
based on the features generated by CNNs. We explore the application and utility of CapsNets-based
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representations with Double DQN. The architectural design of the CapsNets based agent is depicted
in Fig. ] (top).

State
I _
Values
(512,n
9x9, stride 2 8x16 128512
3x3, stride 4 (128
Primary Capsules Secondary Capsules Linear Layer
CNN y Capt - y Lo Fully Connected !
[ |
1 1
1 1
1
State
Values
(512,n)
8x8, stride 4 4xa, stride 2 33, stride 1 (3136512)  Linear layer
CNN CNN CNN !

connected
Figure 4: CNN (top) and CapsNets (bottom) based agent’s architecture.

Convolutional layer acts as the first layer, as shown in Figl] The Convolution layer has 16, 3x3
convolution kernels with a stride of 4 and ReLLU activation. This layer detects features from states
and serves as an input to the Primary capsule layer. We have 49 capsules in the Primary capsule layer.
A Primary capsule layer, here is a collection of convolution capsules. A single convolution capsule
comprises of a group of convolution layers with 9x9 kernel and with a stride of 2. Each capsule
in the PrimaryCaps receives the input of all Convolution layers. Each primary capsule outputs
an 8-dimensional vector. The output from the Primary capsule serves as input to the Secondary
capsule layer. Secondary capsule layer has 8 capsules with each Secondary capsule producing a 16-
dimensional vector as output. Each of the Secondary capsules receives the input from all Primary
capsules. The connection between the PrimaryCaps layer and the SecondaryCaps is controlled by
dynamic routing. In our study, we use the routing by agreement algorithm (Sabour et al., [2017)
where each child chooses its parent based on the cosine similarity between its transformed vector
output and the vector output of its candidate parent. The dynamic routing between layers utilizes
the vector output from capsules to preserve hierarchical relations in a state. Three routing iterations
are used between capsule layers in order to find optimal weights for relations between layers.

Environment The Arcade Learning Environment (ALE) (Bellemare et al.,2013) is a popular bench-
mark composed by a collection of Atari 2600 games . It provides a challenging and diverse set of
tasks with respect to visual input, rewards returned by the environment, action space and difficulty.
Martnez-Plumed & Hernandez-Orallo (2017) integrate around 40 techniques from a dozen papers
in order to determine the difficulty level of the games that are part of the benchmark. To com-
pare the performance of our CapsNets-based agent with respect to the CNN-based agent, we choose
a subset of the environment that is diversified in terms of visual input (simple, complex), reward
(sparse, dense), action space(3, 4, 6, 8, 18) and difficulty score (Martnez-Plumed & Hernandez-
Orallo, [2017). Across various tasks, both agents are asked to collect the maximum reward. The
environment gets reset the moment when the agents use all of their lives.

The input states are composed by simple states such as Pong, Boxing to fairly complex input states
like Fishing Derby or Alien. Further, the tasks are diversified with respect to rewards collected by
the agent. The agents are evaluated with dense rewards environments like Breakout, Pong and sparse
reward like Fishing Derby.

Training protocol With Atari we restrict the training of both CNN based and CapsNets based agents
to only 20 million steps. The CapsNets based agent uses a batch size of 128 and a Learning rate
of 0.00015 with RMSprop optimizer and Prioritised experience replay with alpha = 0.5 and beta
with linear annealing from 0.4 to 1. The other hyper-parameters such as discount rate, the size of
the experience replay memory, target network updates is the same as |Schaul et al.| (2016). CNN
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Table 1: Performance comparison

ENVIRONMENT SCORE PARAMETERS
NAME DIFFICULTY ACTION CAPSNETS CNN PERFORMANCE CAPSNETS CNN DIFFERENCE
Alien - 18 1678.20 1503.79 11.60% 136,426 1,693,362 91.94%
Boxing -2.11368712 18 92.87 58.74 58.10% 136,426 1,693,362 91.94%
Breakout -0.44196066 4 259.4 191.1 35.74% 129,244 1,686,180 92.33%
Fishing Derby 1.28989165 18 -11.99 -27.19 55.90% 136,426 1,693,362 91.94%
Pong -0.04440702 3 20.15 18.25 10.41% 130,270 1,687,206 92.27%
Qbert 1.39864132 6 9942.95 5616.26 77.03% 129,244 1,686,180 92.33%
Space Invaders ~ 0.16420283 6 787.64 924.11 -14.76% 136,426 1,693,362 91.94%
Tennis 10.48605210 18 -7.138 -23.645 69.79% 130,270 1,687,206 92.27%
Tutankham 1.98175005 8 148.75 129.20 15.13% 131,296 1,688,232 92.22%

based agent trains on hyper-parameters as discussed by |Schaul et al.[|(2016). Epsilon-greedy action
selection method is employed to balance our exploration and exploitation. Both CNN based and
CapsNets based agents randomly explore for first 50000 steps and then linearly decrease the proba-
bility to randomly select an action for next 1e6 steps. At end of 20 million steps, there still remains
an exploration probability of 0.01. Evaluation section compares the cumulative reward collected by
agents in all tasks. The average is calculated from 4 randomly initialized agents.

5 EVALUATION

In any given task an agent collects rewards to maximize its performance. Cumulative reward col-
lected by an agent is the attribute that links to the agent’s success in a given task. Apart from the
cumulative rewards, to better understand the CapsNets based representation in DRL environments,
we try to understand about agents performance under different attributes of the environments like
input states, rewards and action space.

5.1 CUMULATIVE REWARD AND PARAMETERS

The CapsNets-based agent proposed in Sec ] has 91%-92% lower number of trainable parameters.
To highlight the difference, Table [I] presents a comparison of trainable parameters of both agents
under different environments. To show the effectiveness of the representations learned via CapsNets,
we compare the agents’ performance with respect to the cumulative reward collected by them in
all of analyzed tasks. Table [T presents the comparison of performance of both agents. Though
CapsNets-based agents have a lower number of training parameters, they outperform their CNN-
based counterparts in all selected environments except Spacelnvaders.

5.2 INPUT STATE

In this section, we reason how the input state of an environment (Fig. [6) is an influencing factor for
CapsNets based agent. CapsNets architecture focuses on recognising simple and complex entities.
Pong, Boxing, Tennis are one of the visually simple environments referring to them as V1. Breakout
and QBert are more complex than V1, referred to as V2. But V2 is simpler compared to Alien,
Spacelnvaders, Tutankham and Fishing Derby of V3.

It is observable that in simpler input state of V1, a CapsNets based agent performs excellent. The
performance could be highly attributed to the very simple input state. In these environments, there
are clear separate entities such as players, ball in the input state. The CapsNets based agent’s learning
curve is swifter compared to baseline CNNs. With comparably complex V2, the convergence of
CapsNets based agent is slower yet they outperform CNN based baseline as well. With added visual
complexities and an increase in the number of observable objects, we can observe that convergence
slows down further. The same can be concluded for V3.

5.3 ACTION SPACE

The atari suite provides a variety of environments with respect to action space as well. The action
space is an important part of an environment since it is directly related to the number of actions
available for the agent. A higher action space expresses higher degree of freedom for an agent to
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Figure 5: Average score collected by the agents in the respective environment. The agents follow an

epsilon greedy policy.
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Figure 6: State input of various Atari environments.

choose an action from. For our study we started with low action space of 3 and 4, in Pong and
Breakout, respectively. From there, we go to the highest action space available in atari, i.e 18, in
Alien, Boxing, Fishing Derby and Tennis. As can be noticed in Table [T} apart from the expected
increase in the number of parameters introduced by the fully connected layers, there does not seem
to be a direct correlation between an agent’s performance and the action space.

5.4 REWARD

The agent after interactions with environment gets reward signal and next state. With the goal of
maximizing the cumulative rewards, the reward as part of environment governs how an agent com-
prehends the input state. The environments can broadly be classified into Dense rewards (Alien,

~
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Figure 7: Training loss in the Alien (left), Fishing Derby (center) and Pong (right) environments.

Qbert etc) or Sparse rewards (Montezuma’s revenge) environments. For our investigation, we di-
versify our environments with some dense reward environments such as Alien and some marginally
sparse environments such as Fishing derby. DQN suffers from poor sample efficiency when rewards
are very sparse in an environment (Gou & Liul [2019). There is a relation between reward density
and convergence of an agent to a value function. In Dense reward environment Alien it takes around
3 million steps for a CapsNets based agent to outperform CNNs while in Fishing Derby, it takes
around 13 million.

While we rationalize about the better performance of CapsNets based agent, there is not a single
most powerful component that directly contributes to it. It’s the combination of all three elements.
It is noticeable the performance of the agent in environment Tennis is similar to Boxing although
they both have different difficulty level. The leading performance of CapsNets based agent in both
environments can be attributed to very simple visual input and high action space. If compared to
the difference in the convergence of agents in Alien, which is maze traversal environment and with
a highly dense reward with Tutankham which is maze traversal but comparatively sparse reward
environment. We notice that the combination of reward and action space contributed more to the
performance, compared to the visual input state. The human perception suffers from Crowding, The
CapsNets based agent show similar phenomenon in Spacelnvaders, The low performance could be
attributed to the combination of crowding and low action space, where there are multiple instances
of the same part and whole objects in input state (Pelli, 2008; Sabour et al., [ 2017).

Also to analyze and gain insight to the potential of CapsNets based representation, we plot and
compare the loss Fig. [/| of both agents while training as well. It is noticeable that loss are com-
paratively smaller in magnitude compared to CNNs based agents. This can be attributed to a lower
change in weights. We suggest that vectored representation in CapsNets further helps in stabilizing
the change in value function of Double DQN. Part or complex entity, when learned by capsules only
adept their vector orientation and length with new input states. Low loss indicates that they do not
start representing new entities. The low magnitude of loss in CapsNets agent supports the proposed
hypothesis.

6 CONCLUSION

The paper introduced CapsNets-based Double DQN using Prioritised Experience Replay. We em-
pirically shows how CapsNets based architecture performs well with Double DQN while stabilizing
it. The CapsNets-based architecture uses fewer parameters while still outperforming its CNN-based
counter part in terms of cumulative reward collected by an agent in a given task. In contrast to
previous research, the CapsNets-based Double DQN converges to find a value function.

The presented architecture was found to be the best performing in terms of design and capabilities
in the environments. The outcome confirms the initial hypothesis that value function is learned by
Fully connected while CapsNets learns to better represent states. It also confirms that the spatial
relationships preserved by CapsNets help in improving the performance of the agent in various
tasks. Although our evaluation covered a variety of tasks and reward systems, it would be useful to
investigate the performance of the agents in other tasks and within other settings as well.
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